
PARTICLES AND FIELDS

THIRD SERIES, VOLUME 35, NUMBER 3 1 FEBRUARY 1987

Measurement of neutrino-proton and antineutrino-proton elastic scattering

L. A. Ahrens, S. H. Aronson, P. L. Connolly, ' B. G. Gibbard, M. J. Murtagh,
S. J. Murtagh, S. Terada, ~ and D. H. White~

Physics Department, Brookhaven National Laboratory, Upton, New York 11973

J. L. Callas, D. Cutts, J. S. Hoftun, M. Diwan, R. E. Lanou, and T. Shinkawa~
Department of Physics, Brown University, Providence, Rhode Island 02912

Y. Kurihara
Department of Physics, Hiroshima University, Hiroshima, 730, Japan

K. Amako and S. Kabe
National Laboratory for High Energy Physics (KEK), Ibaraki Ken 305,-Japan

Y. Nagashima, Y. Suzuki, S. Tatsumi, **and Y. Yamaguchi
Physics Department, Osaka University, Toyanaka, Osaka 560, Japan

K. Abe, ~ E. W. Beier, D. C. Doughty, ~ L. S. Durkin, S. M. Heagy, M. Hurley, ~~

A. K. Mann, F. M. Newcomer, H. H. Williams, and T. York~~
Department of Physics, University of Pennsylvania, Philadelphia, Pennsylvania 19104

D. Hedin, M. D. Marx, and E. Stern
Department of Physics, State University of New York, Stony Brook, New York 11794

(Received 16 June 1986)

Measurements of the semileptonic weak-neutral-current reactions v~~v~ and v~~v~ are
presented. The experiment was performed using a 170-metric-ton high-resolution target detector in

the BNL wide-band neutrino beam. High-statistics samples yield the absolute differential cross sec-
tions dtr(v~) jdg and dtr(v~)/dg'. A measurement of the axial-vector form factor G„(Q ) is

also presented. The results are in good agreement with the standard model SU(2)XU(1). The
weak-neutral-current parameter sin 0~ is determined to be sin 0~ ——0.220+0.016(stat)+0 03l(syst).

I. INTRODUCTION

During the past 12 years there have been a large num-
ber of experiments' on the weak neutral current which
display the basic validity of the standard SU(2))&U(l)
electroweak model. With the direct discovery of the in-
termediate vector bosons 8' and Z the standard model
has been firmly established. It is natural to question
whether SU(2))&U(1) represents the limit of the funda-
mental theory. Recent attempts at grand unification
embed SU(2)XU(l) as the low-energy hmit of a more
complex theory. Such theories generally predict "non-
standard" phenomena such as additional vector bosons, or
additional Higgs particles. Consequently it remains of in-
terest both to search for new phenomena and to make

V+ —+V+

V+~V+ (1.2)

The cross sections for these reactions are well known,
within small theoretical uncertainty, and are largely in-
dependent of assumptions concerning the quark constitu-
ents of the proton. Radiative corrections to these cross

more precise measurements of known phenomena. In the
latter category are measurements of sin 0~ in all possible
weak-neutral-current channels.

Apart from purely leptonic reactions, the simplest reac-
tions, both experimentally and theoretically, with which
to study weak neutral currents are the semileptonic elastic
reactions:
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sections are small ( & l%%uo) (Ref. S). Experimentally, reac-
tions (1.1) and (1.2) provide a clean, distinctive signal.
Reactions (1.1) and (1.2) are also so similar that by analyz-
ing both reactions simultaneously, uncertainties in many
experimental quantities correlate, which leads to reduced
systematic errors on final results.

Neutrino-proton elastic scattering has played a signifi-
cant role in our understanding of the weak neutral
current. Neutrino-proton elastic scattering was measured
in 1976 by the Columbia-Illinois-Rockefeller (CIR) (Ref.
6) and Harvard-Pennsylvania-Wisconsin (HPW) (Ref. 7)
experiments at Brookhaven National Laboratory (BNL),
and again in 1978 and 1980 at CERN (Refs. 8 and 9).
Antineutrino-proton elastic scattering was also measured
at BNL (Ref. 10). All experimental results prior to the
experiment reported here are summarized in Ref. 11.

In this paper we present high-statistics measurements
of the reactions v~~v~ and v~~v~. A brief report
of the results in this paper has been presented previous-
ly. ' The data were collected in an 170-metric-ton, high-
resolution target-detector exposed to a horn-focused
wide-band neutrino (antineutrino) beam from the alternat-
ing Gradient Synchrotron (AGS) at BNL. In Secs. I A
and I B a brief description is given of neutrino-proton
elastic-scattering kinematics and cross section
phenomenology, respectively. The detector and neutrino
beam are described in Sec. II. Section III explains the
specifics of the v~ and v~ signal extraction, background
subtractions, and acceptance and efficiency corrections.
Calculation of cross sections from the v~ and v~ sam-
ples required measurement of the integrated neutrino
fluxes on the detector. Since direct measurement of the
neutrino flux is not possible, measurements of charged-
current quasielastic scattering events v&n ~p p and
v~~p+n were made to determine this flux. Section IV
provides details of this flux determination. In Sec. V a
description is given of the systematic errors in the signal
and normalization analyses. In Sec. VI the differential
cross sections der(v~)ldQ and do(v~)/dg are
displayed, and final results on sin 0w and the axial-vector
form-factor G„(g ) are presented. The experiment yields
the most accurate measurements of do(v~)/dg and
do(v~)/dg reported to date, and a precision measure-
ment of sin 0w, as well as a measurement of the axial-
vector form factor.

Mp

cosOp(1+2M'/Tp )'i —1
(1.4)

In this experiment 80% of the neutrino-proton elastic
scatters are from protons bound in carbon nuclei. In the
kinematic regime of this experiment, the impulse approxi-
mation is valid; the protons in the carbon nucleus are tak-
en to be free, except that the effects of Fermi momentum,
the Pauli exclusion principle, and free particle nuclear
scattering must be included in the analysis.

B. Phenomenology

Following the standard electroweak model, the effective
Lagrangian for neutrino hadron elastic scattering is'

GF
L i'= — vy"(1+kg)vJ„. (1.5)

A standard form for the hadronic current is

J„=aV„+PA„+yV„+5A„+ (1.6)

where the up- and down-quark contributions are com-
bined to form V& ( V ), the isovector (isoscalar) vector
current, and A„(A„), the isovector (isoscalar) axial-
vector current. The ellipses represent heavy-quark (s,c,b)
terms. In the standard model,

a=1 —2sin 0w,
P=l, (1.7)

5=0,
3 sin 0w

where the parameter sin 0w describes the strength with
which the electromagnetic current mixes with the neutral
component of the weak current. The vector currents are
therefore the only ones containing sin 0w.

Assuming time reversal invariance, the isospin invari-
ance of the nucleon current, and the absence of second-
class currents, the matrix element of J between nucleon
states is given by

Q = —q =2M~Tp .

These measured quantities determine the neutrino energy
through the kinematic relation

A. Kinematics

Given the initial direction of the incident neutrino and
a fixed proton target, a v~ elastic-scattering event is com-
pletely described by two independent kinematic variables.
Possible choices include (O~, T&), (E,9&), or (E,Tz),
where T~ is the proton kinetic energy in the final state.
The experimental quantities measured are the range of the
scattered proton, its angle with respect to the direction of
the incident neutrino 0& and its rate of energy loss. Range
and energy-loss measurements identify the particle as a
proton, as opposed to a pion or muon, and determine its
kinetic energy Tz. In the following analysis the data are
presented in terms of the measured kinematic variables 0~
and Q, where

pv
(f

~

J„~i)=uf(p') y„Fi(g )+i q"Fq(g )
2M'

(1.8)

where q" is the momentum transfer, u;(p) and uf(p') are
initial and final nucleon wave functions, and F&, F2, and
Gz are nucleon form factors which are real dimensionless
functions of Q = —q .

The vector form factors F& and F2 are equated with
empirical electromagnetic form factors obtained from
electron-hadron scattering'" in which the isovector and
isoscalar form factors have the same Q dependence. In
addition it is assumed that the isovector and isoscalar vec-
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Fi +F2 ——aGv+yGv,

F2 ——aFv+yFv .3 0

In the dipole representation

(1+xp —x.„)
G 3

2 (1+g /My )

(1+~p+~„)
2 (1+Q /M~ )

(1.9)

tor form factors have the same Q dependence in
neutrino-proton scattering with

culation of the differential cross
straightforward, with the result

2 2do. GFMp (s —u)3+B
dg 8~E Mp

section for vp~vp is

C (s —u)
4 (1.14)

s —u =4MpE —Q

2

G 1+
M 4MP P

—F) 1— Q2

4Mp

where the plus sign is for neutrinos, the minus sign is for
antineutrinos, and

(Kp —K~ )F
2 (1+7-)(1+Q /My )

(1.10) +F2 1—2 FF g'
4M 2 4M 2 M 2

P p P

(i~p+ x„)F
2 (1+r)(1+g /Mq ) B =

2 Gq(F)+F2),
Mp

r

(1.15)

4MP

where Kp
——1.793 and K„=—1.913 are the anomalous

magnetic moments of the proton and neutron, respective-
ly, and Mz ——0.84 GeV/c is the vector dipole mass.
Modifications of these form factors due to heavy-quark
contributions are expected to be negligible. '

The axial-vector form factor

Gg(g )=/3Gg+5G~

is less well known. In the standard model, as mentioned
above, 6 is identically zero. In Sec. VI, however, this con-
dition is relaxed when a search is made for additional con-
tributions to the hadronic weak neutral current ~ In the di-
pole representation

C =—G~+F)+F22 2 z Q'
4 4Mp

C. Radiative corrections

Radiative corrections to the theoretical elastic cross sec-
tions given in the preceding section are negligible
(&0.5%) in the standard model. The only significant
modification of theoretical formulas in this analysis from
radiative corrections arise in the quasielastic cross sections
needed for normalization. In this analysis both quasielas-
tic cross sections have been multiplied by 1.02 to account
for these corrections.

1

( 1+Q2/M ~)~
(1.12)

II. THE EXPERIMENT

A. The detector
where gz(0) =1.26 is measured by neutron P decay. The
value of the axial-vector dipole mass Mz has been mea-
sured in charged-current quasielastic neutrino reactions on
an isoscalar target by three previous experiments. ' An
average value of Mz can be calculated from these experi-
ments:

1 g~(0)
Gg( ')=- (1+g)

2 (1+Q'/M ')' (1.13)

and fitting for g. A nonzero value for g can be interpret-
ed as due to either (1) heavy-quark contributions to the
standard weak axial-vector current, or (2) a "nonstand-
ard" primitive axial-vector isoscalar current.

Cxiven the vector and axial-vector form factors the cal-

Mz ——1.032+0.036 GeV/c

Heavy-quark contributions to G„(g ) are expected to be
small but not negligible. ' The Q dependence of such
corrections is not known. To avoid introducing more
than one new parameter, additional contributions to
G~(g ) have been searched for in this experiment by
parametrizing G„(g ) as

The experiment was performed using a 170-metric-ton
high-resolution target-detector in a horn-focused neutrino
(antineutrino) beam at the Brookhaven National Labora-
tory. The details of the detector have been given else-
where' and are only briefly reiterated here.

The full detector is shown in Fig. 1. It consisted of
three major sections: (i) a massive high-resolution modu-
lar target-detector; (ii) a shower counter for longitudinal
containment of electron and photon showers; and (iii) a
muon spectrometer, which was used to measure the ener-

gy spectra of both majority and minority v& and v& by
measuring the angle and momentum of the muon pro-
duced in charged-current quasielastic interactions. The
spatial coordinate system used in this report is a right-
handed system with the positive z axis oriented in the
beam direction (see Fig. 1). The positive y axis is in the
upward vertical direction with the x,y origin centered in
the detector.

The target detector was comprised of 112 modules,
each of which contains a plane of 16 liquid-scintillator
cells (each 4 m&&25 cm&& 8 cm) and two crossed planes of
54 proportional drift tubes (PDT's) (each 4 mX7.6 cm
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FIG. 1. A schematic drawing of the BNL—Brown —KEK—Osaka —Pennsylvania —Stony Brook neutrino detector.

X3.8 cm) arranged for x and y track position measure-
ments. Each liquid-scintillator cell yielded charge (energy
loss) and nsec-timing information while each PDT cell
yielded charge and 1.5-mm-resolution position informa-
tion. The fine segmentation (1892 scintillator cells and
12096 PDT cells) and the pulse height and timing charac-
teristics of the elements provided determination of event
topology and discrimination of pions and protons through
energy-loss measurements. 80%%uo of the target-detector
mass was liquid scintillator. 79%%uo of the target protons
were bound in carbon and aluminum while the remaining
21% were free protons.

The shower counter, located directly downstream of the
main detector, consisted of 12 radiation lengths of lead
and liquid-scintillation counters used to contain and mea-
sure electromagnetic energy from neutrino interactions
occurring in the downstream part of the target detector.
The shower counter was unnecessary in the analysis of
neutrino-proton elastic scattering. The muon spectrome-
ter was located downstream from the shower counter. It
consisted of a wide aperture dipole magnet instrumented
with nine x-y PDT plane pairs to measure the momenta
of forward-going muons from v&-induced quasielastic in-
teractions. The detector was operated in a triggerless
mode recording all information within a 10-psec gate be-
ginning at the AGS proton beam extraction and continu-

ing several muon decay lifetimes after the passage of the
neutrino beam.

Hardware failures were monitored and flagged on an
event-by-event basis during the data taking and these
spills were removed from the data samples. Off-line stud-
ies were made of the performance of detector elements to
ensure run-by-run consistency of the data. Runs with ma-
jor detector faults were removed from the samples. The
percentage of events removed was less than 10%%uo, and no
biases were found in events removed from the samples.

B. The beam

The horn-focused wide-band neutrino beam' consisted
of protons of 28-GeV kinetic energy incident on a produc-
tion target producing pions and kaons which subsequently
decayed yielding primarily v& (positive horn focus) or v&

(negative horn focus) beams with mean energy 1.3 and 1.2
GeV, respectively. The v& and v& fluxes as a function of
neutrino energy are shown in Figs. 2 and 3. In addition to
the selected primary helicity neutrinos in a given beam a
small fraction of opposite helicity neutrinos are produced
by the decay of defocused mesons. This "wrong helicity"
contamination was measured using the muon spectrome-
ter by observing the fraction of quasielastic events occur-
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FIG. 2. The measured v„ flux. The error bars represent data
from the reaction v„n ~p p. The solid curve is a Monte Carlo
beam flux calculation. Details of the flux measurement and
Monte Carlo calculations are given in Ref. 19.

EVENT TIME (nsec)

FIG. 4. The event time distribution of the neutrino-proton
elastic-scattering sample relative to the start of the AGS beam
spill showing the internal AGS time structure. The distribution
for the antineutrino sample is similar.

ring with the wrong sign muon for the primary beam.
The fraction (0—5 GeV) of antineutrino contamination in
the neutrino beam was 0.024+0.005 while the neutrino
contamination in the antineutrino beam was 0.087+0.013.

Relative to the standard transverse (x,y) coordinate sys-
tem centered in the detector the beam axis coincided with

I I I I I I

)0)O-
C3
CL

the origin in the y direction and was offset by 0.5 m in the
positive x direction. This offset is reflected in the slight
asymmetry observed in the x vertex position distributions
for events in the data samples.

The neutrino beam preserves the internal AGS time
(bunch) structure providing neutrinos in 12 distinct
bunches of width 30 nsec spaced 224 nsec apart. Figure 4
shows a measurement of the time structure using actual
neutrino interactions in the detector. Knowing the time
of events relative to the ASS extraction and the given
structure of the beam, "out-of-time" (background) events
can be eliminated from the data.

III. SAMPLE EXTRACTION

io'—

10

0 I I I I I I10

NEUTRINO ENERGY (GeV)

FIG. 3. The measured v„ flux. The error bars represent data
from the reaction v~~p+n. The solid curve is a Monte Carlo
beam flux calculation. Details of the flux measurement and
Monte Carlo calculations are given in Ref. 19.

A. Topological selection

Data were acquired in separate exposures of 0.55& 10'
and 2.5& 10' protons on the AGS production target with
the positive (v„) and negative (v„) focused beams, respec-
tively. These exposures yielded 5.5 && 10 neutrino and
2.5 )& 10 antineutrino recorded event bursts which
comprised the data samples. The data were processed
through a preliminary analysis program to convert the
raw time and charge information for all struck elements
with data into absolute time and energy depositions. To
isolate scintillator element hits associated with individual
interactions within the event gate (recall that there was no
trigger) the preliminary analysis also localized groups of
scintillator elements hits by time, i.e., time clusters. The
typical window for a given time cluster was -25 nsec,
about the width of one AGS bunch (see Fig. 4). There-
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fore, if more than one interaction occurred per beam spill
(not uncommon for neutrino running) there was only a
one out of twelve chance of events 'overlapping in a given
time cluster. Aside from random noise in individual
detector elements, particles entering from outside the
detector, or occasional overlapping events, this procedure
clearly isolated scintillator element hits associated with in-
dividual neutrino interactions in the detector. Finally,
PDT hits were associated with given time clusters and
particle tracks were reconstructed from the PDT informa-
tion.

After the events were reconstructed using the prelimi-
nary analysis a second pass was made to extract the final
data sample. The first selection was based on the event
topology. Initial cuts required event candidates to be fully
contained single tracks with the interaction point inside
the fiducial volume 2.0 m &2.0 m X 86 modules. Since the
minimum length for reconstructed tracks in the detector
was three modules (three PDT plane pairs) observed pro-
tons were restricted to the region Q & 0.035 (CseV/c) . In
addition, to avoid confusion with other particle tracks, no
additional reconstructed track was allowed in the same
time cluster with a valid candidate track. This cut results
in a random inefficiency associated primarily with parti-
cles entering the detector from the outside and the correc-
tion is discussed below in Sec. IIIF. These requirements
excluded almost all charged-current interactions (most
muons exit the detector), as well as a large fraction of in-
elastic neutral-current interactions with an energetic pion,
or two or more charged particles in the final state (e.g. ,

v&+n~v„+p+w ). Figure 5 shows a typical example
of a candidate event selected by the above procedure.

B. Particle identification

The energy loss per segment along the tracks of candi-
date events was used to differentiate between protons and
pions (muons). The fine-grained nature of the detector
provided up to nine samples (three scintillator and six
PDT) along the shortest tracks in the sample. The
particle-identification (PID) procedure compared the ac-
tual deposited energy in the ith cell (E' „,) along candi-
date tracks with that predicted for either a pion hy-
pothesis or a proton hypothesis for the measured range.
The most probable energy loss ' (Ep„d ) was calculated for
each element struck along the particle track for each hy-

ln[L (~)]= g ln[PpDT(7T E Ep,ed)]

ln[L"'"(p)]= g ln[P„;„(p,E' „„E'„)], (3.1)

ln[L"'"(~)]= g ln[P„;„(7r,E' „„Ep„,d)] .

The functions P(p(vr), E' „„Ep„d) represent the proba-
bility densities for a particle of given hypothesis and most
likely energy deposition Ep„d, yielding a measured energy
E' „,in the ith element along a track. Measured shapes
of deposited energy distributions in the detector elements
were employed to determine the probability density func-
tions P. Scintillator saturation effects were also included.
To ensure valid energy-loss information criteria were es-
tablished for both PDT and scintillator cells to eliminate
elements containing visible particle interactions or infor-
mation which was confused by crossing tracks from other
time clusters. Cells failing these criteria were removed
from the likelihood sums.

Finally, confidence levels (Lc) were evaluated for each
hypothesis and both detector-element types using Monte
Carlo integration of the likelihood functions from zero to
the observed likelihood. The advantages of using these
confidence levels to define the particle types were (i) when
the probability densities are correctly calculated, the two
distributions of confidence levels for the correct hy-
pothesis are uniformly distributed between zero and one
while those for the incorrect hypothesis are small, and (ii)
the resulting distributions were insensitive to the number
of energy-loss samples used.

Figures 6 and 7 show the confidence level for the pion

- 3200 ~

-1600 m

pothesis, taking into account the detailed detector
geometry and composition. Separate likelihood functions
were defined for scintillator data and PDT data for each
of the two possible particle hypotheses:

ln[L (p)]= g ln[PpoT(p, E' „„Epzeg)],

2400 1200
EVENTS / BIN

0

0
0g X30

o
V)

C.L. P ION (SC I N )
FIG. 5. The side view of a typical elastic-scattering candi-

date. The large boxes represent scintillator cells and the smaller
boxes PDT cells hit. The best fit to the PDT drift positions
(shown inside the PDT cells) is drawn on the event.

FIG. 6. Scatter plot for events passing the topological cuts of
the confidence levels (C.L.'s) for a proton hypothesis vs a pion
hypothesis using scintillator energy deposits.
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FICx. 9. (a) The proton kinetic energy measured by time of
flight (TOF) in the test beam minus the reconstructed kinetic en-
ergy from the particle-identification procedure (PID). The
slight asymmetry arises from Landau fluctuations. (b) A scatter
plot of the measured proton kinetic energy (by time of Aight)
and the particle-identification reconstructed kinetic energy.

FICx. 7. Scatter plot for events passing the topological cuts of
the confidence levels (C.L.'s) for a proton hypothesis vs a pion
hypothesis using PDT energy deposits.

hypothesis plotted against the confidence level for the
proton hypothesis for scintillator elements and PDT ele-
ments for events in the topologically cut sample. A clear
separation between pion and proton events is evident in
both plots. To maximize the separation efficiency both
the PDT and scintillator information were used with the
following criteria for a proton event:

mined by scintillator and PDT data are shown in Fig. 8
along with the contour defined above. The distributions
and projections are seen to be uniform, an indication that
the probability distributions have been correctly modeled.
After particle identification the data samples were re-
duced to 3015 v~ candidates and 2748 v~ candidates.

Further evidence on the validity of the modeling was
,obtained from protons in a test beam incident on an ap-
paratus of identical construction to the main detector.

Lc (p) & 0.20 and Lc""(p)& 0.05,

Lc (p) &0.05 and Lc (p) &0 20

Lc (rr) &0.20 and L 'c(n. ) &0.20 .

(3.2) 4QP
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The confidence levels for proton candidates as deter-
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FIG. 8. Scatter plot for events passing the proton require-
ments and the topological cuts of the confidence levels (C.L.'s)

for a proton hypothesis using PDT energy deposits vs a proton
hypothesis using scintillator energy deposits to exhibit the uni-
formity of the distribution. The confidence-level boundary used
to define protons (see Sec. III B) is indicated on the figure.

FICy. 10. Deposited energy distribution in the vertex (interac-
tion) cell before energy cuts were applied for (a) the neutrino
data sample, (b) Monte Carlo v~ events, (c) Monte Carlo v„n
background events, and (d) Monte Carlo v~n. background
events. This variable corresponds to that used in the first energy
cut (1). These distributions have been scaled to a common total
number of events.
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The resulting confidence-level distributions for the proton
hypothesis were found to be uniform for both PDT's and
scintillator elements.

Since it was possible with the detector to observe the
decay chain ~+~@+~e+, a check on pion rejection was
made by looking for decay signatures at the end of tracks
identified as protons. After corrections for the decay
detection efficiency and spurious accidental decay signa-
tures, the data showed that less than l%%uo of identified pro-
tons were misidentified pions.

The proton kinetic energy ( T&) was derived from a
best-fit value provided by the particle-identification pro-
cedure and Q was then calculated according to Eq. (1.3).
The momentum of protons incident on the test beam
detector was known most precisely from time of flight,
this T~ was compared to the kinetic energy as derived
from the PID procedure. Figure 9 shows the agreement
between the two values of T~.

C. Final selection

3750—
2250—

750.-

600—

400

~ 200-
O

~ 3750—
Z 2250—

750.~
600 '-

400.

200—

DATA

pp 7T

V'p

4000—
2000 1
400 '-

DATA

A combination of cuts based on the energy deposited at
the proton track origin and surrounding regions was ap-
plied to eliminate events with additional charged particles
emanating from the event vertex with a range too short to
be tracked. These were (1) energy in the vertex (interac-
tion) cell &50 MeV; (2) energy in a 5X5 scintillator cell
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FICz. 12. Deposited energy distribution in a 5-m sphere sur-
rounding the interaction cell before energy cuts were applied for
(a) the neutrino data sample, (b) Monte Carlo v~ events, (c)
Monte Carlo v~m. background events, and (d) Monte Carlo v„n
background events. Energy depositions in cells associated with
candidate track are excluded. This variable corresponds to that
used in the third energy cut (3). These distributions have been
scaled to a common total number of events.
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FICr. 11. Deposited energy distribution in a 5&5 scintillator
cell region surrounding the interaction cell before energy cuts
were applied for (a) the neutrino data sample, (b) Monte Carlo
v~ events, (c) Monte Carlo v~~ background events, and (d)
Monte Carlo v~~ background events. Energy depositions in
cells associated with the candidate track are excluded. This
variable corresponds to that used in the second energy cut (2) ~

These distributions have been scaled to a common total number
of events.
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FIG. 13. The vertex x position relative to the center of the

detector for the neutrino-proton elastic-scattering sample after
all cuts. The histogram represents data events and the solid
curve represents the Monte Carlo signal plus background predic-
tion. The antineutrino-proton elastic-scattering distribution is
similar.
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Analysis stage

TABLE I. Elastic-candidate analysis chain.

Events remaining in the sample
Vp

Topological cuts: extra track, hardware
failures, fiducial volume

Events passing PID

Energy cuts (final sample prior to
background subtraction)

18 835

3 015

1 686

18 855

2 748

1 821

region surrounding the interaction point &30 MeV; (3)
energy in a 5-m-radius sphere surrounding the interaction
point & 60 MeV. The third cut was designed primarily to
remove neutral particles associated with the event (neu-
trons or gammas from n decays). In calculating cuts (2)
and (3) above, cells on the proton track were excluded.
These cuts were chosen to maximize the background re-
jection while minimizing the uncertainty in modeling nu-
clear effects and neutral-particle detection efficiency in
the Monte Carlo background calculations (see Sec. III D).
Figures 10—12 show the energy distribution for the neu-
trino data, Monte Carlo signal, and selected Monte Carlo
backgrounds for the three regions used for the cuts.
These distributions for the antineutrino sample are simi-
lar. The final results were insensitive to reasonable varia-
tions of all three energy cuts.

These energy cuts reduced the samples to 1686 v~ can-
didates and 1821 v~ candidates. Table I summarizes the
number of events passing each stage in the event selection
procedure. Figures 13—15 show the spatial distributions

100—

in x, y, and z of the interaction point for events in the fi-
nal neutrino sample. The spatial distributions for the an-
tineutrinos are similar. Figure 16 shows the angular dis-
tributions of events both before and after background sub-
traction (see Sec. III D). Finally, the interaction cell ener-

gy distributions are presented in Figs. 17 and 18.

D. Backgrounds

After all the analysis cuts some background events
remained in the data samples. Backgrounds involving a
muon or ~+ in the final state, which yielded observable
decay signatures, were removed empirically. A potential
background from neutrons entering from outside the
detector was eliminated by restricting the fiducial region
to approximately 19% of the total detector volume. The
remaining backgrounds were calculated by Monte Carlo
calculations (see the Appendix). These backgrounds arose
from (i) charged-current neutrino interactions, (ii)
neutrino-neutron elastic scattering where the final-state
neutron scatters (including charge exchange) producing a
visible proton in the detector, (iii) inelastic neutral-current
interactions with single and multiple pion final states, and
(iv) interactions of wrong-helicity neutrinos in the pri-
mary beam.
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FICx. 14. The vertex y position relative to the center of the
detector for the neutrino-proton elastic-scattering sample after
all cuts. The histogram represents data events and the solid
curve represents the Monte Carlo signal plus background predic-
tion. The antineutrino-proton elastic-scattering distribution is
similar.

FIG. 15. The vertex z position relative to the front of the
detector for the neutrino-proton elastic-scattering sample after
all cuts. The histogram represents data events and the solid
curve represents the Monte Carlo signal plus background predic-
tion. The antineutrino-proton elastic-scattering distribution is
similar.



794 L. A. AHRENS et al. 35

I I I I I

(0) I

V~P ~ P~P

ioo—
150—

~- l
IJ

I100—

0
(b)

~ 200 —+

LLJ

bJ

IJ I

I

L~
l

I

I

cU 100—
V) ~a

I—

LLJ

50O

'0 I I

10 20
I

30 50
I

I
I

o~ I I I I

0 0.2 0.4 0.6 0.8 1.0 1.2 14

8 (rad)

FIG. 16. Distributions in the angle 0~ of the proton candi-
dates (a) v~~v~, and (b) for v~~v~. The dashed lines

represent the data after PID and elimination of events with ex-
tra in-time energy depositions. The solid histograms are the ob-

served elastic scattering signals after the Monte Carlo calculated
background subtraction and the solid curves are the Monte Car-
lo calculated elastic-scattering distributions.
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FICi. 17. The distribution of the energy deposited in the ver-

tex (interaction) cell for the neutrino-proton elastic-scattering
sample after all cuts. The histogram represents data events, the
dashed curve the Monte Carlo background prediction, and the
solid curve the Monte Carlo signal plus background prediction.
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FIG. 18. The distribution of the energy deposited in the ver-

tex (interaction) cell for the antineutrino-proton elastic-
scattering sample after all cuts. The histogram represents data
events, the dashed curve the Monte Carlo background predic-
tion, and the solid curve the Monte Carlo signal plus back-
ground prediction.

Neutron interactions where the neutron enters from
outside the detector volume contribution to the back-
ground through processes such as np ~np. Figure 4
shows the time of neutrino-proton elastic-scattering candi-
dates relative to the beam gate. The bucket structure of
the beam is clearly visible with virtually no event candi-
dates occurring out of time with the beam. The distribu-
tion for the antineutrino sample is similar. This implies
that if there are neutron-induced events in the detector the
time coherence is maintained because the neutron source
is from neutrino interactions just upstream of the detector
rather than from neutrons produced by interactions of the
primary proton beam upstream of the production target.
To look for neutrons from nearby neutrino interactions
entering the detector, the candidate event vertex distribu-
tion was examined. The longitudinal (z) vertex distribu-
tion, shown in Fig. 19, clearly indicates an enhancement
near the front of the detector consistent with background
from interactions of entering neutrons. The fiducial
volume excluded the front of the detector in order to elim-
inate this background. The transverse vertex distributions
showed only minor indications of neutron contamination
and the transverse fiducial volume of 2 m&2 m used for
this experiment was chosen to render any background
from entering neutrons negligible, as evidenced by the
event vertex distributions predicted by Monte Carlo calcu-
lations in Figs. 13 and 14.

Charged-current events contributed to the background
if the muon in the final state stopped close to the event
vertex or otherwise escape direct detection. Detection of
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FIG. 19. The vertex z position of neutrino-proton elastic-
scattering events with the upstream longitudinal fiducial volume
relaxed to show the enhancement due to neutrons entering the
front of the detector. The distribution for the antineutrino sam-

ple is similar.

the electron or positron from the decay of muons which
stopped in the detector permitted the removal of
charged-current contamination of this type, and also any
neutral-current final state containing a stopping ~+. Neg-
ative pions preferentially capture in the detector and do
not exhibit visible decay signatures. The measured detec-
tion efficiency for muon decay in the detector was 0.65
and corrections were made for the measured rate of ac-
cidental decay signatures. The residual background com-
ponent not removed by the observation of decays (e.g.,
sideward-moving muons which escaped and did not satis-
fy the track-finding algorithm) was subtracted by Monte
Carlo calculation. The backgrounds from decays are
given in Table II.

The cross section for neutrinos interacting elastically
with neutrons is comparable to that with protons and has
similar dependence on sin 0~ and Mz. For these events
to mimic neutrino-proton elastic scatters the final-state
neutron must produce a proton of sufficient energy to be

accepted in the sample, thus reducing the number of such
events. Nevertheless, the contribution from neutrino-
neutron elastic scattering is a major component of the
background comprising 16% of the final v~ sample and
11% of the final v~ sample (see Table II). Since the visi-
bility of these events depends on neutron scattering in the
detector, checks were made to ensure that the Monte Car-
lo modeling of neutron scattering was correct. For exam-
ple, antineutrino-induced quasielastic events (v~~p, +n)
were examined for interactions of the final-state neutron.
These were compared in rate and character to the predic-
tions of the Monte Carlo calculation and found to be in
agreement. The treatment of systematic errors (see Sec.
V) includes uncertainties associated with the modeling of
neutron scattering.

Background events also came from single- (and
multiple-) pion final-state neutral-current interactions in
which the charged pions stopped without producing a
visible track in the detector, or without sufficient visible
energy to reject the event, and the neutral pions complete-
ly escaped detection. Included in these backgrounds are
channels with a final-state neutron producing a proton in
the same manner as in neutrino-neutron elastic scattering.
Single-pion-inelastic processes were generated in the
Monte Carlo calculation using the prescription of Rein
and Seghal. The total contributions of single-pion back-
ground channels to the final sample were 17% and 16%
for the neutrino and antineutrino samples, respectively.
Multiple-pion inelastic processes were modeled by Monte
Carlo simulation using a combination of resonant and
nonresonant production mechanisms with an overall scale
set by measurements made in the seven-foot bubble
chamber at BNL (Ref. 23). Multipion backgrounds
comprised approximately 2.3% of the neutrino and an-
tineutrino final samples.

Finally corrections were made for the wrong helicity
contamination of each neutrino beam. The measured con-
tamination of v& in the vz beam (2.4 0.5%) coupled with
the smaller cross section for v interactions compared to vz
interactions led to a negligible background contribution in
the neutrino sample. However the larger contamination
of v„ in the v& beam (8.7+1.3%) coupled with the larger

TABLE II. Evolution of the final elastic analysis data samples. (Numerical entries are the number of events observed or calculat-
ed. )

Neutrino Antineutrino

Elastic sample after PID and
energy cuts

Decay subtraction

Monte Carlo subtraction

Wrong-helicity beam contamination'

Final elastic sample

pN, vNvs+

vN~
vNnv
vn

1686

146

283
38

268

Negligible

951

1821

160

297
41

196

351

776

'There is a measured (8.7+1.3)% contamination of v„ in the v„beam, and a (2.4+0.05)% contamination of v„ in the v„beam. These
lead, for example, to v„-induced events from vp ~vp, vn ~vn, and vN ~vN~ during data taking in the dominantly v„beam. Corre-
sponding contamination occurs in the quasielastic channels.
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TABLE III. The fraction of observed events in each channel. These were calculated with sin 0~ ——0.220, M& ——1.032 GeV/c, and
rI=O. The fraction for events in the entire Q range is listed.

v„ channel

v~ ~v~(signal)
vpn ~vpn
v+ ~v+7T
v„n ~v~~
v~ ~v&n w+

v~71 ~nfl 7T
0

v„n ~p p
v~~v~(v„ in v„beam)

Other v„ induced
Multipion

Fraction

0.604
0.138
0.038
0.041
0.015
0.007
0.104
0.004

0.003
0.045

V+
Vp71

V+
v„n
V+
v„n

v„ channel

~v~(signal)
vt. n

~V+77
—+V+77

v nor+P
~v nor+P

v~ ~v~(v„ in v„beam)
v„n ~v„n (v„ in v„beam)
Other v„ induced
Multipion

Fraction

0.482
0.089
0.039
0.039
0.016
0.012

0.125
0.029
0.056
0.113

E. Background-subtraction tests

In order to check the consistency of our background
calculation, an alternate analysis with redefined and
tighter energy cuts was performed. This analysis there-
fore has a higher background rejection than the standard
analysis.
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neutrino cross sections, resulted in a 19% background
from all v& interactions. The primary effect of this con-
tamination is to lessen the sensitivity of sin 0~ to any
simultaneous fit to the v~ and v~ cross sections.

The energy around the vertex was redefined to include
the nine calorimeter cells surrounding the vertex cell in-
cluding the cells on the proton track. The isolated energy
was defined to include a11 cells within a 5-m radius of the
vertex that were not on the track or in the nine-cell region.
These cuts prove to be more sensitive to a particular class
of background reactions.

Cxiven this definition, the following cuts were applied:
(i) energy in 9-cell region & 110 MeV, (ii) energy in the 5-
m sphere &20 MeV. These two replace cuts (2) and (3) in
Sec. IIIC. The remainder of the selection requirements
were identical. The largest difference between the two
analyses is the redefined energy cut in the 5-m sphere.
The distribution of this quantity is shown in Fig. 20.

Table III shows the background subtractions resulting
from the use of the tighter cuts. The single-pion reactions
have been reduced by a factor of about 2. The neutral-
current van contamination has also been reduced.

The second analysis reduced the number of elastic pro-
ton events by about 5%. Almost all of these lost events
had undergone a hard hadronic interaction. After all
corrections, the results of this alternate analysis were
within the statistical errors of the primary result. Since
this method decouples energy close to and away from the
vertex, the cuts in this analysis depend differently on the
backgrounds than the cuts in the primary analysis. The
close agreement of the two methods therefore gives confi-
dence that the Monte Carlo calculation is reproducing the
contributing backgrounds correctly.

F. Acceptances and efficiencies

0 10 20 30 0 i0 20 30 ~0

ENERGY (MeVj

FIG. 20. Distribution of the redefined energy within a 5-m
sphere (see Sec. III E) surrounding the interaction cell before en-
ergy cuts were applied for (a) Monte Carlo v~ events, (b) Monte
Carlo v„n background events, (c) Monte Carlo v~ ~ back-
ground events, and (d) the neutrino data sample. These distribu-
tions have been scaled to a common total number of events.

To calculate the absolute v~ and v~ differential cross
sections the observed distributions had to be corrected for
various acceptance and efficiency losses. These factors
were calculated using the Monte Carlo method described
in the Appendix. Shown in Table IV are acceptance and
efficiency factors for the v~ and v~ samples averaged
over the energy interval 0.2& E &5.0 GeV and the Q~
range 0.0 & Q2 & Q,„.The errors listed are systematic.
A variety of methods have been used to check these effi-
ciencies.

The geometrical acceptance (first entry) in Table IV
represents the percentage of v~ and v~ events with a
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TABLE IV. Elastic analysis acceptances and efficiencies.

Neutrino Antineutrino

Geometric acceptance
Extra-track-cut efficiency
Track-finding efficiency
Insufficient information
Confidence-level requirement on PID
Combined extra energy cuts

0.207
0.81+0.02
0.86+0.03
0.95+0.02
0.75+0.03
0.73+0.01

0.115
0.90+0.01
0.91+0.03
0.95+0.02
0.77+0.03
0.78+0.01

proton track at least 3 modules in length and fully con-
tained within the detector. The difference between neutri-
no and antineutrino acceptances reflects the marked
difference in Q slope of the v~ and v~ differential cross
sections.

The extra track cut efficiency represents events re-
moved from the sample by requiring only one track in a
time cluster. These rejected events coincide in time with
an unrelated interaction or a side entering muon. This
fact has been estimated by the Monte Carlo calculation
and by two other independent methods. Events which
were selected as isolated proton tracks were scanned by
eye to measure the fraction of events in which the time
cluster contained an extra track. The average number of
time clusters containing a track per ASS burst was also
measured and the probability of two tracks in a single
time cluster was calculated. These two methods gave
similar extra track efficiency estimates. The difference
between the neutrino and antineutrino values arose from
the difference in beam intensity for the two data sets.

The track-finding efficiencies were found from eye
scans of raw events entering the track-finding procedure,
which resulted in tracking efficiencies -4%%uo lower than
those calculated by the Monte Carlo method. The eye-
scan efficiencies were used. The Q and 8~ dependences
of the tracking efficiency were also studied and found to
be flat within statistics.

The efficiencies for the PID cuts were the results of a
loss of events with insufficient information to permit par-
ticle identification (fourth entry) and a loss of events that
fail the particle-identification criteria (fifth entry). The
first category contains events in which the track was of
minimal length and some energy information was missing
making unambiguous particle identification impossible.
Events in which the last scintillator on the track has in-
valid energy information were also excluded. These effi-
ciencies were calculated from the known element efficien-
cies and also by scanning by eye the candidate events at
the track level. There was good agreement between the
different methods.

The efficiencies for events with sufficient PID informa-
tion given in Table IV are lower than the PID geometric
efficiency that would be calculated from Fig. 8. This ex-
tra loss is due to nuclear scattering of protons before they
range out. These tracks do not fit a proton hypothesis
and are rejected by the PID cuts. The PID efficiency was
checked with test beam data as shown in Fig. 21, where
the efficiency from the Monte Carlo calculation is plotted
as a function of Tz. Also plotted is the test beam mea-
surement of this efficiency. There is good agreement.

The energy cut efficiency (sixth entry) of Table IV
represents the percentage of v~ and v~ events removed
from the sample by the various energy cuts. The events
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FIG. 21. The particle-identification efficiency as a function
of proton kinetic energy as calculated by the Monte Carlo
method. Also shown is the PID efficiency as measured for pro-
tons in the test beam apparatus.
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FIG. 22. The acceptance averaged over the beam spectra for
neutrino- (antineutrino-) proton elastic scattering as a function
of the proton angle 0~.
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Analysis stage

TABLE V. Quasielastic event analysis chain.

Events remaining in the sample

Single-track topology, hardware
failures, fiducial volume

Length cut (20 modules minimum)

O„cut (20 maximum)

Tube cut (final sample prior to
background subtraction)

47053

27 286

22 335

20 102

48 662

38203

34 811

32 936

After the event topology and angular limit were defined
a small fraction of events in which a single track was
reconstructed but which were clear showers or overlap-
ping multiple-track events remained in the sample. These
events were eliminated by examining the scintillator mul-
tiplicity and energy distributions away from the event ver-
tex inside a spatial cylinder (tube cut} surrounding the
reconstructed track. The average number of scintillators
hit per module along the track was required to be small
(typically one per module for a muon) and the average en-

ergy per module was required to be consistent with a
muon, which led to the rejection of the unwanted topolo-
gies with minimal loss of signal events as shown in Table
VII.

The spatial distributions in x, y, and z of the vertex of
the 20102 v&n~p p candidate events in the neutrino
sample after all cuts are shown in Figs. 25—27. The dis-
tributions for the 32936 v~~p, +n candidate events in

the antineutrino sample are similar. These distributions
differ from those of the elastic-scattering candidates be-
cause the two reactions have different energy-dependent
acceptances, and the spatial distribution of beam neutri-
nos at the detector depends on neutrino energy. This ef-
fect was predicted by the beam Monte Carlo method and
confirmed by experiment. ' Visual scans of the candidate
events confirmed the existence of clean samples of events
containing a single muon candidate. Table V summarizes
the number of event candidates at various stages of the
sample selection.

C. Backgrounds

The primary backgrounds to quasielastic scattering
were single-pion inelastic charged-current interactions.
Topological selection removed background channels ex-
hibiting two (or more} visible charged tracks. The
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FIG. 25. The vertex x position relative to the center of the
detector for the neutrino quasielastic-scattering sample after all
cuts. The histogram represents data events and the solid curve
represents the Monte Carlo signal plus background prediction.
The antineutrino quasielastic-scattering distribution is similar.

FICx. 26. The vertex y position relative to the center of the
detector for the neutrino quasielastic-scattering sample after all
cuts. The histogram represents data events and the solid curve
represents the Monte Carlo signal plus background prediction.
The antineutrino quasielastic-scattering distribution is similar.
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FIG. 27. The vertex z position relative to the front of the
detector for the neutrino quasielastic-scattering sample after all
cuts. The histogram represents data events and the solid curve
represents the Monte Carlo signal plus background prediction.
The antineutrino quasielastic-scattering distribution is similar.

FICx. 28. The distribution of the muon angle 19„ for the neu-
trino quasielastic sample after all cuts. The histogram
represents data events, the dashed curve the Monte Carlo back-
ground prediction, and the solid curve the Monte Carlo signal
plus background prediction.

remaining single-point and multipion backgrounds were
calculated by the Monte Carlo method (see the Appendix).
Table VI lists the relevant pion backgrounds which were
subtracted from the candidate events samples.

The fraction of events in the two samples due to
wrong-helicity neutrinos was calculated from the mea-
sured contaminations in the primary beams, taking into
account all final states (quasielastics, single pion, etc.).
The number of events subtracted are given in Table VI.
The final background fractions from all contributions
were 42% for the neutrino sample and 38% for the an-
tineutrino sample.

A check of the charged-pion background calculation
was made by observing pion decays near the event vertex
in the neutrino sample. A statistical subtraction of events
with decays (with appropriate accidental correction) was
performed on both the data and Monte Carlo samples.
The result agreed with the standard analysis in the total
number of predicted quasielastic events to better than 3%.

The single charged-pion backgrounds in the antineutrino
sample contained a ~, which was absorbed before it
could decay, and consequently the decay signature was
not used in the final data analysis to avoid an asymmetry
in the treatment between the neutrino and antineutrino
single-pion backgrounds.

D. Acceptances and efficiencies

The acceptance and efficiencies for the quasielastic
samples are summarized in Table VII. They were deter-
mined by eye scan or by Monte Carlo calculation, and
were averaged over the neutrino flux incident on the
detector. The errors on these quantities are systematic.

The tracking efficiency was determined by eye scans of
raw events entering the track-finding procedure and
represents the ability of the event-reconstruction program
to find muon tracks in the angular range of interest. The

TABLE VI. Evolution of the final quasielastic analysis data samples. (Numerical entries are the number of events observed or cal-
culated. )

Quasielastic sample after angle and
energy cuts

Monte Carlo subtraction

Wrong-helicity beam contamination'

Final quasielastic sample

'See footnote in Table II.

Neutrino

20 102

6945
776

704

11 677

Antineutrino

32 936

7 888
879

3 623

20 546
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TABLE VII. Qnasielastic analysis acceptances and efficien-
cies.

i500

Neutrino Antineutrino

Geometric acceptance
Tracking efficiency
Tube-cut efficiency

0.263
0.85 +0.02
0.974+0.010

0.455
0.86 +0.01
0.986+0.010

inefficiency was due to several effects including PDT
inefficiency, multiple scattering, and noise from, e.g. ,
crossing tracks.

The tube cut efficiency is dominated by noise effects. It
was measured by overlapping random data on Monte Car-
lo quasielastic events.
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Figures 28 and 29 show the muon angle distributions
for the v„and v& normalization data samples compared
with the predicted muon angle distribution. Figures 30
and 31 show the energy deposited in the vertex cell in the
normalization data samples compared with the Monte
Carlo data and the excellent agreement is an indication of
the correct modeling of the behavior bf the secondary par-
ticles associated with the final states.

The fully corrected numbers of quasielastic events were
calculated from the final background-subtracted samples
given in Table VI with the efficiencies and acceptances
given in Table VII. The results are 5.29 & 10 and
5.12& 10 quasielastic events in the final neutrino and an-
tineutrino samples, respectively.

ENERGY DEPOSlTED IN THE
VERTEX CELL (MeV)

FIG. 30. The distribution of the energy deposited in the ver-
tex (interaction) cell for the neutrino quasielastic sample after all
cuts. The histogram represents data events, the dashed curve
the Monte Carlo background prediction, and the solid curve the
Monte Carlo signal plus background prediction.

Independent confirmation of the number of v„-induced
quasielastic events was obtained from quasielastic events
in which both the muon and the proton tracks were visible
in the detector. These fully reconstructed events yielded a
total number of quasielastic neutrino events within 3% of
that obtained from the single-prong topology data.
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ENERGY DEPOSlTED IN THE
VERTEX CELL (MeV)

FIG. 29. The distribution of the muon angle 0„ for the an-
tineutrino quasielastic sample after all cuts. The histogram
represents data events, the dashed curve the Monte Carlo back-
ground prediction, and the solid curve the Monte Carlo signal
plus background prediction.

FIG. 31. The distribution of the energy deposited in the ver-
tex (interaction) cell for the antineutrino quasielastic sample
after all cuts. The histogram represents data events, the dashed
curve the Monte Carlo background prediction, and the solid
curve the Monte Carlo signal plus background prediction.
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TABLE VIII. Q -independent systematic errors.

vp efficiencies
Extra track cut
Track finding
Insufficient information
PID
Energy cuts
Totals

Quasielastic
Track finding
Tube cut
Angle cut
Totals

2.5%
3.5%
2.1%
4%
1.4%%uo

6.4%

2%%uo

1%
2%
2.9%%uo

1.1%
3.3%
2.2%
4%
1.3%
5.8%

2%
1%

2%%uo

3.0%

0%
O%%uo

l%%uo

4%
0%
4.1%

1%
O%%uo

1%
1.4%%uo

Miscellaneous factors
Energy scale
Resolution

Empirical background
vr-p decay
Noise

Monte Carlo
Nuclear effects
~ cross sections
~ scattering
Isospin mix
Pauli exclusion
Fermi momentum
Beam spectra shape
Wrong helicity
Beam contamination
Totals

Final total

O%%uo

1%
2%

4%
3%%uo

2%
1%
2%
O%%uo

6%%uo

O%%uo

8.7%

11.2%

1%
0%

0.5%%uo

2%

4%
3%
2%
1%

2%%uo

l%%uo

3%%uo

4%%uo

8. 1 %

10.4%

1%
0%

0.5%
0%

4%
3%
2%
l%%uo

2%%uo

O%%uo

2%

0%
6.3%

7.6%%uo

V. SYSTEMATIC ERRORS

Errors on the v~~v~ and v~~v~ cross sections
were dominated by systematic uncertainties. These divide
into Q -independent systematic errors (uncertainties af-
fecting only the normalization scales) and Q -dependent
systematic errors. They are discussed separately below.
The correction for Q resolution smearing is also
described.

A. Q independent systematics

Q independent errors arise from uncertainties in
corrections and subtractions applied to the signal and nor-
malization samples. Many of the corrections to the event
samples arise in a similar manner in the neutrino and an-
tineutrino data sets, so their uncertainties are expected to
be correlated. When a systematic error was assigned to
the v~ and v~ samples a correlation between the two was
also estimated.

Shown in Table VIII is a list of the Q -independent sys-
tematic errors for the v~ and v~ analysis. Uncertainties
in v~ and v~ selection efficiencies contributed 6.4% and
5.8% to the overall systematic errors, respectively.

Track-finding and extra track cut efficiency systematics
reflect the uncertainties (noise variation, efficiency varia-
tion, etc.) associated with eye scans of several hundred
events each. Particle-identification systematics come
from two sources. If a track contained invalid energy in-
formation in the last scintillator cell it was rejected. The
systematic error in this factor reflects uncertainty in scin-
tillator efficiencies. Additionally, a systematic error was
assigned to the confidence level cuts. This error was es-
timated using test beam data as well as empirically deter-
mining the PID sensitivity to energy scale. Lastly, uncer-
tainty in detector noise hits accounts for uncertainties in
the energy cut efficiencies.

Uncertainties in the van ~@ p and v~~p+n normal-
ization selection efficiencies contributed 2.9%%uo and 3.0%
to the overall systematic errors, respectively. The track-
finding systematic error once again reflects uncertainties
in eye scans of several hundred events each. Lastly, the
tube cut error represents uncertainty in noise hits within
the detector.

The last contribution to the Q -independent systematic
error consisted of 8.7% (v) and 8.1% (v) from uncertain-
ties in all of the miscellaneous factors listed in Table VIII.
The systematic error associated with each of these factors



35 MEASUREMENT OF NEUTRINO-PROTON AND ANTINEUTRINO-. . . 803

was studied by modifying scattering models, cross sec-
tions, and Fermi momentum and Pauli exclusion correc-
tions individually in the Monte Carlo and observing the
effect on the normalization. In the interest of brevity,
only the three largest effects are discussed here: nuclear
interactions, single-pion backgrounds, and uncertainty of
the neutrino beam energy spectrum.

To estimate systematic errors arising from nuclear
scattering, charge exchange, and absorption within a car-
bon nucleus the nucleon cross sections in the Monte Carlo
calculation were varied within their known errors
( —+10%) (Ref. 27). Binding energy degradation of the
primary proton leaving the nucleus could also effect the
overall normalization and was varied within reasonable
bounds. Secondary particles from neutron or proton
scattering within the carbon nucleus could deposit enough
energy to cause rejection of a proton event. Events of the
type v~ ~p p from the BNL seven-foot bubble chamber
filled with neon were compared with the Monte Carlo
model, and a systematic error was assigned by comparing
bubble chamber and Monte Carlo secondary particle ener-

gy distributions. Nuclear effects led to the systematic er-
ror of 4% in Table VIII, and were Q independent within
the Monte Carlo nuclear model. This systematic error is
taken as fully correlated between neutrino and antineutri-
no data.

To estimate the normalization error due to uncertainties
in single-pion cross sections (3% in Table VIII), these
cross sections were varied in the Monte Carlo model. The
variations were made simultaneously on backgrounds in
both the signal and normalization samples. Single-pion
production cross sections have been measured with limit-
ed statistics and consequently the individual cross sec-
tions were varied by +25%%uo. The I = —, nonresonant pro-
duction fraction was varied from zero to the value in the
cross-section parametrization. Pion absorption inside
and outside the nucleus (a 2% contribution to Table III)
was varied by +30%%uo. Correlations were calculated by ob-
serving simultaneous variation in v~ and v~ results.

The neutrino energy spectra led to uncertainties of 6%
and 3% in Table VIII. This sensitivity is attributed to the
fact that the quasielastic normalization samples are pro-
duced by relatively-high-energy neutrinos [E (peak)-2
GeV] while the elastic signal samples came from low-
energy neutrinos [E (peak)-0. 8 GeV], which made the

analysis sensitive to the relative neutrino flux in the two
energy regions. The uncertainties in the P (E ) and
g(E, ) measurements of Figs. 2 and 3 are due mostly to
statistics with systematic contributions from background
subtraction, Pauli exclusion, and Mz uncertainties. Prop-
agating these uncertainties results in the systematic error
given in Table VIII.

Adding in quadrature the errors of Table VIII yields a
total systematic error of 11.2% for neutrinos and 10.4/o
for antineutrinos. The positive correlation coefficient be-
tween these systematic errors is

p=o. /o.~ = =0.50 .(0.076)
(0.112)(0.104)

B. Q -dependent systematics

A search was made for systematic shifts in the slope of
the Q distribution of events due to uncertainties in (1)
proton kinetic-energy scale, (2) Fermi momentum, (3)
Pauli exclusion, (4) energy resolution, (5) scattering within
the target nucleus, (6) beam flux, (7) nuclear scattering
outside the target nucleus, (8) particle identification, (9)
vertex energy, (10) backgrounds, and (11) scintillator and
PDT efficiencies. Only three effects influence the shape
of the final Q distribution appreciably: (1) scintillator
and PDT efficiencies, (2) beam energy distributions, and
(3) nuclear scattering outside the nucleus. These have
been studied in detail by varying them in the Monte Carlo
model. Table IX summarizes the Q -dependent systemat-
ic errors arising from these effects. Uncertainties in cell
efficiencies arose from variations over time as well as un-
certainty in the correlation between energy deposit and
cell efficiency. These effects led to the largest Q-
dependent systematic error as is shown in Table IX.
Beam spectra uncertainties (see Ref. 19) also yielded a
small Q shape variation. Uncertainty in nuclear scatter-
ing cross sections of +10% yielded small systematic er-
rors except at the highest Q . These three effects are ex-
pected to be uncorrelated so that the final Q -dependent
errors were calculated taking a quadrature sum.

The best check on the Q -dependent systematics errors
was obtained by analyzing v&n ~p p events in which
both the proton and the muon were tracked. The selec-
tion criteria for this sample were identical to the

TABLE IX. Q -dependent uncertainties.

Cause

0.45
0.55
0.65
0.75
0.85
0.95
1.05

Scintillator and PDT
inefficiency

15%
8%
3%

Nuclear
scattering

2%
3%
4%
6%

4%
2%

Beam
spectra

10%
3%

15%
8%
3%
2%
3%
4%
6%

Total

18%
8%
3%
2%
3%
4%
6%
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v~~v~ selection criteria with the addition of requiring
(1) a two-prong event with a p leaving the detector, and
(2) an opening angle of O„z & 0.20 rad between the proton
and muon. After subtraction for decays near the event
vertex, the remaining backgrounds were -9%. Shown in
Fig. 32 is the Q distribution measured for this sample.
Overlaid on this distribution is the result expected from
the theoretical cross section with Mz ——1.032 GeV/c .
The agreement between the data and theoretical prediction
is good. Except for possible errors due to the additional
criteria (1) and (2) above, the systematic errors in the vp
and v„n~p p samples are nearly identical. Hence Fig.
32 places a strong constraint on the Q shape uncertainty.

C. Q resolution

100:L
C3

C3

(U
C3

0
0.0

BEFORE FERMI MOMENTUM

l

0.4 0.8

Q (GeV/c)

CC

CQ~ V)

10
Q~~ UJ

O C

D

M& = &,052 GeV/ c

n p. pt"

I I l I l l

0.0 0.2 0.4 0.6 0.8 1.0 1.2

Q (GeV/c)

FICx. 32. The flux-averaged differential cross section for
quasielastic events as measured using two-prong data (see Sec.
VB). The error bars represent data events with statistical and

Q -dependent systematic errors. The smooth curve represents
the theoretical flux-averaged cross section with M~ ——1.032
CxeV/c . Since no independent means of measuring the neutri-
no flux exists, the normalization scale on the data is arbitrary.
The relative scale has been set by fixing the data normalization
to the theoretical cross section.

The two kinematic variables Oz and Q tneasured in the

v~ and v~ analyses were smeared by: (1) energy resolu-
tion, (2) angular resolution, (3) nuclear scattering inside
and outside the nucleus, (4) Fermi momentum, and (5) nu-
clear binding energy. Since the final cross sections were
integrated over Oz the analyses were insensitive to resolu-
tion effects in this variable. The Q resolution smearing
is approximately 0.1(GeV/c), due mainly to Fermi
momentum in the target nuclei. To study the sensitivity
of the final differential cross sections to resolution effects,
three independent methods have been used.

The shapes of the final differential cross sections were
shown to be insensitive to the resolution effects in the
Monte Carlo calculation shown in Fig. 33 is a plot of
dc7/dQ calculated for v~ elastic scattering before and
after including Fermi momentum in a simple Monte Car-
lo. The overall scale for the smeared plot was shifted by
3%. It is seen that the slope remained unchanged.

Additionally the final differential cross sections were

FIG. 33. The neutrino-proton elastic-scattering differential
cross section with and without Fermi-momentum smearing. A
3%%uo scale shift in the smeared distribution has been made to il-
lustrate the consistency of the distribution shapes.
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FIG. 34. The acceptance-corrected Q distribution before
and after resolution deconvolution. The error bars correspond
to the statistical errors on the Q' distribution before resolution
deconvolution. The neutrino and antineutrino results have been
independently scaled and presented in arbitrary units.

checked by unfolding the Q resolution smearing in the
Monte Carlo calculation by binned-matrix techniques.
The deconvoluted answer agreed with a simple bin-by-bin
acceptance correction well within statistics as is shown in
Fig. 34. The data point at Q =0.35 (GeV/c) has been
included in this plot to illustrate the large statistical errors
associated with this region of Q . This point was not
used in the analysis due to the statistical error, as well as
the large systematic error associated with this point aris-
ing from uncertainties in the detector element efficiencies
(see Sec. VB) and from uncertainties associated with the
boundary conditions imposed for the deconvolution. The
bin-by-bin acceptance correction was chosen to calculate
the final differential cross sections.

The final sin Og values were extracted by dire"tly fit-
ting the final cross sections as described in Sec. VIB, and
also by fitting the v~ (v~) data and Monte
Carlo —calculated Q distributions to each other before
acceptance corrections. This latter procedure bypasses the
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resolution-unfolding problem by fitting resolution
smeared quantities in data and Monte Carlo distributions.
The results from the two procedures were nearly identical.

VI. RESULTS AND CONCLUSIONS

A. Differential cross sections
-39

10
p p~p p

The data in Tables II and IV yield the absolute dif-
ferential cross sections da(v~)/dg and da(v~)/dg
shown in Fig. 35 and Table X. The error bars in the fig-
ure and table represent statistical errors plus systematic
errors of 18% and 8% on the points at g =0.45 and 0.55
(GeV/c), respectively. Additionally, there are scale un-
certainties in the da(v~)/dg and da(v~)/dg mea-
surements of 11.2% and 10.4% for the v& and v& results,
respectively.

From the differential cross sections in Fig. 35 and the
known quasielastic differential cross sections one finds the
ratios in the Q interval 0.5 & Q & 1.0 (GeV/c):

a(v~ ~v~)
R =0.153+0.007(stat)

o(van ~p p)

+0.017(syst),

o(v~ ~v~)
R-„= =0.218+0.012(stat )a(v~~p+n)

+0.023(syst),

where the 11% systematic uncertainty in R and R fol-
lows from the absolute scale uncertainty of Fig. 35 and
Table X.

R and R„have been calculated over the limited inter-
val 0.5 & Q & 1.0 (GeV/c) to reduce the overall errors in
R„and R and the quantities derived from them. Some
of the uncertainties in the experimental and theoretical
quantities in Table VIII correlate when treating v& and v&
simultaneously, which results in a smaller systematic un-
certainty in quantities extracted from the combined v„
and v& data.

B. Fitting procedure

To extract the best value of sin 0~ and to study the
axial-vector form factor, fits to the elastic-scattering dif-
ferential cross sections were performed. The theoretical
flux-averaged cross section in the ith Q bin

-40
~~ 10
CU

(Q &Q &Q+1 ) ts

h
5 Gev Qs+1

0. 2 Gev g.2 dg2

XP (E )dQ dE„, (6.1)

where da„z(E, Q )/dQ is given in Sec. IB and P„(E„)is
the neutrino energy spectrum. The energy interval was
chosen to eliminate regions of negligible experimental ac-
ceptance. Modification of this interval caused no change
in the final results.

The experimental flux-averaged cross section in the ith
Q bin is

I I I I I I

0.0 0.2 0.4 0.6 0.8 3 .0 1.2 1.4

Q [(Gev/c) ]
FIG. 35. The data points are the measured flux-averaged dif-

ferential cross sections for v~ ~v~ and v~ ~v~ from this ex-
periment. The solid curves are best fits to the combined data
with the values M& ——1.06 CxeV/c and sin 0~ ——0.220. This fit-
ting procedure imposes adjustment of the solid curves by scale
factors of 1.05 for v~ and 1.09 for v~ consistent with the abso-
lute scale uncertainty of approximately 11% in each of the indi-
vidual cross sections which was included in the fitting pro-
cedure. The error bars represent statistical error and also in-
clude g'-dependent systematic errors (see Table IX).

TABLE X. Differential cross section. (The errors are statistical only. The cross sections are in
cm /QeV . )

0.45
0.55
0.65
0.75
0.85
0.95
1.05

do "~/dQ

(0.165+0.011)&( 10
(0.109+0.008) X 10
(0.803+0.076) & 10
(0.657+0.064) )& 10
(0.447+0.073) )& 10
(0.294+0.064) X 10
(0.205+0.057) )& 10

da"~/dg

(0.756+0.048) & 10
(0.426+0.026) Q 10
(0.283+0.021 ) &( 10
(0.184+0.019)&( 10
(0.129+0.018)~ 10
(0.108+0.018) )& 10
(0.101+0.024) )& 10
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VP
meas

~Q

t7' s(vp)A 's(vp)

A;"s(vp) o.,"s(vp)A;"s(vp)+ g sj"s" (vp)A;. s" (vp)
J

o" (QE)+ gc7k"" (QE)Ak"" (QE), (6.2)
k

y2 ~ (
th mess)E —1( th mess)

V J J
lJ

(6.3)

where E,J is the full correlated error matrix including sta-
tistical errors as well as Q -dependent and correlated Q—
independent errors. In performing the fit, sin 0~ and the
axial-vector form factor dependences have been taken into
account in the acceptance, background subtraction, and
normalization factors in Eq. (6.2). These factors slightly
lower the fit sensitivity.

0.26-

~& 022
CU

0. 1 8

/. C.L

0.14

where N;"~ is the number of vp events in the ith Q bin
before Monte Carlo background subtraction. Similarly
NQ is the number of quasielastic events before Monte
Carlo background subtraction. The first expression in
large parentheses represents the signal acceptance and
background subtraction which have been calculated by the
Monte Carlo method. Here o;~s" (vp) and A;k

s" (vp)
represent the cross sections and acceptance for all vp
backgrounds in the ith Q bin. The last expression in
large parentheses contains acceptance and background
factors for the observed quasielastic events. The flux-
averaged cross sections and acceptances for the quasielas-
tic and elastic samples are defined identically.

The fits were carried out using the computer program
MINUIT (Ref. 31). The X minimized was

C. Results

To extract values of the axial-vector mass Mz and
sin 0~, corrections to the axial-vector form factor were
taken to be zero initially [rI=O in Eq. (1.13)]. The cross
sections dt's(v~)/dg and do(vy)/dg were fit over the
interval 0.4& Q & 1.1 (GeV/c) . In Fig. 36 are plotted
the 67% and 90%-confidence-level boundaries on sin 0&
and M~ for (a) individual fits to der(v~)/dg and
do(v~)/dg, and (b) for a simultaneous fit to both. It is
seen that the differential cross section for v~ is sensitive
to both Mz and sin |9~ while the differential cross section
for v~ is sensitive primarily to Mz.

The simultaneous fit to both d c7( v~) /dg and
do ( v~) /dg yields

sin 0~=0.218 p p47,
2 +0.039

M& ——1.06+0.05 GeV/c
(6.4)

where the errors represent a 67% rectangular confidence
area. The g for this fit is 15.8/14 DF. These best-fit
curves are also displayed on the differential cross section
plots of Fig. 35. This value of Mz is in good agreement
with the present world-average value: Mz ——1.032+0.036
GeV/c .

To search for additional terms in the axial-vector
current G„(g ) is parametrized as in Eq. (1.13). Fixing
sin 0~ at 0.22 and constraining M~ to the world-average
value, a simultaneous fit to do (v~)/dg and
der(v~)/dg was performed. The result is

g =0. 12+0.07 or equivalently 0.00 & g & 0.25 at 90%
C.L. This result for g is independent of the numerical
value assumed for sin 0~.

The possibility of a positive g term clouds the axial-
vector mass measurement derived from the neutral-
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FIG. 36. Final-fit confidence-level contours in sin 0~, M&
space for (a) do/dg fit individually for the neutrino and an-
tineutrino elastic-scattering samples. Note the relative insensi-
tivity to sin 0~ for the antineutrinos. (b) A simultaneous fit to
both neutrino and antineutrino differential cross sections.

I, I

0.80 1.00 l.20

[G.w. ]'
FICy. 37. Simultaneous fit of do. /dg for the neutrino and

antineutrino elastic-scattering samples in M&, g space with
sin 0~ fixed at 0.220. MA has been constrained to the world-
average value.
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TABLE XI. Values of sin 0~ obtained from the combined v„and v„data with the axial-vector iso-
vector form factor mass constrained to be M~ ——1.032+0.036 GeV. The first error given is the statisti-
cal error. The second error corresponds to the systematic error on the result.

Measured quantities

R„and R

o.(v~ ~v~) /o. (v~ ~v~)'

da(v~)/dg and der(v~)/dg

0.207+0.016

0.228+0.016

0.220+0.016

sin 0~

+ 0.032
—0.048

+ 0.028
—0.037
+ 0.023
—0.031

7'/DF

0.0/0

16/15

'o.(v~ ~v~)/o. (v~ ~v~) is given by
1.0

do. (v~ ~v~)/d 2 d

R do(v~ ~v~)/d d
=0.302+0.019+0.037 .

current data. Shown in Fig. 37 are 90%-C.L. bounds on
M„and g. Here a simultaneous fit to d cr( v~) /d g and
do(v~)/dg has been performed with sin 8~ fixed at
0.220. It is seen that g and Mz are strongly correlated.

The quantity g may be as due either to (1) heavy-quark
currents, or (2) a "nonstandard" axial-vector isovector
term. Several attempts have been made to estimate the
heavy-quark current portion of this term. Collins,
Wilczek, and Zee' have estimated g=0.04 from the dia-
gram in which two gluons are exchanged between a
heavy-quark loop and a valence quark. Wolfenstein' has
estimated g =0.10+0.15. The experimental result is
therefore in agreement with expectation.

To exhibit the internal consistency of the data, and to
extract the most precise value of sin 0~, Mz was con-
strained at the world-average value and sin 0~ was calcu-
lated in all ways that combine the v& and vz data. The re-
sulting three values are shown in Table XI. The extracted
values of sin 0~ are insensitive to any choice of g in the
region of 0.0&g &0.25 as is shown in Fig. 38. Taking

sin 0~ ——0.220+0.016(stat)+Q Q3](syst) . (6.&)

D. Summary and conclusion

We have reported new measurements of R, R,
do, /dg, and da„/dg for neutrino-proton and
antineutrino-proton elastic scattering. The cross sections
are consistent with the standard model SU(2) XU(1). The
data suggest the possibility of an additional term to the
axial-vector form factor G„(g ) at 90% C.L., which may
be due to (1) heavy-quark currents, or (2) a "nonstandard"
axial-vector isoscalar current. The data yield a measure-
ment of sin 0~.

sin g~ ——0.220+0.016(stat)+Q Q3](syst) .

In an earlier paper we reported a value of

sin 9~——0.209+0.029(stat)+0. 013(syst),

(6.6)

into account the increased information in the differential
cross sections, the most precise value of sin 0~ from this
measurement is

0.30

0.25—

0.20—

obtained from measurements of the cross sections for the
purely leptonic reactions v&e~v&e and v&e~v&e with the
same apparatus and using the identical normalization pro-
cedure as the present analysis. There is good agreement
between this value and the value obtained from the v~
and v~ cross sections.

Table XII displays the central values of sin 0~ with as-

0. 1 5— 67 lo C.L.
TABLE XII. Experimental measurements of sin 0~.

0.10 I I I

0.0 0.1 0.2 0.3

FIG. 38. Simultaneous fit of do/dg for the neutrino and
antineutrino elastic-scattering samples in sin O~, g space with
M& separately minimized at each point. M& has been con-
strained to the world-average value. The insensitivity of sin {9~
to the value of g is clearly demonstrated.

Reaction

W, Z
e+e —+p+p
Deep inelastic
pC asymmetry
~p vS'

eD asymmetry
ve ~ve
Atomic parity

Typical g (GreV)

104

10
10 —10

10
10
10'

10
10—11

sin'e~ (p=1)

0.224+0.007
0.17 +0.02
0.226+ 0.008
0.24 +0.08
0.22 +0.03
0.220+0.014
0.23 +0.02
0.19 +0.04
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sociated errors obtained from fits to the world samples of
measurements of the weak neutral current by different
experimental techniques. The results cover a Q range
from 10 to 10 " (GeV/c) . It is seen that the result of
this experiment is in good agreement with all other mea-
surements of sin 0~. Within present experimental errors
of about 10% the weak-neutral-current parameter sin 0~
is a universal constant.
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APPENDIX

Monte Carlo calculation: general

A Monte Carlo program was developed to determine
background fractions and acceptances of the signal and
normalization samples, as well as to study sensitivity to
various cuts in the analysis. The program generated
events in all the signal and background channels of in-
terest using the measured neutrino fluxes and theoretical
differential cross sections. It transported particles through
a model of the detector incorporating detector geometry
and properties of the detector materials. Output of the
Monte Carlo program was subjected to analysis identical
to that of the signal and normalization samples.

Particle generation

Events were generated with energy distributions deter-
mined by the measured neutrino fluxes. ' The transverse
neutrino beam profile was determined by a beam Monte
Carlo method, and the z dependence by the solid-angle ac-
ceptance of the detector.

Assignment of the target nucleus was made according
to the known distribution of materials in the detector and
their chemical composition. For reactions on nucleons in
complex nuclei, the target nucleon was given an initial
momentum distributed according to momentum distribu-
tions measured in nuclei by electron scattering. Where
appropriate, a shell-model calculation suppressed low-Q
events.

Neutrino interactions with bound nucleons involved ad-
ditional complexity due to the high probability of the out-
going nucleon to interact with the surrounding nuclear

material in the same nucleus, thus liberating additional
particles which could mask the signature of a given final
state. The probability of a rescatter was determined from
nucleon-nucleon cross sections and the nucleon density
(modeled with harmonic-oscillator wave functions ) in-
tegrated along the path of the escaping nucleon. If a par-
ticle was determined to have scattered, one of several
nucleon-nucleon scattering reactions was calculated. The
recoil particle in a rescattering interaction was assigned a
50%%uo probability of undergoing a further scatter. This
probability was tuned to match the frequency and multi-
plicity distribution of secondary particles observed in
bubble-chamber neutrino interactions.

Particle transport

Each particle was stepped through the detector in small
segments; the ionization loss per segment was subtracted
from the kinetic energy, and the particle direction modi-
fied to account for multiple scattering in the segment.
Particles were transported until they stopped, excited the
detector, decayed, or changed flavor in an interaction.
Stopping pions were absorbed in nuclei causing a nuclear
breakup.

Nucleon scattering took into account elastic and inelas-
tic reactions. The detailed scattering mechanism was
determined from the relative probabilities of (1) elastic
scattering on a free proton, (2) inelastic scattering on a
free proton, (3) elastic scattering in a carbon nucleus, and
(4) inelastic scattering in a carbon nucleus. ' The
latter interactions were treated in a quasifree approxima-
tion and handled similarly to interactions with single nu-
cleons.

Pion scattering was treated similarly. In addition to
pion-nucleon scattering, pion reactions included the possi-
bility of pion absorption in a nucleus and charge ex-
change. Charged pion-nucleon elastic scattering, and
pion-nucleon charge exchange were specified by the ap-
propriate differential and total inelastic cross sections.
The inelastic scattering model allowed for final states in-
volving a ~ with charge exchange of the initial-state par-
ticles fixed by isospin invariance. The kinematics of these
reactions were thrown uniformly in three-body phase
space.

Output

The final phase of the Monte Carlo calculation convert-
ed ionization losses into energy deposits within detector
elements along with time of passage. The detector energy
response included saturation and threshold effects to bring
the observed energy and time resolution in agreement with
test beam measurements. ' The output of the Monte Car-
lo program was processed through the identical analysis
code used to extract the data signal (see Sec. III). This as-
sured that similar fiducial, PID, and analysis cuts were
applied to both data and Monte Carlo events. In analyz-
ing Monte Carlo events, real data were overlaid on Monte
Carlo events to ensure that random noise and event over-
lap were properly evaluated.
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