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We use momentum-space techniques and a quasilocal expansion to derive the imaginary-time
thermal Green’s functions and the one-loop finite-temperature effective Lagrangians for A¢* fields
in curved spacetimes. These approximations are useful for treating quasiequilibrium conditions as-
sociated with gradual changes in the background fields and the background spacetimes. For prob-
lems in spacetimes with small curvature, we use a Riemann normal coordinate for the background
metric, a derivative expansion for the background field, and a small-proper-time Schwinger-DeWitt
expansion to derive the finite-temperature effective Lagrangians. For problems in homogeneous
cosmology we consider conformally related fields and the Robertson-Walker universe as background
to carry out finite-temperature perturbation calculations. We study a massless conformal A¢* theory
in a Bianchi type-I universe and derive the finite-temperature effective Lagrangian in orders of
small anisotropy. The quasilocal method presented here is related to the adiabatic method in finite-
temperature quantum field theory presented earlier in similar settings. These results are useful for
the study of quantum thermal processes in the early Universe.

I. INTRODUCTION

Finite-temperature quantum field theory in curved
spacetime is an important tool for the study of thermal
quantum processes near black holes! and in the early
Universe.? Development of these theories has spanned
about a decade in history, trailing almost directly after
theories in flat space.> One may say that it began with the
work of Hartle and Hawking and Gibbons and Perry*
on applying the imaginary-time thermal Green’s function
for the description of Hawking radiation in black-hole
spacetimes. This technique is particularly suited for
spacetimes possessing Euclidean sections such as Rindler,
Schwarzschild, and de Sitter spacetimes. The nature of
thermal radiation in these spacetimes associated with vac-
uum fluctuations around event horizons is very different
from that associated with the quanta of ambient radiation
in general cosmological spacetimes such as the
Robertson-Walker universe. For curved but static or sta-
tionary spacetimes, finite-temperature field theory is well
defined, as the existence of a global timelike Killing vec-
tor permits a thermal equilibrium state to persist. Gen-
eralization of flat-space thermal Green’s-function tech-
niques has been carried out in the work of Dowker,
Critchley, Kennedy, and Altaire.> These techniques are
applicable for spacetimes which are conformally static,
such as the Robertson-Walker universes, as seen in the
work of Kennedy,6 Drummond,’ and Critchley, Davies,
and Kennedy.! The basic notions and the conditions
underlying a viable finite-temperature field theory in gen-
eral dynamical spacetimes were first discussed by Hu.® In
this work, the conformal properties of fields and space-
times are invoked as conditions for maintaining thermal
equilibrium for free fields. By way of a quasiadiabatic ex-
pansion the notion of an adiabatic n-particle state was in-
troduced and the finite-temperature energy density was
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calculated for near-conformal fields and for spacetimes
nearly conformally static. The adiabatic method was also
applied to the derivation of effective quasipotentials for
self-interacting fields in Robertson-Walker!® and Bianchi
type-I universes.!! The finite-temperature method and re-
sults obtained in this work and generalizations thereof are
useful for the discussion of finite-temperature symmetry
breaking,'? particle production and back reaction,!>~1¢
and entropy generation!’~2° problems, although proper
treatment of these processes necessitates the development
of nonequilibrium methods, such as real-time Green’s
function?!?2 and Wigner function techniques.?>*

An approach parallel to the adiabatic expansion method
in finite-temperature field theory (as exemplified in Ref. 8
and discussed in Ref. 10) is by way of the Schwinger-
DeWitt proper-time expansion?® in the effective Lagrang-
ian. The two approaches have been shown to yield identi-
cal results in the treatment of ultraviolet divergences in
zero-temperature field theories.?® The physical meaning
behind these two expansions are however different. The
proper time s can be viewed as a scaling parameter on
the curvature-induced mass a [a’=m’+(1—-§)ER
+Ad2/2, see Eq. (2.5)] in a A¢* theory, which determines
the energy or length scale of the relevant physical process-
es. Small s gives the short-distance (local), high-
frequency (UV) behavior while large s gives the long-
distance (global), low-frequency (IR) behavior. This is
why a small-proper-time expansion is usually used to
identify the ultraviolet divergences. By contrast, in the
adiabatic expansion the relevant parameter is the nonadia-

_ baticity parameter’ Q=Q'/Q?, which measures the time

rate of change of the natural frequency Q of each normal
mode of the system compared to the background dynam-
ics. It measures the rate rather than the scale of variation.
Since it is a criterion for measuring particle production
(Q > 1), the adiabatic expansion method can be used to
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define adiabatic vacuum or n-particle states in zero?® and
finite-temperature theories® in dynamical spacetimes. For
the same reason, the physical meaning of these theories
are better defined and understood by the adiabatic
method. On the other hand, the proper-time effective ac-
tion method has many advantages. Not only is it covari-
ant (note however that finite-temperature theory in
dynamic spacetimes necessarily breaks covariance, as a
timelike Killing vector is singled out for the definition of
thermal equilibrium states), but a variety of techniques
has been developed in zero-temperature field theory which
can readily be adopted for finite-temperature considera-
tions. This includes background-field methods,?
momentum-space techniques,?® and quasilocal expansion,
all of these are useful for our present work.”’ The quasi-
local approximation is an expansion of the effective action
I" in orders of the derivatives of the background field ¢,
which can have temporal or spatial dependence. The first
term in this expansion (constant background field) gives
the well-known effective potential ¥, while higher-order
approximations take into account the “kinetic terms” in
the Lagrangian. We have earlier called this an effective
“quasipotential.” This expansion is useful for construct-
ing approximate field theories in cosmological spacetimes,
as the background field is invariably dynamical. Earlier*
we have derived an exact form of the zero-temperature
effective Lagrangian for A¢* fields in curved spacetime
by quasilocal expansion techniques up to second order in
$. Here, we want to generalize these results to finite tem-
perature. It is of interst to note that derivative-expansion
techniques have recently been developed for zero- and
finite-temperature theories in flat space®' for the study of
soft-gluon processes in quantum chromodynamics,** Skyr-
mion stability problems,’? and locally supersymmetric
theories.>*

In this work we use the momentum-space technique
and quasilocal expansion to derive the imaginary-time
thermal Green’s functions and the one-loop finite-
temperature effective Lagrangians for a A¢* field in
curved spacetimes. Restrictions on the techniques used
naturally limit the validity of our results to gradual
changes in the background spacetime and in the back-
ground field so that a condition of quasiequilibrium is
maintained in each successive interval. (These conditions
can be made precise by identifying and grouping the suc-
cessive terms in the effective Lagrangian in accordance to
their adiabatic order.) For the benefit of both theoretical
and practical inquiries, we have derived the finite-
temperature effective Lagrangian for a general curved
spacetimes (in a local coordinate patch) and for two
cosmological spacetimes, the Robertson-Walker and the
Bianchi type-I universes. They are discussed in Secs. II
and III, respectively.

In Sec. II we carry out a Riemann-normal-coordinate
expansion®® (up to fourth order) for the background
metric and Minkowski space and a quasilocal expansion
(up to second order) for the background field. We then
introduce a momentum-space representation of the
Green’s function and a proper-time representation of the
effective Lagrangian, which for second-order variation in
the fields can be written in a closed form.*® Upon impos-

ing a periodic condition on the Euclideanized time and
carrying out a small-proper-time expansion and integra-
tion one obtains the finite-temperature effective Lagrang-
ian in orders of deviation from the flat space. The Bose-
Einstein-type sums contained therein can be implemented
by taking the high-temperature limit. The result is in the
form of a double series in inverse temperature and small
proper time (or inverse frequency) orders (they can also be
grouped according to their adiabatic orders). In Sec. III
we study A¢* theory in homogeneous cosmologies, start-
ing with the Robertson-Walker (RW) spacetime. Because
RW space is conformally flat, simplification can be
achieved by working with conformal time and conformal-
ly related fields. A finite-temperature theory is well de-
fined in such cases. The transformed scalar wave opera-
tor has the same kinetic part as in flat space. Using this
as the background we extend our discussion to massless
A¢* theory in a Bianchi type-I spacetime with small aniso-
tropy. This is a spatially flat universe with different ex-
pansion rates in the three directions. It is of interest both
for the study of quantum anisotropy dissipation processes
in conventional (3 + 1) Bianchi cosmologies®® and as a
model of cosmological compactification in Kaluza-Klein
cosmologies.!> !¢ Here we follow the approach of Ref. 35
in expanding the wave operator in orders of small anistro-
py off the RW background. Because the massless A¢*
field in the RW universe permits a condition of thermal
equilibrium, the thermal effect of anisotropy can be clear-
ly identified. In Sec. IV we conclude with a discussion on
the range of validity of the approximations used in this
work. In a companion paper® we will discuss two addi-
tional aspects: the relationship of the proper time and the
adiabatic methods and the infrared behavior and higher-
loop effects. The latter problems arise, for example, in
symmetry-breaking considerations, where terms in odd
powers of the effective mass in the one-loop calculation
become imaginary and have to be corrected by higher-loop
contributions.>3”  Finite-temperature theory in the
imaginary-time formulation has topology S!'XR3, with
the radius of the circle equal to the inverse temperature 3.
In the high-temperature limit finite-size effect can be im-
portant in influencing its infrared behavior. The methods
and results from an earlier study of symmetry breaking in
curved spacetime®® can be used to tackle this problem.
These are topics which require further studies.

II. CURVED SPACETIME IN RIEMANN
NORMAL COORDINATES

Consider a massive (m) self-interacting (A) scalar field
® coupled (£) to a general curved spacetime with metric
8uv and scalar curvature R. It is described by the La-
grangian density

L[q)’g;w]: _%(I)[D‘F(l—g)ng +m2]<l)

—ADt/41, (2.1)
where O0=g""V,V, is the Laplace-Beltrami operator and
&;=+(d —2)/(d —1) is the conformal coefficient in d di-
mensions (§; =+ in 4-dimensions) and £=0,1 denote con-
formal and minimal couplings, respectively. The action
has a minimum at ®=¢, which satisfies the classical
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equation of motion
4,4(x)=(0+M)$(x)=0, (2.2)
where
My=m?+(1—£)E;R +A$2/6 . 2.3)

Fluctuations ¢=<I>—$ around the classical background $
satisfies an equation (to lowest order)

A,¢(x)=(0+M)d(x)=0, 2.4)
where
M,=m?>+(1—E)E4R +1$2/2 (2.5)

is an effective mass which depends on the coup-
ling &, background curvature R, and the background field
qS Contributions of the fluctuation field to the equation
of motion for ¢ in (2.2) enter through the vacuum expec-
tation value and the thermal average of its variance
A{¢?) /2, which acts as additional terms in the effective
mass M, in (2.3). The effective action I" related to L

by
T(6.8,]= [ d%V =g Ly, (2.6)
is expanded perturbatively in powers of # as
C[$]1=S[$1+T"+T", 2.7)

where S [$ ] is the classical action,
S=[a%xv=g Ly, LY=L[gunl, (2.8)

and TV and I are the one-loop and higher-loop effective
actions:
r= [ dv—g L<'>=_’-2’31n(detc>. 2.9)

Here G is the bare Feynman Green’s function satisfying

A,G(x,x")=(—g)"128(x,x")

or (2.10)
A,G(x,x")=8(x,x") ,

where
Glx,x)=(—g) V*x)G(x,x" ) —g)~V4x") . (.11

In a static homogeneous spacetime $ is a constant field, in
which case one can define an effective potential ¥ as

V($)=—(vo)~'T($) ,

where (vol) denotes the spacetime volume. In general A$
has temporal and spatial dependences, which render V(¢)
ill-defined. Under circumstances where the background
spacetime and the background field change only gradually
compared to the characteristic scales of change of the sys-
tem one can carry out a quasilocal expansion of the field
and the metric around any spacetime point x*, including
their derivatives up to a certain order. Thus for the back-
ground field up to second-derivative order

$Ux)=4

(2.12)

+¢ Hx'—x )

x)
+ 12 X —x X —x) + (2.13)

The effective Lagrangian will then be a functional of $
and its derivatives. Likewise when the spacetime curva-
ture is small we can expand the metric g, around x* in a
local coordinate patch. In a Riemann-normal-coordinate
expansion up to fourth order in the variation of g,

Euv="Nuv+ %R;‘avﬁyayﬁ_‘_ %Ry.avﬁ;yyayﬂyy

+( %R;‘avﬁ;yﬁ + %R auBAR lyv& )y“y By ryb

+ (2.14)

where 7,, is the Minkowski metric (41,—1,—1,—1),
y=x'—x, and the coefficients in this expansion are
evaluated at y =0. Using this expansion for the wave
operator A; in (2.4) we get an equation for the Green’s
function G(x,x’) in (2.11) up to quadratic order in y (Ref.
28)

(3,0, +a* +By* + s Ve y*y )G (»)=8%y) , (2.15)

where
a?=m24+(1—£E4R ++Ad =m?+ U , (2.16a)
B.=U,, (2.16b)
TViv=5U v +au, (2.16¢)
@y =15 Ry — wOR 4 — 55 R, Ry,
+ %R MR o+ wRY,R; e - (2.17)

Except for the a,, tensor (whose trace gives the a, coeffi-
cient in a Schwinger-DeWitt expansion related to the
trace anomaly), all the expansion coefficients «, 3, and y
are proportlonal to the derivatives of the generalized mass
U= 17L¢ +(1—§)4R. Equation (2.15) for the Green’s
function G will be the same as that in Minkowski space if
U were a constant. This is the case for constant back-
ground fields ¢ and for either conformal coupling (£=0)
or for spacetimes of constant four-curvature (e.g., de Si-
tter universe). For these cases a global timelike Killing
vector field exists (with respect to ¢ time), which allows a
global thermal equilibrium state to exist and to be main-
tained.” Let us first consider these cases.

A. Constant generalized mass

A convenient formulation of finite-temperature theory
under these special conditions for the fields and the
geometry when a=const is via the Euclideanized space
obtained from a Wick rotation to imaginary time
t— —i7. The Euclidean Green’s function G defined by

G(t,x,t',x')=Gg(—i7,x,—i7",x') (2.18)
satisfies the equation

B+ + 0>+ B+ 7 fyty )G =87, x7x) ,

2.19)
where
Bo=iBo, Bi=B; (i=1,2,3) (2.20)
Poo=—700 Poi=—ivor V=73 -
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In the coordinate patch defined in (2.14) one can intro-
duce a momentum space centered at point x and define
the Fourier transform Gg(p) by

~ 1
G =

where py=p,y*=9""p,y,. The
Green’s function Gg(p) satisfies

[ d% e Grip), 2.21)

momentume-space

(p2+a®—iB, " — 19 L3#d"Ge(p)=1, (2.22)
where 3G (p)=03Gg /3p,. Henceforth we will drop the
subscript E and the overbar on Gg. In the aforemen-
tioned cases B=7% =0, the Green’s function is given by

G(P)=(P2+a2)'lzfowdse_”‘zse_pzs . (2.23)

We have written the second equality in a proper-time (s)
integral representation. Note that the only change from
flat space is in the mass term a?, which now contains con-
stant background field and curvature contributions. The
configuration space Green’s function G (x,x’) in the coin-

cidence limit (x —x' or y—0) becomes

1 o 2 2
(27)dfddp fo ds e ~%Se ~P’S |
A finite-temperature theory is constructed by imposing a
periodicity condition on the imaginary time y° in (2.24),
i.e., 7—>7+nfB and summing over n [do not confuse the
inverse temperature B=1/kgT and the first-order coeffi-
cients B, in (2.16)].
Expressing Gg as an image sum over G(=Gr_¢):

G(x,x)= (2.24)

Gglx,x")= i G(x +nPBu,x'), u=(1,0,...,0)

n=—o

and noting that

iponB 2T & 2mn 2mn
e = 8|po— , =
, =2_ . B \ =2_ B Do B Po B
(2.25)

one obtains the thermal Green’s function GOB for these
special cases in proper-time representation

4] _ 1 d— ® < —a?s —-(2‘)‘"!/3)25 — |p\zs
Gﬁ(x,x)———-——(zﬂ_)d_lﬁfd Pfo dsnzwe e e . (2.26)
I
The (d — 1)-dimensional integral is easy to evaluate: 1—d
(d—1)72 4 r D) - - 21d—1)/2
® gd—1, ,—|p|s_ | pw__n_ U= ) oty |2
J__a''pe ; (2.27) B B 20377 n=2_w 3
(2.31)

For the proper-time integration after this, we can use the
relation

2 2
fwdss(l—d+l)/2e"(“ +po°)s
0

l—d+3

> (2.28)

=T (a2+P02)(d—l—3)/2 .

We have left /40 in (2.28) in anticipation of similar
proper-time expansion in more general cases. The
thermal Green’s function for the present case / =0

G%(x,x’)
r I —d+3
2 o

g 2

(4Tr)(d—l)/2b> et

21d—=1-3)72

2mh

B

a’+

(2.29)

The one-loop effective Lagrangian is related to the
Green’s function by
aL(l) %

3 =—2—G(x,x) .
Upon integrating (2.29) with respect to a?, we obtain the
finite-temperature effective Lagrangian for these special
cases

(2.30)

The series in (2.29) or (2.31) cannot in general be summed
to an analytic form. But for certain ranges of a and S, in
particular if oa?B*<<1, one can perform a high-
temperature expansion of (2.29) or (2.31) using

i a4 2mn 2’
Pl B
2
_ 2?77 S (1 4n~2a??
2
- Eg- S n2(14bn=2+ ). (2.32)

Here we have defined a =af3/2m and b =(d —1 —3)/2 in
(2.29) or (d —1)/2 in (2.31). Inspection of (2.32) indicates
that the thermal Green’s function contains a finite part
and a part with poles:

G =G p(finite) + G 3(pole) , (2.33)
where
GY(finite) = — —— o _Bd (3)+ -
B anf 38 3273
(2.33a)
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and

GB(pole) (2.33b)

d—4

. +]

These ultraviolet-divergent terms are to be combined
with those arising from the zero-temperature theory.
Note that one can get the T =0 result from L, but not
from high-temperature expansion. Renormalization in
T =0 theory was treated in detail in Ref. 30 (and other
work referred therein). We have for a general curved
spacetime the one-loop ultraviolet-divergent terms

4 2
1 1.« 3
LW _ @ 21 Yy_=2
div 3277_2 d—4+2 n47r‘u2+2 4
S N S WD S-S 4
1672 |d—4 2 4qu* 2 |’
a=—-7. (234

Note that certain terms in (2.33b) and (2.34) combine and
as in flat space all the divergences in a finite-temperature
theory are already contained in the zero-temperature
theory. The divergence-free part is given by (2.33a). It
has the same form as in flat space except for a® now tak-
ing the place of M2,

When af3—0, corresponding to very small effective
mass or at very high temperatures, infrared divergence
will appear in 87" terms in (2.33). The one-loop approxi-
mation is no longer valid and one would need to take into
account higher-loop contributions. One can obtain the
leading higher-loop contribution from the large- N limit of
an N component field, as has been done in flat-space
theories.>3” It is helpful to view the finite-temperature
theory in R* as a zero-temperature theory in a space with
topology S'XR?3, where f3 is the radius of S!. Recent re-
sults’® on the infrared behavior of curved spacetime can
easily be applied to the finite-temperature case. Let us
now come to the general case where a is not a constant.

B. Variable generalized mass

Permitting $(x) and R (x) to have space and time
dependence, we want to seek solutions to the Green’s
functlon G or Gg in (2.15) or (2.19) with B,,y,, or
Bﬂ,y#‘,:,ﬁO If we include variations in ¢ ) only up to the
second derivative order, we can write G(p) in the same
form as (2.23) but with p? replaced by a general quadratic

polynomial in p#, i.e.,
p)= [ ds e exp[ —p# A, (s)p*+iB,(s)p* +Cls5)] ,
(2.35)

where A4, B, and C are functions of [3’\ and 9 with con-
straints that they reduce to A4,,(s)—8,,s, B,(s)—0 and
C(s)—0 in the constant-field limit. The configuration
space Euclidean Green’s function G(x,x’) now assumes
the general form

2 ip-y —(p-A-p—iB-
G(x,x’): —as+Cfddpetpye (p-A-p pr)_

1
2m?

(2.36)

Under a change of variables p—»p’:—%A_lp + B, the
integral becomes Gaussian, which can easily be evaluated.
Taking the concidence limit y —0 of G (x,x’) gives

ks ds 2 1 1
G(_x,x):fo chp[—as-{-C——;BA B
—%trln(As_l)] ,  (2.37)
where
A =% ~ltanh¥ps , (2.37a)
B =2% ~?(1—sechPs ﬁ s (2.37b)
C = — S trln(coshys) //3\ 3(tanhPs —Ps B . (2.370)

These results were obtained earlier in Ref. 30. To extend
them to finite-temperature considerations, one should first
make sure that there is a well-defined finite-temperature
theory in the unperturbed background like those in case 1
discussed above, i.., cases where a=m>+(A/2) ¢ 2
+(1—£&)64R is a constant. Under conditions that the
background field and the background curvature change
sufficiently gradually (this can be measured by the nona-
diabaticity parameter’) we can then use the finite-
temperature theory associated with the unperturbed back-
ground obtained in the adiabatic limit at every sequential
interval of time. Note the difference between the adiabat-
ic and instantaneous definitions of finite-temperature
theory. The former is better defined as it allows for suffi-
cient time for spontaneous and induced) particle produc-
tion and interaction between the intervals. The adiabatic
approach’ gives a more precise notion of quasiequilibri-
um, as is assumed in the present approach. Technically,
the finite-temperature theory associated with the unper-
turbed background can be obtained by imposing periodic
boundary conditions on the imaginary time at every in-
stant. The finite-temperature theory associated with the
full theory wherein the background field and spacetime
undergo gradual change is defined with respect to the
timelike Killing vector of the unperturbed background in
every interval. The interval is chosen so that the increase
of entropy from produced particles and interactions are
exponentially small (this making the adiabatic n-particle
state well defined at each instance). Physically the above
conditions mean that deviation from the equilibrium value
of physical observable in that interval is weighted with a
thermal distribution established in the corresponding un-
perturbed theory. There are different ways of accounting
for the variation arising from a slowly changing back-
ground: instead of working with the adiabatic state and
imposing the imaginary time at each interval, one can, for
instance, work with the instantaneous thermal state but
relax the periodicity condition on the imaginary time [e.g.,
integrating from —if3/2 to +if3/2 (Ref. 7)]. We prefer
the adiabatic approach as the adiabatic state is better de-
fined and has a more direct physically meaning.

In the manner described above, we now seek to general-
ize the quasilocal Lagrangian to finite temperature. De-
fine the momentum integral in (2.36) as
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I= f ddp e—p-A-P+iB-p:e—BA—lB/4II , (2.38a) I,_>2_7r i e—AOOpOZ f dd"ﬁe —pAp—pDp,
B,
where , " 2
_ —trind Fi
I'=f ddpe_p.A.p _ (2.38b) =777(,n.)(d /2, —trl A/Zze Po ) (2.392)

n

Split the p, =(po,p) into time and space parts (where an where
overbar denotes the d — 1 spatial components) and impose

g i . F=—Aw++DA'D, D;=Ay+ A,
periodic boundary conditions on the (Euclidean) time. w0+sDATD, Di=Ao+Aio- (2.390)
This changes the integral dp, to a summation The thermal Green’s function from (2.37) becomes, after
Qr/B)Y.,, taking the coincidence limit,
|
B _ 2
Gglx,x)= L f ds exp[ —a’s +C——%BA_IB——%trln(As‘]')]2 P (2.40)

(417.)(11"1)/2[3 0 s(d~])/2

The one-loop finite-temperature effective Lagrangian is obtained from (2.30):

(y_ # © _ds —a¥s—Fis) Fpy?
Lg = (4m)\d-172g fo S(d+1)/2e aeme ge ’ (2.41)

where
f(s$)=—C++4BA "B+ trin(4s ") .

In Egs. (2.40) or (2.41), the quasithermal Green’s function and effective Lagrangian are given in proper-time representa-
tion. In the Schwinger-DeWitt formulation the proper time s does not have any direct physical meaning. But from the
form of the integrand in (2.40) s can be regarded as a scaling parameter on the characteristic mass a or natural frequency
of the theory: small s yields the local or ultraviolet behavior whereas large s yields global or infrared behavior. A small
proper-time expansion gives the contribution of the high-frequency modes of the system, which is also the domain where
adiabatic methods are applicable and the finite-temperature theories are well defined. Thus, expanding all quantities in
(2.41) depending on s in a power series in s up to O (s),ie.,

C~—+s2rp 24+ 1s3B% BA~'B~s’B?,

Strin(A4s ~')~+s%tr'$ 2 [tr' denotes trace over (d — 1)-dimensional indices],F~—s + 1590’ , (242
we get (po=2mn/B)

Ls'== (477)—(dﬁ_w2[3’ 2 [T ds T PO a0 2L DS (B Fpgs - ] (2.43)

D=— 3ty 45ty ?,
where

Ezn_lzﬁz, F=%7A’002 :
The proper-time integrals can be related to I' functions by (2.28), whereby we obtain

Lg'=Lg+Lg +Lg+ "+, (2.44)

o r 20 +21 —d

Lipg=— (47T)(d—01)/23 ; (@2 4pot)2o+i=di2 (2.45)

where

Ao=1, A,=D, Ay=E +Fpy?*.

Here o denotes the order of proper time. The coefficients D,E,F defined in (2.43) are functions of (2;, a, R, and their
derivatives. We recognize that the leading zero o-order terms gives us the result (2.29) for the constant mass background
theory (case 1), where the finite-temperature theory is well-defined globally.

At this point we can perform a high-temperature expansion af3 << 1 for the sums in (2.45). Using some of the series
expressions given in Appendix A, we obtain finally [the coefficients D, E,F are defined in (2.43)] (fi=1)
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! 1 a? 1 o 1 (3) 1 1
L= = -2, - 2 a‘lna’f? + ——a*(y —Indm) — -a*B?— H—
s 9% gt 24 B 127 B 64n’ Ftam ™ 8(32)7* 27 |d—4
+0(a’p), (2.46a)
D |1 1 24(3) 1 1 1
LW _ 2 L a2 232 (1 —lndg)— — | —— 2.46b
B= "oy |ap T2y M~ s @ F -5 (=lndm =" o (2.46b)
1 |E 1 F £(3) 3 F F 1
LW L L na?3? E—=Fa?|B*+—2 —In47)— — | —— . 2.46
b3 Tom |2 o T an PR yFa Bt Gy —indm =5 (2.460)

Note that when a? <0, all odd power terms of a are complex. These terms come from the zero mode of the fluctuation

field operator and they are modified by higher-loop contributions, as will be discussed above in.

36

From Ref. 30 we can obtain the zero-temperature one-loop effective Lagrangian (up to second-derivative order)

R a? 1 3 1 a |1 a? y
Ly a1 20,2 21 L4 ——— 1 a=—23p2. 247
(T=00=73573 2n47TH2+2 Y=o |\ ta_4 |t - 2n47w2+2+d__4 as 2V (2.47)
Choosing the renormalization scale u =1/ we have L'"=L}_,, +L;g“ (the total effective Lagrangian):
2 3 4
po=T L La 1 08 ep, a L |l 1|2 E 1
90 B* 24 p 127 B 8(32)m 1672 |d —4 167 B 2 a’p
J(3) 3F Ea)| ,, 1 | y a, | 1

D — — D+F |1+ — | 2.48
a0 Pt e |CF 2 PN | [T a4 (2.48)

We see that the divergent terms are of the same form as in the T =0 theory.

III. COSMOLOGICAL SPACETIMES:
ANISOTROPIC PERTURBATIONS

In the previous section we considered finite-temperature
theories in static or constant curvature spacetimes, where
thermal equilibrium can be defined and maintained. We
then considered an approximate finite-temperature theory
for more general conditions where the background field
and curvature vary sufficiently slowly to allow for
quasiequilibrium conditions to be maintained. We used a
quasilocal expansion for the background field (2.13) and a
Riemann normal coordinate for the background metric
(2.14). In this section we will consider as background
spatially homogeneous cosmological spacetimes. The
Robertson-Walker universe constitutes a rather unique
class because they are conformally static, i.e., they can all
be related to a static metric by means of conformal
transformations (this property defined by the Weyl tensor
Capys =0 is sometimes called “conformally flat”). The
existence of a global conformal Killing vector in these
spacetimes permits a thermal equilibrium condition to be
maintained for conformal fields. A finite-temperature
theory can then be defined with respect to the conformal
time throughout the cosmological history. This point has
been discussed earlier.

Using these background spacetimes, one can then con-
sider approximate finite-temperature theories for more
general conditions where the background field varies with
conformal time or the background metric departs from
conformal staticity. These are the theoretical basis for the
discussion of finite-temperature theories in homogeneous

cosmology.!®!! In this section we will use the proper time
and quasilocal approximation to treat the Robertson-
Walker universe and then extend to the Bianchi type-I
universes with small anisotropy. Here since we are only
interested in homogeneous backgrounds, the use of
Riemann normal coordinate is not appropriate. Rather
we will use a perturbation expansion on the metric in
powers of the small anisotropy parameter, and calculate
the finite-temperature effective Lagrangian with thermal
Green’s functions defined in the background Robertson-
Walker universe.

A. Robertson-Walker universe

Let us consider for simplicity the spatially flat
Robertson-Walker (RW) universe whose metric is given
by

3
ds*=dt’—a*(1t) 3 (dx')?
i=1
3 .
dn*— 3 (dx')?

i=1

=a*(n) , 3.1

where 7 is the conformal time defined by dt =a d7. The
scalar 4-curvature is given by

R =6a"/a® (where primes denote d /d7) . (3.2)

We consider a massive A¢* field coupled to the RW back-
ground. After a background-field decomposition, the
background field and the fluctuation field satisfy, respec-
tively, Egs. (2.3) and (2.4). The scalar Green’s function in



35 FINITE-TEMPERATURE QUANTUM FIELD THEORY IN . . . 517

RW space G is related to that of flat space G (2.11) by
conformal factors, i.e.,

—a 1—d/2(

G(1,x,71',x) 7)G (9,x,m",x")a' =% *(n’) , (3.3)

where d is the dimension of spacetime. G satisfies the

wave equation

(n*8,3,+a2)G (x,x")=8%x,x") . (3.4)

Throughout this section x*=(17,x) and we will use a tilde
to denote the conformally related quantities, e.g.,

2
(

)=’ (maXn)=ma’(n)+Uly), etc.,

where (3.5)
U=[(1—E)E4R () + +Ad>

We see that in the special case of free massless conformal
fields @ =0, there is no particle production and entropy
generation to disrupt any existing thermal equilibrium.
For interacting fields, entropy could be generated both
from particle production and particle interaction or decay.
If the interaction time of the system is short compared
with the Hubble time, one generally assumes that an
equilibrium condition can be reached at each successive
interval in the evolutionary history. These equilibrium
states are of course different from one instant to another
as additional entropy is added to the system. One needs
to use interacting quantum field theory and statistical
mechanics to analyze these processes to get the full pic-
ture. For our purpose here we shall assume that the quan-
tity &@? varies sufficiently slowly in 7 time that whatever
thermal equilibrium condition previously established is
least affected (again in an adiabatic sense as described pre-
viously®) so that an approximate finite-temperature theory
is well defined. Note a case of special interest, i.e, for a
radiation-dominated RW universe, @ <7, R =0, in which
case thermal equilibrium can be established for massless
particles irrespective of the type of field coupling. Our
treatment of the RW universe is parallel to that of Sec. II.
One can work with the conformally related Euclidean-
time (9— —i7) Green’s function Gy which satisfies

(m)]a3(n)

(3743 +a@ )G M, %7, x ) =8%7,x,7,x) . (3.6)
Assuming that @2 varies slowly with 1 and x, one can
carry out a derivative expansion of @(x) around x’ analo-
gous to that for ¢ in (2.13):

X

@ix)=ax)+a?,(x)(x —x)H

+ 3@ ) =X WX —x) 4 . (3.T)

Since the background is conformally flat, expansion such
as (2.14) on the metric is not necesary. The variations of
the field are, in the cases of homogeneous cosmology, cou-

pled only with the inhomogeneity in time. This gives us
[357+3," +@ X(X)+Buy* + 57 2uw*y”]
Ge(7,x,7',x)=8%7,%x,7",x') , (3.8)

where

and_the Euclideanized expressions f)’\“ and ’?,w are related
to /3“ and 7,, by (2.20). Here the coefficients are all
evaluated at y =0. Note that Vuv does not contain a,,
because of the spatial homogeneity of the background.
However, terms of the form a,, does arise in the regular-
ized energy-momentum tensor in the zero-temperature
theory, giving rise to the conformal anomaly. This can be
obtained by carrying out a scale transformation in the ef-
fective Lagrangian, as illustrated in Ref. 39. Since the
trace anomaly enters only in the zero-temperature theory
we do not need the details at this point. Once the problem

" is cast into the standard form, the ensuing discussion is

identical to that encountered in Sec. II.

In particular, the thermal Green’s function in RW
universe expanded up to second derivative order is given
by [cf. Eq. (2.36)]

G=Gplx,x)= zfdd—lpe,pu_x G(p)

and

G%(P): fow dse~@%

_p.2 ~ ~ ~
Xe P P14 Ds +(E +po’F)s + - ]
with
D=M?%, E=—+M*? F=—+M? (3.9
Here
a' a’ 0 K a’ 0
= |7 — 5 -5 | 8_ — 5 )
Y a a MZ + MZ ’ a + MZ ]
and
M =(m*+1rd2a?, 6=1rdd a?, (3.10a)
~ 2 ~
K=1rd202 |8 4 |8 | (M (3.10b)
¢ ¢ da

The one-loop finite-temperature effective Lagrangian
LB(RW) is given by l/a“L ) where L ‘) is the Lagrangian
in (2.48), with a’D,E,F replaced by the corresponding
tilded quantities. The finite-temperature effective action
is

) 4, 4r ()
Thrw)= [ d*x a*Ligrw, -

There are no geometric terms other than a and its deriva-
tives and R (derivatives of R enter at third order and
higher but are absent in our approximation).

B. Bianchi type-I universes

We now consider a Bianchi type-I universe with
metric®®
B)ydxdx7], (3.11)

ds’=a%(n)[dn*—(e? iLj=1,2,3,

where f3;;(7) is the anisotropy matrix which is symmetric
and traceless. Its rate of change measures the shear
o?=p;B” [do not confuse with the coefficient of first-
order derivative expansion S, in (2.16b) and the inverse
temperature 3]. We shall consider cases where f3;; is small
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and treat the background as a small perturbation off the
spatially flat Robertson-Walker universe with scale factor
a(m). One expects that in addition to the conformally re-
lated generalized mass @2 in the potential part of the La-
grangian, there will also be additional kinetic terms from
expanding the Laplace-Beltrami operator in orders of the
small anisotropy parameter. Indeed, using the results of
Ref. 35 we get up to O(B,»jz)

’

1 -
O=— 3, —(e 2f’),»jaiaj]

3,242
a n

a

and (3.12)

1 a’ o
(4)R:7 6—a_+BijBij+"' } )

The zero-temperature Green’s function has the form to

0 (B;*)

GI(AI+V)_l=§()+_G—0V160+60V260
+3GoViGoV G+ -,  (3.13)
where A4, is defined in (24), G, is the RW zero-

temperature Green’s function defined in (2.10) and V; are
the interactions terms defined in (3.12) from the anisotro-

py

Vi=2a"*pY3;9; , (3.14a)
a=? o i —2pikp |
= ‘31‘}'5] —2a~ Bkjaiaj . (3.14b)
The one-loop effective action is given by
L :—étrlna : (3.15)

As discussed earlier a finite-temperature field theory is
well defined for massless conformal A¢* fields in the
Robertson-Walker universe. The thermal conformal
Green’s function G% in a RW universe where the back-
ground field and curvature vary slowly is given by (tilde is
dropped below G %EG )

Zfdd_lpe x=xXIG (p)

Gpx,x")= (3.16)

277)“—1/3

and

G%(p)——— fow dse _“lsexp(

where 4,,,,B,,,C are slowly varying functions of the back-
ground field and curvature. In a path-integral approach,
we can assume that the in and out regions are described
by thermal n-particle states of the RW spacetime where a
finite-temperature theory is well defined. During the evo-
lution if the anisotropy f3;; of spacetime remains small, an
approximate finite-temperature theory can then be defined
in the quasiadiabatic case. We can expand the metric and
the wave operator in orders of B;; and use the RW
thermal Green’s function to compute the finite-
temperature one-loop effective action. This is given by
(the left-hand superscript on L or I" denotes the order in

Bij)

—pt Ay p"+iB,p*+C),

Tp=— TtrInGs="T s+ 'Ts+ Ty, (3.17)
where

Tp=——trinG 3, (3.18)

IFB:—étr(V,G%), (3.19)

Tp= — St VGH-TuViGHGY . (3.20

OI“B is the effective action of the RW universe derived in
Sec. IIT A. We will show that FB vanishes and the only
contribution comes from zl“ﬁ Now in (3.19)

IFB: —itr[a _2Bij8fajég(x,x')]
. 3 —pils
:—itr/}’fzfds fdd_]pa,vaje*p'se Po
XeAazseip-lx~x')f(p0’s) ,
(3.21)

where f(pg,s) can be expanded in powers of the proper
time. For d =4, the three-dimensional integral in (3.21)
after taking the coincidence limit gives

f d3PPin€_pis"j=0 unless i = .
For i =}, this yields

(d—1)/2
(3.22)

However, since tr3=0, thls implies IFB 0. There are
two second-order terms in FB Denote the first term in
(3.20) as

TpVy)=——tr(V,G )
= —tr BB —B*B:3,9;) (3.23)
and the second term as
PaV2)=— itr( ViGYViGY) . (3.24)

The first term in (3.23) is of the same form as (2.29)
and can be treated accordingly. The second term in (3.23)
has an integral over p which is again nonzero only
when i=j. Integration over p gives a factor of
[(d—1)/2s](m/5)9=V72 The remaining integral over
proper time s is in the form

J=———— Ef

(277)d“B

(d—1)/2 )
g2s —Po’s
e ase 0 f(PO)S) .

(3.25a)

Expanding J in a proper-time series J =, J;, where J;
are of the ith proper-time order, we have
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o2 . ~ . — .
J':WEE f ds s —\d+11/2g —a’s, TR0 i) functions of R, ¢, and their derivatives. The integrals J;

(4 (i =0,2,3) under high-temperature expansion are given in
(nosumon i) . (3.25b) Appendix B as [Egs. (B13)—(B15)]. Collecting the result
Here the coefficients ¢; in the proper-time expansion are for both terms in (3.23) from Appendix B we get

] 2 B 1 |7 o 1 1 a? 3D 3 E ||la
YgVy)=— = T C | Zpli4==_2 2| &
ptV2) a* |9 B+ 12 3+2 /32+12 Q+ﬂ- +40[4 a® B
1 a? 4 2 D 22 3) |Q a? 4(87—1) 2
—Q+a*B |14+ == | |Ina =4+ —B|1+ D E | |a*B?
* 6412 3 Q 3 a* p 8(1673) | 3 + 2 a* + a® apB
1 a? y 1 2D
— |- |4+ L ——In4 ~—(y—In4m)B+D(1—1n4 == (2+v—In47)B
3o oy +2 21n17'Q—{- n4m)B + D ( n4r) 377_(+‘y nérr)
2
a o 10 D 1
2 _a’B |1 = — 1,
3272 | 3 “ * 3 ot d—4
where
B =p'B;, Q=pB;BY (shear), and D=M?y=1F . (3.26)
We now come to the second term in *I'gin (3.20):
pV2)=— Ztr(Vl aViGyp) . (3.27)
Written explicitly,
vV =—i [ d*x Bin) [ d BH1)8,9,GHlx",x)3;8,G(x,x") . (3.28)

Now using the thermal Green’s function in momentum space one can reduce this to an integral:
f dd_]piij(p)G(k)pkpl. The only nonzero terms are those containing even numbers of identical indices. Defining

H(777TI')=K4 IZ(Bii)Z +K2 2 2 BxlBj +4 2 /31}/31] =Z 7’ n )K4 ’ (3'29)
i i<j i<j
where
Ky= [ dp\p,* [ dp, [ dp3°Ggp?)
and (3.30)

Kzzfdpllhzfdpgpzzfdp30Gﬁ2(p2)_

As the two Green’s functions G (p) and G (k) in the integral are of two different arguments p,k (although p=k,py£ky
this reflects the spatially homogeneous but temporally nonlocal nature of particle production) one has to perform a dou-
ble integration and summation.

The integrals are treated in Appendix C, where it is shown that K,=3K,. After a proper-time (o) expansion of the
integrand we find

2 3 (= dy , ilpg—qp)n—7")
LoV = 4 (d_lmed fdnzg,k?__,w 040 20 (A 1, +ByI,) (3.31)
[
with (d+1) +l__bd+d
Io(a,b)=—T |— =21,
po=2mm/B, qo=2mk/B . 2 a’-b

Here where
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a’=a’n)+po’, bi=a*n')+qo°, (3.32)
I1,(a,b)
r 1+220—d 2 2
1420—d a—b
= F 1, ;0+2;
(0+1)a'+20—4 l 2 TTET
and

Jo=1,(b,a) (0=2,3),

where F denotes the hypergeometric function ,F; (the
o=1 term vanishes) and A4,B are geometric and
temperature-dependent coefficients. Its structure and
meaning are similar to that of 2['(¥,2) which is the dom-
inant term in the zero-temperature effective Lagrangian.®
ZFB( V,2) being nonlocal and complex describes particle
production at finite temperature and the red-shifting of
produced particles. Since we have used a quasilocal ap-
proximation for the Green’s function we can only discuss
cases when 7 is close to 1’ for consistency. Imposing a lo-
cal approximation (n=mn') for the exponential factor we
can calculate the diagonal (kK =m) term in 2I“ﬁ( V,2) expli-
citly. This is given at the end of Appendix C. This real
quantity gives the dominant contribution to *I'g(V,?) at
high temperatures (3—0) since the fast oscillations of the
exponential term force all other contributions toward
zero. Results from using local approximation depict par-
ticle production and red-shifting in the high-frequency
ranges and is consistent with the high-temperature small-
proper-time expansion used here or the quasiadiabatic ex-
pansion used earlier.!! The statistical thermodynamic
properties of this system under such conditions are dis-
cussed in Ref. 12.

IV. DISCUSSION

In this paper we have derived the finite-temperature ef-
fective Lagrangian for A¢* fields in the following space-
times: (1) general curved spacetime perturbed from flat
space, (2) The Robertson-Walker universe, and (3) the Bi-
anchi type-I universe with small anistropy. In closing, it
may help to review the conceptual and technical basis we
have assumed in our calculation.

Conceptually, we have drawn upon our earlier studies
on the conditions for thermal equilibrium in dynamical
spacetimes to define a finite-temperature theory. It can be
argued that if particles in the system can interact at a rate
faster than the expansion rate of the universe one can as-
sume that thermal equilibrium can be maintained
throughout. If this were the case, then the requirements
(conformal invariance of the field, including interacting
fields such as A¢* and conformal staticity of spacetime’)
for a well-defined finite-temperature theory can be lifted
and the results obtained here based on quasiequilibrium
are unconditionally valid. However, the above assump-
tion may not always be valid for weakly interacting fields
(such as gravitons, neutrinos, axions) at certain energy
scales (the Planck time) or during periods when particles
are distributed at distances greater than the horizon (as in
certain epochs in quantum or inflationary cosmologies).
Under these conditions the particles are essentially free

and questions concerning finite-temperature theory would
have to be addressed in the conditions set forth in Refs. 9
and 10. This is because even in the absence of interaction,
entropy generated from particle production'® (at spacelike
separations) can disturb any equilibrium state present. In
this sense, the conditions we assumed are the weakest of
all. We have used these conditions as a guide to con-
structing finite-temperature field theory. In Sec. II where
we discussed curved-spacetime effects using the local
Riemann coordinate expansion off flat space, the condi-
tion for maintaining global equilibrium translates to the
generalized mass « being a constant [Eq. (2.16a)]. In Sec.
III where we discussed homogeneous cosmology, the con-
dition is for the conformally related mass a to be constant
[Eq. (3.5)], which of course is strictly satisfied only for
massless conformal fields in RW spacetimes.

Technically we used perturbation theories to consider
more general situations where a finite-temperature theory
is approximately well defined in a quasiadiabatic sense.
These are cases where the background field and curvature
vary slowly. Thus, in Sec. II B we used the quasilocal ex-
pansion on the field and the Riemann normal expansion
on the metric. In Sec. III B with the RW universe as the
background spacetime we performed an anisotropic ex-
pansion on the metric and a corresponding derivative ex-
pansion on the wave operator in orders of the anisotropy
parameter, while using the thermal Green’s functions in
RW space to calculate the effective Lagrangian.

The imaginary-time thermal Green’s function approach
used here, i.e., the use of adiabatic n-particle states and
the imposition of periodic conditions on the imaginary
time at each interval, is only valid in a perturbative sense
described above.

In addition to the quasilocal and Riemann expansion on
the background field and spacetimes, we have also used
small proper time and high-temperature expansions. It
may help to understand the physical meaning of these ap-
proximations by considering the parameters used to
characterize the system. A quasilocal expansion is in the
derivatives of the field d,¢ or metric d,8. Let us denote
by L and T the length and time scales at which signifi-
cant variation in the spatial (inhgmogeneity) and temporal
(nonadiabaticity) dependence of ¢ and g occurs. This is to
be compared with the frequency w or period 7 of the nor-
mal mode of the fluctuation field. The background field
decomposition and the quasilocal expansion are valid only
for T >>r. This is true for slowly varying backgrounds or
for high-frequency modes (thus the quasiadiabatic condi-
tion). The proper time s is a scaling parameter on the
generalized mass a. Small s gives the local behavior from
the high-frequency modes while large s gives the global
behavior or that of the low-frequency modes. Thus a
small proper-time expansion is consistent with the quasi-
local approximation. Finally, the temperature factor f3.
A finite temperature theory (in flat space) obtained by
compactifying the imaginary time dimension has topology
S R3. The radius of S! is equal to 3 which is small at
high temperature while large at low temperature. As long
as L >>f3, the quasilocal variation will remain as small
perturbations in the high temperature domain, which is
consistent. On the other hand, the infrared behavior of
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the finite-temperature theory will become important at 1—d

small B due to finite-size effects associated with the zero r|—-

mode (band) of S!. This effect needs separate considera- fold)= 2 _ 2mm (A1)
tion and is the topic of a later paper. For the present O (4@ -2 Po= B

work we are assured that the quasilocal, small proper-time
and high-temperature approximations are all consistent
with each other and with the premises of a finite- = *

temperature theory in curved spacetime. Departures from 2=(m=0+2 3
these conditions would require treatment using nonequili- e m=1
brium quantum kinetic theory or statistical field theories = and defining

in curved space, subjects which are currently under

Expressing the sum as

development.?* o= 3 (a’+poH)d—1"2
k=1
APPENDIX A: HIGH TEMPERATURE EXPANSION: we have
DERIVATION OF EQ. (2.46) 2 1d—1))2
- _ 1
We have for 0 =0 in (2.45): (si=1) Zp=at 1§(Vk)d | ‘W l y , .
1 0
Lbo)=—%fo(d)ﬁ > (@*+poH)d—172 where v=2n/ap3.
m=—oo Performing a high-temperature expansion (8—0) keep-
where ing up to terms O (a*B?):
|

S~ TWVE(l—d)+ 3(d —IWEB—d)+ +(d —1)(d =3~ 'E(1 —€) + - (d —1)(d —3)(d —5)v=3¢E(T—d)] (A3)

with e=d —4 and {(n)=37_,1/k" is the Riemann ¢{ function. Using dimensional regularization and expanding the
coefficient of the pole term §(1—é¢) to first order in €: (€—0)

oF
Fold)=(d —1)(d —3)fo(d), Fold+e)=Fy(4)+ ad" €, (A4)
d=4
we have
1 dF, 1
Fold)=——, —F| =—(y—
o=5—, — » L (y—Inm)

Also v*=1+¢€lnv and {(1—€)=y —1/€. Collecting the finite terms plus the pole terms we have, for d =4,

21 1 o 1 o 1 1 (3) 1 1
Lp=— | —— 2 a‘lna’p* + a*(y —Indm)— a*f— at | ——
po 9 B* 24 B 12r B 64> k 64" 8(32)7* 327 d—4
+O(a3ﬁ3) . (AS5)

—

The term in second order in proper time (oc=2) in (2.45) Repeating the procedure used for L(I;O) we find

18

) i 1 2 L(Blz):_“D‘ L4 Lingip— 2 (23) a’p?
LB2 — _7A2f2(d)ﬁ 2 (a2+p02)(d~5)/2 , (A6) 167 a/3 21 e
k=—oo
where ! 1 1
—5(1=Ind7)— — | ——
: nam) T |d—4 }
5—d
"2 +0(B) (A8)
fz(d)_ (477_)(:1—1)/2 ’ A2:D
Now The term in third proper-time order (o =3) in (2.45) ex-
2 panded up to second-derivative order is
& 1
3= 3 (k)¢S 14+ 3(d —5) | — )
,Zl : vk Ly =—3f3d) 3 (E+pe’F)la®+po>)4=7",

k=—oc

+0 (@B . (A7) (A9)
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where APPENDIX B: EVALUATION OF 2I'4(¥,) IN EQ. (3.23)
r 7;—(1 We now evaluate the first term in Eq. (3.20):

Sld) = a=e - TyVy)=— (VG ), (B1)
Expanding , where

S3=a?" 7S (vk) T 14 +(d —7) # ' +0(B%) Vy=va BB —2a —*B*B,3,9;

k=1
Write
(A10)
we get zrﬁ( V)= 211“5—}—22[“3
1 E 1 F with
pw—_ Lt & 1 1 2
A 167 | 2 0B na’s ZIFBEfddx a*?'Lg
é — < -2 ij
+SHE — iRt =Tt e
- oy —’2—fddxad(n)[ﬁ;j(n)ﬁ"'f(n)]
+E(2+7/—1n477)—7 4—4
xa )G Yx,x) . (B2)
+0(B). (A11)  Using the form for G} given by (2.29), we get
|
3—d
P (BLBY) 2 =
ap - L BiiB 1 S (@ 4pe))d-37 (B3)

12 a4 (477.)(11—1)/2 Bk

=—o0

carrying out a high-temperature expansion in a manner similar to Appendix A we find

i (ByBY)
12 at

S

ZILBZ_

a’lna’B? — %a2(4+7//2—— < Indm) + %az
8w 8w

1 a
38T B 42m)” 1672 74
(B4)

Now consider
2Tg=itra ~*B*B,/3;3,G . (BS)

We first evaluate a,-a,é ?;(x,x') and then apply the trace defined as trF(x,x’)= f d% d%x)F(x,x). In the proper-time
representation

ZS
2rp= [d*xa*(PLg)=i [ dx p*B, ffds—zf —pipyle P e P e =T r (pos) (B6)
We can integrate out the second moment of momenta
ik 3 d—1 —p? 1 ik d— -
B B [ dppipye "=~ (B*Bu) [ d?~ppPe "

and

(d—1/2
E

N

fdd—lppze—p: d—1 (B7)

2s

and get the effective Lagrangian

22L B i (BikBki) 1 1 ds 1 (d—1)/2 o _pozs
=y e ame g2 I T e (B8)

a
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Define proper-time integral:

(d—172
1 1 ds 1 a2y —P %
s L e,

where

a?=a (m)[m>+(1—=E)84R () + T4 ()]
and

F(po,s)=1+452M>y — 353+ M**+po*M*y) 40 (s*) (B10)
expanded up to second derivative order with M?2,y,8 defined in (3.10). Expanding J in a proper time series:

Zpoks
J:?Ji, J":a;)uil——l)/zéz f dss—d+1/2—a’, TP0%0 50 (no sum on i) , (B11)

where the coefficients ¢; are functions of R, @, and their derivatives. Performing the s integration:

2p+1—d

2
2, — s
f dss(lp—l—d)/2e—a o Po -T 5

(Cl +po )a' 2p—l)/2’

with p the proper time order, we get

__ L2 J1 3 2 2(d—1)/2
JO_ (417.)(d—l)/2 Bkzw(a +Po ) . (B12)
()

This has the same form as L g in (A1), with high-temperature expansion given by

BB |72 1 1 o> 1 a 1 (3)
27 () r . _ -2, 2 a‘lna®B + 4y —Indm) — a’p?
U I e Yo Py Sy kI e
1 .| 1
. - (B13)
22" |d—4
Likewise J, is of the same form as L([,!Z) in (A6). Thus
i M? 11 1 g 1 1
22 ik Y 22 2m2
Lo —(— ‘ 1 X (1—1n4 — Bl4
e =B B " 3 Tor ap T NP s P T et |44 (B14)
Similarly for J; which is similar to L, in (A11), with E =+M*8? and F = TMZ v we have
B*Bri 1 & ) F 1
2p i | E 232 (E —3Fa)B2+ 2 (2 —Ind7) — — B15
83 ()16(1 2Aﬂ3ﬁ+ aBe+ P 2ot)/1’+41r( +y —Indr) oyl b (B15)

Finally collecting terms in
2Te(Vy)= [d*xa* CL(V))
and using the notation
B =B"*Bu, Q=p;B"(shear),D =M’y =3F ,

we get for the term in 2L g containing ¥, in (3.20), Eq. (3.26).

APPENDIX C: EVALUATION OF *T'g(V,2) IN EQ. (3.24)
The second term in ZFB:
pV )= — itr( ViGYV,G 9

where tr acts on (7,x,, ... ,xy_,) through f d% a%n)[ ]. Written out explicitly, (3.24) is

2Pa(Vy2 _——faxdd(n)fdd’d Vi1)G Yx,x)V1(0)G Yx',x)] , (C1)
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where
V\=2a"f3;0,9,
Substituting
G 0[,v(x —x")=|a (n)]lkd/zG?;(x —x")a(n)]}—4"?

and

’ 1 1 — ip(x —x'
Gj(x —x )=(~£;)T_T—Efd" 1pe?*—XGp(p),

[subscript x means that coefficients in Gg(p) are evaluated at x (here they depend only on 7)]. One gets

v =—i [ di [ d¥%'[B;(1)3;8;Gp(x —x")[Bu(n'13;d;G hlx'—x)]
_(27724 2fdd fdd ’ B ]ﬁ” zfdd_l —pip;)e? > T Glglp)y
X B3 [ d?q(—gqrg)e 9> *GYiq), . (C2)
Using
J a?xret P == gy 18! —g)

(where X denotes d — 1 dim vector) this reduces to

i(po—qp)n—mn") _ —
TVt = ),, cak [an | — |BynBuZ S [ d? ppipprpr)e’ T G RB.po)yG p(Bg0)y -

(C3)

In the momentum integrals, only terms containing even numbers of identical indices are nonzero. These are of two
types:

Ky=[dpip,* [d?7% (°Gg)), Ky= [dppi® [ dpaps? [ a4~ 'p(°G Y, (Cda)
where

°G g2 =G 3(P,po)nG 3(P.90)y (C4b)
Performing the summation over the indices:

Ly, = _’_1 [ [ dy ]22 P00 b () (C5)
where

H(n,m')=K, [E(B,-")’-]Hg 23 (BB +4 2(/3'7'[3,-,)] : (C6)

i i<j i<j

The dependence of Gg(p,py) on p is only through e ~r’_ Thus [from now on p is a (d — 1)-dimensional vector]

(d+3)/2
f dp1p14fdd—zpe~pzs:%(ﬂ)(d—l)/2 ; ) (C7a)
1 (d+3)/2
[ dpip? [ dpaps? [dpeP=4(m)d 12 [; : (C7b)
= K,=3K, and H(n,7')=Z(n,m")K, (C8)
with
Z(nm)= 23 (BB +4 3 (BBy)

i<j i<j

2B ] +3

which depends only on 77 and 1’. Now the expansion of GOB(p,pO) up to second-derivative order is
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GYp.po)= [ dse e P 01 452M2y — L5IM82 — L5p,2M2y) (C9)
where ¥ and 6 are geometric factors defined in Appendix B and
() =aX(m[m>+(1—E)ER () ++A6 2],
G3(p.po) GB Pq0)y f fds dre—a's+n _"'(S“e_p"zseAqozr.
XL+ (M2 )ys+ (MPy )yr > — 5 (M*67),5° — 5 (M*8%),r° — 5 (M?y),po’s®
— (M) q0%r] . (C10)

In evaluating K, after performing the momentum integration using (C7a) we obtain integrals of the form

a2:a2(n)+p02 ,

a Se —b2r
I(ab)= [ M—s", 0:0,2,3[

r—}—s)‘d“)/ b2=a2(77')+q02 ,
Io=—T |- (d;”) “d;:i;m : (1)
r 1+2;'—d 2
e L 1+22"_d;a+2;“2;'2b , 0=23.
F is the hypergeometric function ,F,. Putting everything together
ZrB<V12):(Ai>i—(£—T—jf dix [ dn'Z(n,n) % kz ¢! P00 é Ayd,+B,J,), (C12)

where A,,B, are the geometric and temperature-dependent factors of proper-time power ¢ in (C10). Also
po= 2mm o= 27k
0 ﬁ > 0 B >

Taking a local approximation (7=n’) for the factor e27/Bm —K\1=7") we can calculate explicitly the diagonal (k =m)
term in 2I‘ﬁ( V,2):

and J,=I,(b,a) .

1+20—d
2

(0.+1)al+20—d 4

r

Iolm —k)y_py=T 0=23. (C13)

—n ad—1 I,(m=k)y_,=

2

Define Q (n)= f dn'Z (n,7m'). Assuming in the quasilocal approximation 7’ is close to 7 [this is the approximation for
G(x,x") we used] and expressing the effective action in a proper-time series

Mgvy?) zr =To+T,+T3, = [d*xa’L
<o

we get for

(—1i) 3
Lo=— 7T(d—u/zg

S 1. (C14)

m=—oco

1
B

Carrying out a high-temperature expansion for 2 as given in Appendix A up to O (a*$?) we have

31Q77-1 1o 1 d 1 ot 1 ot 5, E3) 1 a1
Lo= — + =" “(y— na?p? — aB— 2
° 244|905 248 127 g 1602 B 641 B s 8(32)7* 3272 B |d—4
(C15)
Similarly for
2
3(—1) Q 2A2 5—d d—5 2 2 2 2mm
La= qami o7 o |7 | |30 T [52 [Za ™ where da=ary, ai=aty |22

Using the results for =, in Appendix A we get
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oMy 1 1 1. 5,5, &3) , 1 1 1 1 1 5
—(— — -1 - ——(1—Indm)— — = |— | |+0(BY
La=(=007 3" | 16x a32‘+32772/3naﬁ seht B~ 167 B F
(C16)
Finally
(=) Q 1 7—d a7
b= am @172 o Ef] PR ) %"a ’
where
Agz—%(M“Sz—kszpoz) :
Using 2; from Appendix A we get
L Q 1 3F 52 1 3E&3) 9F&(3) ,, 3F 1 5
Li=0)—= |— —|——2+ —Ind7)— + - a‘f———|— | |+0(
=07 8 o 16 B @B v B 32 sar P %r B |d—s h
(C17)
where
E=+M?%* F=3M%.
Collecting these terms we have, with *I'g(V?) = f d*x a*[*Lg(V,?)]
2 z__-_Q__LLa_ziLsLB_ELLiztml)ilzz
LeV==0 e 0 s 168 T8 |7 T ara @ |8 16m |87° 2 gnep
3|3 5 DI, 1 3, D 1
- ——a— = Bt —— | = —1In47)+ = (1—Indm)—4D (2 +y —Indm) | —
870 | 64m 2 [Pt e |5y @ (v Indm) (1 —Indm ty—indmig
1 3. |1 1 1 1
—— | —a*— |4+ = D|=|— |, (C18)
tor |4 |7 T2 Jﬁ

where D =M?y, and Q = f dn'z(n,m'). The temperature-dependent ultraviolet divergence in the last term which does
not have a counterpart in zero-temperature theory arises from the nonlocal kernel in 2L (V12) at finite temperature. We

will discuss this point in Ref. 36.
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