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The momentum-space correlations for n bosons emitted by a source distributed in space and time
are discussed in the context of intensity interferometry for identical pions. The Metropolis algo-
rithm is used to generate events containing such correlations to all orders via a Monte Carlo tech-
nique. Direct calculation of the probability for multiparticle correlations is practicable for n-body
states up to n ~20. Beyond this, a method which samples the symmetrized n-body probability must
be used. It is observed that the traditional pair-correlation function is distorted for events with high
phase-space density in a fashion consistent with the results of a simple model calculation.

I. INTRODUCTION

The use of intensity interferometry to study hadronic-
source sizes is by now a well-established technique of
high-energy physics. Typically, the two-particle correla-
tion function is generated as a function of the relative
momentum between the two (like) particles. This quantity
is directly related to the Fourier transform of the density
distribution for the source of these particles, thus permit-
ting the extraction of the source size and lifetime.

In principle, the extension of such methods to more
than two particles is straightforward. Experimentally,
this is seldom done, since pion multiplicities in typical re-
actions are sufficiently low that the probability of finding
three or more like-charged pions in the same region of
phase space is negligible. (Given that the pion is the most
abundant boson produced in hadronic reactions, I will
confine my attention to pions in this paper.) Recently
Willis! has emphasized that pion abundances in the col-
lision of two large nuclei at high energies are sufficiently
large that multipion correlations (that is, correlations that
are not the product of simpler pairwise correlations) are
no longer small. In the limit of very large multiplicities,
the appropriate technique then becomes speckle inter-
ferometry, i.e., the study of phase-space clustering of large
numbers of pions.

It is therefore of some interest to have a method where-
by typical multipion events can be generated that explicit-
ly exhibit all correlations induced by Bose statistics. Pre-
vious efforts® while dealing with much more complicat-
ed dynamical systems than the simple source considered
here, have typically limited themselves to producing only
the pairwise correlations by weighting events. This paper
presents two Monte Carlo procedures for generating
events of unit weight that incorporate these correlations to
all orders.

The organization is as follows. Section II provides a
simple introduction to the relevant features of the n-pion
state. Section III describes both the algorithm used to
generate the n-pion state, and methods by which the vari-
ous probabilities may be efficiently calculated. Results
are presented in Sec. IV, while potential methods for
analyzing the correlated events are discussed in Sec. V.
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Conclusions and indications for future research appear in
Sec. VI. Analytic results for the distortion of the pairwise
correlation function by the higher-order correlations are
presented in an appendix. An earlier version of this work
appeared in Ref. 4; this paper extends and to some extent
supersedes the material presented there.

II. n-BOSON INTENSITY INTERFEROMETRY

This section reviews the basic properties of a n-pion
state arising from a source distributed in space and time.
Although some portions of this discussion have been
presented elsewhere (see, e.g., Ref. 5), it is included both
for completeness as well as for clarity in establishing nota-
tional conventions. We begin with the canonical deriva-
tion for the case of two pions, then consider the appropri-
ate generalizations for multipion states.

Assume that a pion of momentum p, is detected at x,
and momentum p, at x,. If the source of these pions has
a space-time distribution given by p(r,t)=p(r), the prob-
ability of such an event is given by

Pio= [ |9, x1x550172) | (e plro)drdr, . (D)

where W, , (x1x,;r1ry) is defined as the amplitude for a
pion pair produced at r; and r, to register in the detectors
in the prescribed fashion. In general we are unable to
determine which pion was emitted at », and which at r,,
so that we are required by Bose statistics to add the am-
plitudes for the alternative histories, as shown in Fig. 1.
Regardless of the production mechanisms for the pions, if
we assume that their emissions are uncorrelated and that
they propagate as free particles after their last strong in-
teraction, we have, for \I}plpz(xl-XZ;rhrZ),

\l’p‘pz(xlxz;rlrz)

_ 1 (eipl(xl—r1>eipz(xz—r2)
V21

py(x;—ry) ipy(xy—ry)
e]l 2e22 l).

—+

(2)

Evaluating the squared wave function and performing the
integration in Eq. (1) leads to
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FIG. 1. The two alternate histories which contribute to the

detection of a pion with momentum p; at x; when the pions
arise from an extended source.

.@12=1+|?12l2’ )
where
Fy= feiq"xp(x)d“x, 9ij =pi —P;j - “)

In all of what follows we will assume that the 5 ;’s are
real, which in turn implies that we must have
p(r)=p(—r). This requirement is necessary for the effi-
cient calculation of the multiboson state, but does not
present too stringent a limitation on the allowed range of
source density functions.

The extension of this approach to the n-pion state is
straightforward. First we adopt the notation {x} for the
set of all x;, i=1 to n, and similarly for {r} and {p}.
The n-pion state for the detection of p; at x; is then

\I/“,]({x};{r})

EPx zexp —i zpl Yo(i)

i=1

= exp , (5

where o(i) denotes the ith element of a permutation of the
sequence {1,2,3,...,n}, and the sum over o denotes the
sum over all n! permutations of this sequence. The result
of integrating over the set {7} of all allowed source points
is then given by

P12 n= 2 F 1,007 2,000 F motn) (6)
g

=per{F}, )

where the notation per{.# } denotes the permanent of the
matrix % ;. The permanent of a matrix is similar to the
determinant, except that successive permutations always
contribute with the same sign, rather than alternating
signs. (Had we been dealing with fermions, this result
would in fact be a determinant, much like the Slater deter-
minant of a multifermion state.)

At this point, a simple example may help clarify the
formalism. Consider the source density given by

21 3 e—rz/RZ—tz/‘r'2 . (8)
T°R°T

The corresponding %

plr)=

& with respect to q is given by

e—(1/4)|q\2R2—(1/4)q0 2

Flgq)= 9

For a three-pion state, the general expression for the rela-

tive probability is given by
Piy=1+ | F |+ | F 132+ | F 5 ?
+2RC[.§“12‘9~23-§731} . (10)

Using the form for .# found in Eq. (9) (and ignoring the
temporal degrees of freedom for simplicity) we obtain, for
the three-pion probability,

—(1/2) 2R2 —(1/2)]q4]2R?
la,| +e 131

.@(3]214—8

e—(1/2)\q23\2R2

—(1/4)(|qy, | 2+ | ay31 2+ | q3; | 2IR?

+2e (11)

(This is just a special form of the more general results ob-
tained in Ref. 6.) Note that as all three relative momenta
become small, the value of this expression approaches
6=3|, reflecting the fact that the three pions are increas-
ingly likely to be in the same state. This is of course not a
property of our Gaussian source parametrization, but is
true in general for the expression found in Eq. (6), since
the normalization of p(r) requires that #;;(g¢ =0)=1.

As n, increases, the expansion of Eq. (6) into a form
like that of Eq. (11) becomes correspondingly more com-
plex. Varlous powers of the #;’s will be present (from
FOto.#™), with the number of terms proportional to .F*
equal to M (k), where M (k) is the number of ways of ob-
taining a permutation on n, elements having exactly
n,—k fixed points. In general, M (k) is given by

n‘ﬂ
k

n,!
dkzi—”—, (12)

M (k)= e (n,—k)

where d; is the number of derangements’ of order k,
given asymptotically by dy~k!/e. For n,>2, k>2,
only a small fraction of the terms of order .#* result from
the product of pairwise exchanges (this is addressed quan-
titatively in the Appendix). It is the purpose of the next
section to develop methods capable of inducing these
higher-order correlations.

Before doing so, we present a heuristic argument to
describe the phase-space distribution of the n-pion state.
Since the presence of k pions in a phase-space cell in-
creases the probability of placing another pion in that cell
by a factor of k, we expect a clumping of the pions on the
scale of a few units of phase space. Furthermore, if the
pions are fluctuating into a given cell, they must be de-
pleting some other cell(s), leading to a domain structure in
phase space. Dimensional considerations indicate that
pions with 8p <1/R will be within the “range” of this
enhancement factor. If we restrict ourselves to a very nar-
row bandwidth in |p, |, the relevant phase space is then
simply the angular one, so that 86 ~8p/p ~1/pR, and
(provided that 86 << 1) the fraction of solid angle occu-
pied by one clump (henceforth referred to as a speckle) is
84 ~m(86)?/4m. Thus, the number of speckles should be
proportional to one over this fraction, i.e., N, ~ (pR)?%.

Such considerations are well known in the context of
optical speckle interferometry.® This technique enables
one to obtain the image of a star by measuring the power
spectrum of photon speckles seen (in a series of exposures
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taken with a time short compared to the characteristic
time for atmospheric fluctuations) in the telescope aper-
ture. The distance scale d for speckles is given by
d =A/a, where A is the wavelength of the light and « is
the aperture. For an aperture of linear dimension D, the
number of speckles is (D /d)?>. To translate this into the
particle domain, we note that a =R /S, where S is the dis-
tance from the source to the detector and R is the size of
the source. This leads to

pRD |

Ns= 27 S

which has a simple interpretation as the total number of
phase-space cells intercepted by the telescope aperture.

III. MONTE CARLO METHODS FOR BOSONS

Suppose that one has an n-particle state consisting of
the n momenta p;, i=1 to n, where the p; are each
picked independently from some distribution dn/dp.
The results of the previous section demonstrate that if the
n particles are like bosons, the n-particle state is then no
longer given by n samples of the single-particle momen-
tum distribution. That is, the presence of a particle in
some region of phase space makes it more likely that
another particle will be found “nearby,” where the scale
for “nearness” is set by the (inverse) source size. This sec-
tion will describe the basic algorithm used to induce such
correlations on a set of initially independent vectors.

The approach used is the standard Monte Carlo tech-
nique due to Metropolis.® This is a general method which
allows one to generate an ensemble of n-body configura-
tions according to some probability density. That is, the
probability of a given configuration in the ensemble is
precisely that given by the probability density used to gen-
erate “successive” configurations. In the context of the
present problem, the algorithm may be stated as follows.

FOR i =1,n,
pi<dn/dp
Poa=21{p1 " Pi"" Pn,}
Poew=2{p1" " Pi " Pn,}

ACCEPT p; with probability=min{1, P, /Poq}
NEXT i

where the probability of a given set of momenta is written
as Pog=2{py" " pi* " Pn,}- [lts value is given by Eq.
(6).] Since a straightforward application of this expres-
sion requires the evaluation of n! terms, it is obvious that
a more intelligent approach will be necessary before ap-
plying the Metropolis algorithm to states with n, > 10.
Various methods of circumventing this problem, and
therefore avoiding the factorial growth in calculating
Pipy-pi p,,”}, will now be discussed.

There is a general algorithm for the efficient calculation
of permanents due to Ryser. The method here is a modi-
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fication of Ryser’s algorithm given by Nijenhuis and
Wilf'® which requires for an n X n permanent on the order
of n2"~! operations rather than the n-n! operations im-
plied by a straightforward calculation according to the
definition of Eq. (6). Their algorithm may be stated as

per{F}=(—1)""123 (—1)I5I H (f,-+ 29‘,»,-] ,
N

i=1 JES
(13)
where
n
fi=Fin—37 > Fij» (14)
j=1
S denotes all subsets of the sequence {1,2,...,n —1} and

| | is the number of elements in a given subset. Essen-
tially, this prescription forms all n products of the row
sums of %, with appropriate minus signs to remove terms
that appear more than once.

Even though the above algorithm for an nXn per-
manent is faster by a factor of roughly 2(ne/2)" over
direct computation of the permanent, the execution time
still grows exponentially with n,. Efficient calculation
for states with n, > 20 require a different approach, based
on sampling the probability density given by Eq. (6). This
method, first introduced by Ceperley et al.!! can be
viewed as a random walk in permutation space as well as
momentum space for the system. Alternatively we may
think of it as using the Metropolis algorithm to sample
each term of Eq. (6) with a probability for a given term
proportional to its average value. The sampling procedure
may be written as follows.

FOR i=1,n
First move in momentum space:
pi<dn/dp

Pr,}

T

Pn_}

T

Poa=Z{p1 - pi -
Prew=2{py """}
ACCEPT p; with probability=min{1,P ., /P.q}
FOR k=1,n_ ki

Now move in permutation space:

Poy=Fi 0y kotk)

Poa=F 00 kot

SWAP o(i)«>o(k) with probability

:min[l:Pnew/Pold}
NEXT k

NEXT i

In the above we have written o~ (i) to denote the inverse
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permutation, such that 0~ ![o(i)]=i. Note that the trial
permutation is simply given by pairwise exchange of the
current permutation. In this sense, we have a connected
random walk in permutation space. The only particular
advantage to this scheme is in terms of computation time,
since all but two of the factors in a given term of
‘9—‘-1,0(1)‘?2,0’(2) ot ‘/o_n,o'(n) remain unchanged, so that all
but the affected factors cancel in forming the ratio of
P to Pyy. If execution time (and numerical accuracy)
were not a consideration, an entirely new permutation
could be selected for each test.

To visualize how the pairwise exchange of permutations
explores the various terms in the expansion of Eq. (6), we
present in Fig. 2 a schematic representation of one sweep
for n,=9. Each pion momentum vector p;, i=1,9, is
represented as a point in (angular) phase space. The terms
F i.0(i) corresponding to a given permutation o are shown
as arrows from pion 7 to pion o(i), except for unit permu-
tations .%¥;, which are drawn as circles around the ith
pion. While the largest single term in the expansion of
Eq. (6) is of course the unit permutation o(i)=i, the num-
ber of terms corresponding to higher-order permutations
increases according to Eq. (12). Those more complicated
configurations that “minimally span” the space with the
“metric” % ;; are then those that are preferentially con-
sidered by the Metropolis algorithm. Figure 2 shows how
pairwise exchanges can lead to a permutation sequence
that produces links that make explicit the clustered nature
of the pions in this event.

Finally, it is interesting to note that the historical ori-
gins of generating Bose-correlated states via Monte Carlo
simulation date back to the earliest work in this field, that
of Goldhaber, Goldhaber, Lee, and Pais.!?> These authors
evaluated two-particle distribution functions over mul-
tiparticle states by evaluating integrals over the correla-
tions induced by Bose statistics. They considered an ex-
tended space-time source quite similar to the one chosen
here (see below), while their integration method consisted
of the usual “‘hit-or-miss” technique. The Metropolis pro-
cedure allows us to evaluate the same sort of distribution
functions directly over the events themselves; but in reali-
ty consists only of another prescription for evaluation of
the phase-space integrals encountered in these calcula-
tions.

IV. RESULTS

In this section we present some of the properties of the
Bose states generated by techniques described above, and
examine the convergence properties of the two algorithms.
Results obtained by exact evaluation of the permanent
with Eq. (13) will be referred to as the RWN result (for
Ryser, Wilf, and Nijenhuis), while those obtained by the
Monte Carlo evaluation of the permanent will be labeled
as CCK results (for Ceperley, Chester, and Kalos). First
we will briefly discuss the choice of momenta and source
size appropriate for heavy-ion collisions at proposed
colliding-beam facilities. 13

Simple considerations lead one to expect that central
collisions of equal-mass ions produce (in the central rapi-
dity region) A times the particle density for pp collisions

3399

at the same V's per nucleon,'* where A is the atomic mass
of one of the ions. Given that typical rapidity densities
for like-pion production in pp collisions at Vs ~ 100 GeV
is about one, we then expect on the order of A4 like pions
per unit of rapidity for colliders in the 100-GeV per nu-
cleon range. Similarly, the transverse-momentum spec-
trum in the central region is expected (in the absence of
dramatic new effects) to resemble that obtained in pp col-
liders, i.e.,

_dLO:pte—ZPI/(pt) , (15)

dp,
with (p,) ~300 MeV/c. Finally we assume that source
sizes will scale as R ~A'/3 fm (at least in the transverse
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FIG. 2. A schematic representation of the RWN algorithm.
The left-hand side contains a series of configurations, updated
first in momentum space (a) and (b), then in permutation space
(c)—(e). On the right-hand side is the current permutation o,
and the ratio of probabilities that determines the acceptance of
this step. The arrows over the permutation sequence indicate
the exchanges or updates for generating the next configuration.
See text for further details.
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dimensions), leading to R ~6 fm for U-U collisions.

It is not our purpose here to provide a realistic parame-
trization of the complicated source dynamics expected in
a very energetic heavy-ion collision. Instead, guided by
the above considerations, we wish to select source parame-
ters appropriate to the characteristic scales of the problem
(there are more than one, as we shall see below). There-
fore, we will take our canonical source as given by Eq. (8),
with R =7=6 fm (thereby completely ignoring the issue
of longitudinal growth!®). We assume an isotropic source,
but restrict all pion momenta to the region
| pr| =300£15 MeV/c=po+Ap, so that the actual value
of 7 is not important. The value chosen for the range in
the magnitude of momenta is such that Ap ~1/R, con-
sistent with the discussion of Sec. II. These parameters
will remain fixed as the number of pions in an event is
varied from n,=10 to n,=500. These values nicely
span the actual number of pions expected (~70, in the
central four units of rapidity for 100 GeV U + 100 GeV
U collisions and the above-mentioned value of Ap). This
then allows us to study the efficiencies of the CCK and
RWN algorithms as a function of n, in the regions of in-
terest for future applications.

In order to assess the performance of the two algo-
rithms, a quantitative measure of the Bose correlations is
required. While ultimately we will be interested in event-
by-event information, for now we will consider a measure
evaluated over a subsample of the ensemble of events gen-
erated by the Metropolis method. Specifically, the pair-
correlation function C,(|q]|), given by

Cllq])= {dn/dq)eon _ A(q) , (16)

(dn/dq) e B(Qq)

will be calculated as a function of the number of sweeps
from the initial configuration. [The pairs used in the
above expression are restricted to gy <20 MeV/c, so that
C,(|q]|) may be regarded as a function of q only.] In
the above expression, the angular brackets refer to aver-
ages performed over the relative momentum density of a
large number of events. The events in the numerator are
some set of sequential events generated via the Metropolis
procedure, A4(q), while the denominator is simply the
same average evaluated for randomly distributed pions,
B(q). If in fact this subsample is distributed according to
the permanent probability distribution given by Eq. (6),
the expected form for C,(|q|) is

C(lql)=1+|F(q@|?, (17)

where .# is given by Eq. (9). (This form assumes that the
phase-space density of pions is much less than unity.
Corrections for higher densities are discussed later in this
section and in the Appendix.) Thus, by fitting C,(|q|)
to the form

—qZRjz/Z

Cy(|q|)=all+Ae ), (18)

we can examine the dependence of the parameters A and
Ry on the number of sweeps, and thereby determine the
convergence properties of the CCK or RWN algorithm.
Figures 3 and 4 show the dependence of R and A on the
number of sweeps for n,=10 and n,=15, respectively,
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FIG. 3. The dependence of R and A in Eq. (18) on the num-
ber of sweeps for n, =10 using the RWN algorithm.

both using the RWN algorithm. It is clear that fewer
than 1000 sweeps are necessary to obtain the equilibrium
values of these parameters, and that the values extracted
are consistent with those used in generating these events.
Furthermore, the value of the parameters are stable with
respect to the number of sweeps, so that the effect of an
“abnormal” event does not persist for many sweeps [the
fluctuations in A for the n, =15 case result from the very
small number of pairs used to generate C,(|q|), cf. Fig.
8].

Such stability is not present in the CCK method for
this system, as may be seen by examining the correspond-
ing distributions (for n,=15) presented in Fig. 5. While
the average value of R and A may be correctly represent-
ed, the fluctuations clearly dominate the signal. This re-
sults in part from the fitting procedure used to obtain
these parameter histories, where Poisson-distributed, un-
correlated errors are assumed. Examination of one of the
temporary C,(|q|)’s generated by this algorithm (Fig. 6)
show that this is not the case: the error bars ascribed by
the usual V'n are obviously too small. This is in contrast
with the corresponding distributions for the RWN pro-
cedures (Figs. 7 and 8), which are clearly well behaved,

2.0 T T T T T T T
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0.0 t t + + —+— t t
8F + <+ .
T o4 +
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24
2 r —~
0 1 1 1 -l 1 1 1
o] 500 1000 1500 2000
NSWEEP

FIG. 4. The dependence of R and A in Eq. (18) on the num-
ber of sweeps for n,=15 using the RWN algorithm.
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FIG. 5. The dependence of R and A in Eq. (18) on the num-
ber of sweeps for n, =15 using the CCK algorithm.

even though the RWN function contains far fewer events
than the CCK function (~240 vs~ 10*). Figure 9 shows
that the long-term (3 10° events) averages using the
CCK method do indeed converge to a correlation function
of the proper shape, although again the fluctuations great-
ly exceed those expected from Poisson statistics.

It is natural to assume that these fluctuations result
from nonergodicity in the sampling of the permanent re-
quired by the CCK approach. What is surprising to learn
is that increasing the pion density (that is, increasing n,
at fixed py and R) improves the effectiveness of the sam-
pling procedure, despite the factorial growth in the num-
ber of terms to be visited. The empirical evidence for this
is presented in top and middle portions of Figs. 10—12.
(Note that the horizontal axis is different for the three sets
of figures.) It is readily apparent that as n, increases, the
fluctuations in the fitted parameters decrease.

This may be understood in terms of a “hopping proba-
bility” between classes of permutations. The considera-

FIG. 7. The correlation function C,(|q|) generated via the
RWN algorithm for n,=10.

tions of Sec. II leading to Eq. (12) indicate that number of
higher-order terms in .%¥ increases very rapidly. However,
in order to sample them freely, we must have

ng

k+1

d 1 F* 1~ "7 |d T (19)

for as many values of k as possible. Using the asymptotic
relation dy ~k!/e, this can be reduced to (n,—k)¥ ~1.
Finally, it is straightforward to show that the angular
average of .#;; (for a random distribution) is ~ 1/(pR)?,
so that a “good” calculation will satisfy n,—k ~(pR)?.
Since we are moving in permutation space by pair ex-
change, the most crucial steps will be in moving away
from low values of k, leading to the condition
h,~(pR)*~80 for our chosen values of p and R. Inspec-
tion of Fig. 10 supports these arguments: there is a quali-
tative change in the stability of the fit parameters as n is
increased from 15 to 100, as expected from Eq. (19). This
change occurs just as the fraction of terms involving
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FIG. 6. The correlation function C,(|q|) generated via the
CCK algorithm for n,=15.

FIG. 8. The correlation function C,(|q|) generated via the
RWN algorithm for n,=15.
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FIG. 9. The correlation function C,(|q|) generated via the
RWN algorithm for n,=15, averaged over 300K events.

higher-order permutations becomes large, as shown in
Fig. 13. This figure plots the fraction of permutations of
length 3 or greater versus the number of pions (these are
the permutation terms that cannot be reproduced by algo-
rithms that compute only the product of pairwise ex-
changes). Note that this figure shows not simply the
number of such permutations as a function of n,, but
rather their importance (i.e., weighted by the appropriate
factors of .# ;) in the expansion of the permanent.

The condition that n, ~(pR)? is equivalent to a require-
ment of about one pion per phase-space cell. Here we
have assumed that the momentum band is restricted to
Ap ~1/R, so that the number of phase-space cells

Vamp?Ap /(2m)3 ~(pR)? .

One consequence of such high phase-space densities is
that the simple form of Eq. (17) is lost. In the Appendix
it is shown that the characteristic result of the high-
density limit'® is to reduce the values of R and A extracted
by fitting the pair-correlation function to the form of Eq.
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FIG. 10. The sweep history of A, R, and k using the CCK al-
gorithm for n,=100.

FIG. 11. The sweep history of A, R, and k using the CCK al-
gorithm for n,=250.

(18). This effect is clearly visible in Figs. 10—12. For in-
stance, the fully developed n-body correlations for a
source with n, =500, R=6 fm, p; =300 MeV/c lead to a
two-body correlation function whose width corresponds to
a fitted radius of Rg =3 fm (Fig. 14).

A second consequence of high phase-space densities is
that the expansion of the permanent is increasingly dom-
inated by higher-order permutations. It is a simple matter
during the execution of the RWK algorithm to monitor
the length of each cycle in the current permutation se-
quence. Empirically, it is observed that the fraction of cy-
cles of length greater than two is roughly given by the ex-
pression

No

—T . 2
n,+ 160 @0

f>2251n 1+

Although the form of this dependence is suggestive (the
parameter 160 is of the same order-of-magnitude as the
number of phase-space cells), we are unable to provide an
argument leading to this result. Nonetheless, the implica-
tion is clear: modeling the pion correlations to high accu-
racy in heavy-ion collisions at high energies will require
the inclusion of higher-order correlations.

We close this section by comparing the efficiencies of
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FIG. 12. The sweep history of A, R, and k using the CCK al-
gorithm for r,=500.
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FIG. 13. The fraction of permutation cycles of length 3 or
greater as a function of .

the RWN and CCK algorithms as a function of n,. Tim-
ing tests'? indicate that the time per sweep for the RWN
method is given by

TrRwN = (10 SCC)XU"Z"“—IB , (21
while the time per sweep for the CCK calculations is
2

"7 | sec . (22)

TCCK =~ ’—5 0

Even though the previous analysis indicates that the CCK
algorithm requires far more sweeps than the RWN
method to obtain ergodicity, it is clear that the power law
must win out over the exponential at some value of n,.
For example, assume (very conservatively) that the CCK
algorithm requires 1000 times as many sweeps to generate
events of statistical significance comparable to those of
the RWN method. Then the above scaling laws indicate
that the CCK calculation is more efficient for n, > 18. It
is fortunate that this trade-off occurs precisely where it is
most needed, i.e., at the point where RWN-based calcula-
tions being to take ~24 hr of CPU time. Given that the
RWN algorithm requires an order of magnitude more
time for every 3 or 4 pions, it is obvious that even extraor-
dinary advances in computational speed prevent its exten-
sion to states with n_ > 50.
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FIG. 14. The two-body correlation function C,(|q|) for
n,=>500. The fitted parameters are A=0.6, R=2.9 fm.

V. GLOBAL EVENT FEATURES
AND IMAGE RECONSTRUCTION

This section examines the fluctuations in phase space of
the Bose-correlated states from the CCK algorithm, and
briefly discusses how such information may be used to ex-
tract details of the source distribution. The heuristic con-
siderations of Sec. II lead to the expectation of “large”
fluctuations in the phase-space distribution of the pions in
these events. Visible evidence for this is presented in Fig.
15, which compares the angular phase-space distributions
for a typical correlated and uncorrelated event. It is clear
that the Bose-correlated event is “clumpier” than the ran-
domly generated event.

To determine the significance of the fluctuations in Fig.
15, we have calculated the quantity

~ N n
X2=—o —_—, (23)

where n; is the number of pions in the ith phase-space
bin, Ny is the number of phase-space bins, and 7 is the
average occupancy n=n,/Ng. If each bin contains k
phase-space cells, we expect the distribution of n; to be
given by the negative-binomial distribution for & cells,

P(n)=

k=l py, 24)

with B=7/(n + k), leading to

X¥2=1.0+2+ . (25)
k

Using phase-space bins of size d (cos)d®=0.2x0.1(27),
we find for the correlated event in Fig. 15 that
X?*=3.25=>k=2.2. The statistical significance of this
result may be estimated by standard means!® to be rough-
ly 110, indicating that this event is very unlikely to be a
chance fluctuation of an uncorrelated distribution.

The value obtained for k indicates that each of the 100
bins used in the above analysis contains ~2.2 phase-space
cells. Long-term averages over k indicate that the actual
value of k is 3.0+0.2, so that the total number of cells
available to the pions in our events is ~ 300, rather than
(poR)*~ 80 previously estimated. This is not unexpected,
since the extended nature of the Gaussian source presum-
ably leads to a larger effective coordinate-space volume V
in the number of states ¥ d>p /(27#)°.

The dependence of k& ~! on the number of sweeps is
shown in the lower portion of Figs. 10—12 for
n,=100—500. After a number of sweeps sufficient to
build in the Bose correlations, the average value of k —lig
roughly 0.33, independent of n,, although once again the
fluctuations of this quantity increase with decreasing pion
numbers. The fact that the value of k is independent of
n, indicates that the fluctuations scale with 7 as indicat-
ed by Egs. (23) and (25), just as one would expect from
Bose statistics.

It is of interest to examine the complete probability dis-
tribution for cell multiplicities, shown in Fig. 16, again
for events with n,=500. The smooth curves correspond
to a negative binomial with k=3.08. The error bars in
this figure have been increased by a factor of 6 relative to
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those calculated assuming Poisson statistics on the num-
ber of entries in each bin. Such a scaling, of course, does
not change the fitted value of the k, but does scale the er-
ror on this quantity to the value k =3.08+0.22. The fac-
tor of 6 is chosen to produce a X? per degree of freedom
of order unity, providing us with further evidence that
successive events generated via the CCK algorithm are
not statistically independent, but instead have a “correla-
tion length” in event space of order 6—10 events. (This
conclusion is clearly a strong function of n,, as indicated
by Figs. 10—12.) It is important to note that the
negative-binomial shape for the multiplicity distribution,
along with an appropriate value for k, are produced au-
tomatically by the Bose correlations resulting from the fi-
nite source size; it is not an additional input into our
event-generating procedure. We regard this, and the scal-
ing of the multiplicity fluctuations with 7, as stringent
tests for the applicability of our model.

We now discuss the extraction of source parameters
from the Bose events. To motivate this, we consider the
expression for the signal-to-noise ratio obtained for speck-
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FIG. 15. Angular phase-space distributions with 7, =500 for
(a) uncorrelated and (b) Bose-correlated events. The points in (b)
are assumed to be emitted from a source of (Gaussian) ra-
dius=6 fm with p, =300 MeV/c.

le interferometry in the optical regime:®

=N N 6)
where N., is the number of frames of data, or events,
n,ss is the number of bosons per speckle (pions in our
case), and N, is the number of speckles per event. (The
ratio S/N is defined as the rms value of the image density
to the error on the same, and thus corresponds roughly to
the ratio of the R to the error in measuring the radius.)
Following the considerations of Sec. II, the expression for
S /N may be written as

S

N

2 172

2T , 27

N 5ai
R pairs/ev
Po

ev

where 7p,irs/ev 1S the number of boson pairs per event.
Thus, the determination of the source parameters via the
canonical speckle methods depends on the total number of
pairs of relative momentum measured, just as for the usu-
al two-particle correlation function. Note also that the
expression for the signal-to-noise ratio is inversely propor-
tional to the pion phase-space density.

These results may be understood by recalling that opti-
cal speckle interferometry is simply a special case of in-
tensity interferometry, which exploits the correlations
(I,I,) between the intensities of the received wave fronts.
For instance, the Fourier transform of the image-plane
correlation function

2
Crtoeyy= Lx X)) = (D) 28)
(1y?
is equal to the autocorrelation of the source function, as
shown in Ref. 8. Translated into the particle regime, this
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FIG. 16. The probability distribution for cell occupancies in
Bose-correlated events with n,=500, along with a fit to a
negative-binomial distribution. The errors have been increased
by a factor of 6 relative to those calculated assuming Poisson
statistics.
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result becomes

f o —iar (n(p +q)<nn(,;72))— (n)? dg

= fp(r—}—u)p(u)du ,  (29)

which is just the usual result for the two-pion correlation
function, written in an integral form. It is clear that this
equivalence results from the intrinsic nature of measuring
intensity correlations; the boson-operator expansion of
(I,1,) corresponds to two-particle correlations. If addi-
tional information is to be extracted from the n-boson
state, it must be done through higher-order correlations.
For instance, three-body correlations contain information
concerning the relative phases of the pions [as suggested
by Eq. (10)] which is completely unavailable to the two-
particle analysis. Steps in this direction have already be-
gun for both heavy-ion collisions'® and e te ~ data.2%2!

VI. CONCLUSIONS

A formalism has been presented for describing the
momentum correlations induced by an extended source of
pions. It has been shown that a Metropolis-based Monte
Carlo algorithm allows one to use this formalism to pro-
duce an ensemble of n-pion events containing these corre-
lations. For small values of n,, the most efficient ap-
proach employs a direct calculation of the n-body per-
manent, using an algorithm due to Ryser, as modified by
Wilf and Nijenhuis. For n,>20, a Monte Carlo sam-
pling of the permanent has been shown to be most effi-
cient. Finally, various quantities such as the number of
speckles, the signal-to-noise ratio, and the time scale for
ergodic behavior have been shown to depend on the di-
mensionless quantity pR /7.

Many interesting subjects remain for further study.
The inclusion of lifetime determinations (at least as im-
portant in understanding actual collision features) in addi-
tion to size measurements has not been discussed. Related
to this are the results of thermal smearing, or more prop-
erly, introduction of the correct momentum spectrum
dn/dp, perhaps by applying this algorithm for like-
particle symmetrization to the results of various Monte
Carlo predictions of nuclear events. Finally, the optimal
method for extraction of source parameters from the mul-
tipion events remains to be determined. In principle, all
of these questions may be investigated by an extension of
the methods presented here.

We conclude with two observations. First it is impor-
tant to realize that the expected events from future
heavy-ion colliders such as the Brookhaven RHIC will ex-
plore Bose correlations in an intermediate regime. By this
we mean that the “wave” term [7 /k in Eq. (25)] will be of
the same importance as the “particle” term (1.0 in the
same equation). It is this interplay between shot-noise and
boson clumping that leads to the smeared appearance of
phase plots such as Fig. 15. It is not unreasonable to sug-
gest that new techniques will be required to extract source
parameters from events of this type. Second we wish to

stress that regardless of the technique employed, it is
essential that the systematic variation with n, of R and A
(as measured by the two-particle correlation function) can
be understood and corrected for. Were this not done, one
would conclude that events with higher pion multiplicities
are both denser (smaller R) and more coherent (smaller
A). The methods developed in this paper allow one to
study and separate purely statistical effects from more
complicated dynamical ones.
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APPENDIX

This appendix contains calculational details of the
pair-correlation for a multipion source. More properly,
we will explore the variation with n of the quantity
Tr{n (py)n(p,)p™], where p™ is the n-pion density ma-
trix appropriate to an extended space-time source. This
will be done using a formalism presented in Ref. 5, along
with an explicit representation for both the spatial density
of the source and for the single-particle momentum distri-
bution. For convenience and clarity we will ignore tem-
poral degrees of freedom, and will avoid three-vector no-
tations. Thus, dx denotes d>x, k-x is written as k -x, etc.

Multipion states | x;,x,,...,x,) are created by re-
peated operation of the single-particle creation operator

¢'x)= [ _dk__

i T
)72 e kxf(k)ak .

(A1)
where f (k) will be related to the single-particle momen-
tum distribution below and a; is the standard
momentum-space creation operator. Single-particle states
in this scheme have the inner product

(xi | x;)=fij » (A2)
where f;; is given by
fij: dk |f(k) ‘ Ze—ik(xi-—xj) ) (A3)

(27)3

For multipion states, the normalization reflects the finite
extent of the single-particle wave packets:

2 Xn | X1, ... ,x, ) =per{f}, (A4)

where f is the matrix of fij’s given by Eq. (32) and per
denotes the permanent of this matrix.

Assuming the pions are independently created by an ex-
tended source with a density distribution p(x), the n-pion
density matrix may then be written as

(xl,...
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P=Nn~ fdxl codxup(xy) o plx,) | xg, ..

where N, is a normalization constant determined by the requirement that Tr(p,,

Now= [ per{fidx, -

A one-particle state then has the momentum distribution

dx, .

dn (), fp]?

—=T pll= ,

dp o n (P (2m)?
where n(p)=a;ap.

JXn 2 X, ...
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7xnl ’

(n))_ .

(A7)

We may regard this as the low-density limiting definition of the single-particle momentum distribu-

tion, since for higher multiplicities details of the source distribution modify dn /dp. For example, it is simple to calcu-

late that
dn(Z) (2) 1 |f Pl |2
=Tr| (p1)]=2N;),~ dp
dp, lpz'n(p1)] 2) Ty + [ dp,

where % (p;;) is again the Fourier transform of p(x), as
given below in Eq. (A10) and analogous to Eq. (4). (This
result is just the integral of dn'®/dp,dp, over the unob-
served second momentum vector p,.) In Ref. 5 it is ar-
gued on general grounds that such correction terms for
collisions of heavy ions with atomic mass 4 must be of
order 1/ A, and therefore small for the reactions of in-
terest to those authors. This result, based as it is on sim-
ple uncertainty-principle arguments, must remain true for
the specific spatial and momentum distributions we em-
ploy below to parametrize the correction terms. What has
changed is the extension of these calculations to the high-
pion density limit, where the number of correction terms
is very large.

To see this we will first calculate the corrections to the
two-particle correlation function induced by the presence
of a third pion, then extend these results to the case of a
many-pion state. (Similar results for the three-pion case

]

|f(P2)|2 2

| F(p—p2)|" |, (A8)

Cem

T
are presented in Refs. 19 and 21.) For the sake of defin-
iteness, we will use the distributions

_1fp|? 1 P

dp 2m)?  (2mp)? ’

plx)= —L xR o
(mR2)"?

These Fourier transforms of these distributions will be
needed in what follows:

—(p?/2)x;—x;)?

fij=e S

ix (p; —p;)
F = fe’xP‘ i p(x)dx =

, , (A10)
o R —p)

The two-particle correlation function for a three-
particle state is then given by the expression

dn(3)
N@s)  dpidpy |f(py)|?
6 dn'D dn = [ dp; 2 14+ | F |+ [ Fa P+ [ Fau |2 +2Re(F nF 37 31)] - (A11)
dp, dp,
Further reduction of Eq. (A11) requires the evaluation of two types of integrals:
| f(p3)]? 1 1 1
dpy;—————— | F 3| 1= exp |——p,’R*—————— (A12)
J a3 Qnp | atl [+ (poR2/2172 P | 7 4P T R 2
and
|fps)|? 1 1 (p1—p2)°R? 1 (pi+p2)R?
dpy—— | FpnFyl=—————=5exp | ———"7— —_— (A13)
[ aps G T = G AP T2 2 14poR?

In the limit appropriate for a heavy-ion system (poR >>1), such terms as those in Eq. (A12) approach a constant (for

fixed p, or p,) times 1/(poR)?,

while the second type of term retains a dependence on (p; —p,), multiplied by the same

inverse phase-space factor. Thus, the two-particle correlation function in a three-particle system is of the form

Coypip)=1+|F 12|+ ¢a+cpF 12€Xp

(poR )3

(p1—p2)*R?

4 , (A14)
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where ¢, and c, are constants of order unity. This has
the form of the simple two-particle correlation function
Eq. (17), modified by a constant term plus a term propor-
tional to ¢, with an effective radius smaller by a factor of
V'3/2 than the | #,|? term. [Note that since correlation
functions defined as in Eq. (16) are normalized by requir-
ing that
|q¢h>gl1/RC2( lq|)=1,

the value of A is determined by the ratio of the constant
terms to those that depend on p; —p,.]

Extension of these arguments to higher pion multiplici-
ties is straightforward; we work in the limit poR >>1:
The two-pion correlation function in an n-pion state is
proportional to

Cy(p1,p2)

|f(pn)|?
(27)3

flp) |
2m)}

= fd(p3,...,p,,) per{F} .

(A15)

A general term in the expansion of the permanent con-
tains k factors of the form ¥, i~j and n —k factors of
F;i=1. The integrals over the n —k momenta all give
unity, while the contribution of the remaining k terms de-
pends on the cycle structure of the permutation sequence
of their indices. Those cycles which contain both parti-
cles 1 and 2 retain a dependence on the quantity p, —p,
after all integrations in Eq. (A15) have been performed;
all other permutations simply contribute k factors of
1/(poR)>.

Assume then that the k terms contain a cycle of length
I involving both particles 1 and 2, requiring m variables
from the set 3,4,...,ntogofrom 1 to2and I —m —2
more variables to return to 1. Including the k —/ integra-
tions over the “unconnected” variables, one can show that
the contribution of a term with this structure is given by

N A 1 R? )
(poR)® I
1 2
xexp [~ ———T(p,—py)* | . (A16)
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Finally, since n, ,,, the number of ways to partition / into
m and | —m —2 integrals, is given by /(] —m —2)), it is
clear most such terms have m =/—2, followed by
m =1 —3, and so on. This corresponds to a series of re-
duced values for the effective radius R :

R4
R

l
2m+1)(I—m —1)

(A17)

Eel,m ,

with m =0,1,2,...,(l —=2).

Combining these arguments with that for the number
of terms proportional to & k [Eq. (12)], it becomes plausi-
ble that the correction terms to the two-particle correla-
tion function are an expansion in powers of the phase-
space density .#"=n,/(poR)>. Thus, when .#"~1, all
terms in this expansion are of roughly equal importance,
so that the two-particle correlation function becomes a su-
perposition of terms with successively broader distribu-
tions in p, —p,, leading to an increasingly smaller value
for the inferred radius. These successively broader terms
also prevent a realistic imposition of the normalization
condition for C,(|q]|), thereby washing out the peak for
small | q| and reducing the effective value of A.

To estimate a typical reduction in R, we note that the
average cycle length for n,=500 is about 5. Assume that
the reduced R values may be averaged in quadrature (as
appropriate for a superposition of Gaussians), so that the
average reduction may be written as

m=I1-2
2 €Ermlim
m=0
(e)=—"=2— (A18)
Rim
m =0
Evaluating the sum for /=5 gives (€)=0.46, or

R =0.67R. The observed reduction of 50% in this
quantity is somewhat more than this simple calculation
would imply, thereby indicating that higher-order cycles
are responsible for the additional reduction. Nonetheless,
the rough agreement is a gratifying verification of the va-
lidity of these arguments.
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