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A scalar glueball is predicted in the 1-GeV mass region. The present analysis is concerned with
experimental evidence for such a state. It has been proposed that glueballs should be preferentially
produced in supposedly glue-rich processes such as g decay and double-Pomeron exchange. Howev-
er, any meson of such a mass and quantum number has very restricted decay channels available—
essentially only mm. and, if the mass allows, KK. In this case, any production process is very tightly
correlated to elastic reactions, ~~~a~ and n~~KK, by unitarity. Novel processes cannot then re-
veal effects that could not be seen in these elastic reactions. Nevertheless, they can valuably supple-
ment this standard information where it lacks precision. Recent high-statistics results on central
dimeson production at the CERN ISR enable us to perform an extensive new coupled-channel
analysis of I=O S-wave mm. and KK final states. This unambiguously reveals three resonances in
the 1-GeV region, S~(991), S2(988), and e(900), where the naive quark model expects just two. We
discuss in detail these new features and how they may be confirmed experimentally, and give their
present interpretation. The S~(991) is a plausible candidate for the scalar glueball. We examine oth-
er production reactions (heavy-flavor decays and yy reactions) leading to the same final states, and
discuss how, with future precision, these can probe fine details.

I. INTRODUCTION

A key clue to the dynamics of fundamental interactions
is the resulting spectrum of states. This is particularly so
for the strong interaction, which, being by far the most
complex and least understood, has the most complicated
spectrum. The realization that the hundreds of strongly
interacting states discovered in the 1940s, 1950s, and
1960s could be grouped in patterns was the crucial step in
recognizing that these were made of more fundamental
building blocks that we know as quarks. ' Though we now
know the theory of the interaction that binds these quarks
to make hadrons, namely, QCD, we unfortunately do not
yet know how to calculate the details of hadron spectros-
copy, except when simplifying approximations allow lat-
tice computations, for example. Nevertheless, we believe
that QCD should contain not only the regular (qq )

mesons and (qqq) baryons of the naive quark model, but
also glueballs, hybrids, and various multiquark configu-
rations. ' In common with all statements about the
bound states of QCD, this is not proven, but the argu-
ments are persuasive and suggest that the new states
should occur in the range already accessible to experiment
(say &2 CzeV). All models concur in predicting that the
lightest glueball should be the scalar 0++, and the search
for candidates is the principal motivation for this paper.

In the naive quark model, the relation between hadrons
and their parton configurations is simple and clear-cut.
However, in QCD, the bound-state wave functions are

inevitably much more complicated. Yet we know from
experiment that the naive-quark-model components are
rather dominant. The Okubo-Zweig-Iizuka (OZI) rule
and the whole symmetry pattern of hadron spectra and
decays speaks to this. The success of the OZI rule sug-
gests that the way to uncover glueballs is to select reac-
tions which, on the parton level, proceed via gluonic inter-
mediate states —for instance, the decay P~y+ hadrons.
This channel has succeeded in revealing new states and,
despite some interpretational caveats, the two new states,
the t(1440) (0 +) (Ref. 7) and 8(1690) (2++) (Ref. 8)
would head any list of glueball candidates at the present
time. ' In this role, the 0 has the special virtue of being
a "spare" state, pointing to new or extra physics.

The existence of plausible candidates for both the
lowest-mass 0 + and 2++ glueballs intensifies the in-
terest in seeking what should be the lightest glueball of
all—the scalar 0++. A special mechanism, purportedly
rich in glue (as amplified in Secs. II and IV), suitable for
its production is double-Pomeron exchange, " on which a
series of experiments has been performed at the CERN
ISR (Refs. 12—14). The highest-statistics experiment by
the Axial Field Spectrometer (AFS) Collaboration specifi-
cally studied centrally produced dim esons in what is
known as the "ISR gluonium-search experiment, "' re-
sulting in a mw mass spectrum quite different from that of
mm scattering itself. However, we should not forget the
key role played by unitarity whereby final-state interac-
tions shape and color the actual spectra we observe. The
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fact that strong-interaction processes must conserve prob-
ability severely limits the scope for new effects. ' As we
shall discuss, any extra low-mass state should already
have been seen in ~m. scattering without any need for a
special production mechanism. Nevertheless, so tight is
the relationship required by unitarity between channels
with essentially just m~ and KK final states that any new
experimental information can add greatly to our under-
standing of the I =0, J=0 sector. Though the "ISR
gluonium-search experiment" can of itself provide no new
excitations, it can shed valuable light on states already
there. For this it is ideally suited, because unlike classic
processes like ~ p~n ~+n, the S-wave nor final state in
pp~pp~m. is not swamped by a dominant I = 1 (p) signal.
Thus the AFS data are a major addition, supplementing
experimental information on meson-meson scattering.
This allows us to perform a new coupled-channel analysis
of essentially all mm, KK information and obtain more de-
tailed conclusions than previously possible. '

The extent of this analysis we believe justifies the detail
in which we discuss this work. In Sec. II we review the
interplay of production mechanisms and final-state in-
teractions, which forms the basis for the extraction of
meson-scattering information. In Sec. III we outline the
specific formalism we shall use to implement multichan-
nel unitarity, detail the parametrizations we consider, and
select the data we shall superimpose on these. In Sec. IV
we show how our formalism embraces the double-
Pomeron-exchange processes involved in central dimeson
production. We consider the general mass dependence of
the AFS data and then turn to the specific S-wave chan-
nel. In Sec. V we describe our combined fit of ~m. and KK
final-state data, and discuss the quality of the fits and
their consistency with effects such as S-D interference
that we have not specifically fitted. In Sec. VI we show
how these same amplitudes allow us to describe satisfac-
torily heavy-flavor decays and the yy process with ~~
and EE final states and determine the corresponding cou-
plings.

We then turn to examining the resonance content of our
amplitudes. In Sec. VII we enumerate the S-matrix poles
that our I =0, J=0 amplitudes reveal —poles that are not
imposed a priori. We shall see that around 1 GeV there
are more poles in each of our solutions, regardless of their
parametrization, than are required by the naive quark
model. These are the firm results of our analysis.

Usually in meson spectroscopy, there is an almost self-
evident link between poles of the S matrix, the corre-
sponding resonances, and their parton interpretation.
This is not the case for the I =0 scalar sector, where the
close proximity of a strongly coupled threshold compli-
cates even the link between the poles of the multisheeted S
matrix and resonant states. This is reminiscent of the
A(1405) problem in baryon spectroscopy. ' In Sec. VIII
we attack this problem by discussing what is a resonance
and suggest a prescription for linking poles to resonances
and then go on to speculate on the parton interpretation
of our assignments. The outcome in the vicinity of the
KK threshold is a trio of resonances, S,(991), S2(988),
and e(900), in place of the usual two. ' The S& has attri-
butes compatible with a predominantly glueball composi-

tion. In Sec. IX we discuss the definitive results of our
analysis, the questions it raises on the nature of reso-
nances, the predictions it makes, and what future experi-
ments on these and related channels may reveal.

II. PRODUCTION MECHANISMS
AND FINAL-STATE INTERACTIONS

The OZI rule suggests that the way to look for glueballs
is to consider processes with an initial state rich in glue.
We then look at the meson final state of such reactions,
for example, the ~m mass spectrum. From this we learn
about a process we like to regard as "glue"~~~. It is
natural then to compare and contrast this with the ~~
mass spectrum from a reaction initiated by quarks. Let
us recall how we learn about meson states in such chan-
nels as this will introduce many ideas relevant to gluoni-
um searches.

In contrast with our very detailed access to baryons,
essentially the only states of zero baryon number we can
form in the laboratory are those found in e+e annihila-
tion. Consequently, our knowledge of the spectroscopy of
mesons comes about almost entirely from production pro-
cesses. There in m.X or X% scattering, we analyze some
subchannel of the final state. For example, we learn about
the p from studying the ~m. final state in ~ p~~ ~+n.
Such processes are often thought of in a factorized way,
wherein we regard the p as being first produced by the
particular mechanism involved and then decaying in a
universal fashion. This is the basis of the isobar picture.

In general, the production process is complex, depend-
ing on a multitude of kinematic variables and subre-
actions. ' Consequently, the two-body or multibody final
state may have a quite different appearance in differing
kinematic situations and, in particular, a "resonance" may
appear to have a variable shape. Thus unless we have a
detailed understanding of the production mechanism and
the properties it must satisfy, we may not know whether a
short-lived state appearing in one channel is the same or
different from that in some other. It is therefore essential
to have an accurate description of production to be able to
distinguish new from old effects. Thus in the investiga-
tion of final-state interactions we report here, it will be
necessary to outline for each reaction what the production
mechanism is and how we are to describe it. To recognize
the proverbial needle in a haystack, we have to have a de-
tailed description of the haystack.

In general, production mechanisms cannot be accurate-
ly modeled. We therefore seek situations where these
mechanisms simplify: at high energies and small momen-
turn transfers, for example. There processes become dom-
inated by exchanges in the t channel, which carry well-
defined quantum numbers and for which the Regge model
provides an excellent phenomenological description. Thus
the high-energy production of the p in ~ p~~ ~+n
may be factorized in the t channel to give information
about m"~"~p~~m, where the "initial" state m is off
shell with a negative mass squared. As recognized long
ago by Chew and Low, and independently by Cxoebel, '

the pion has such a tiny mass that its pole at t =0.02
CieV is appreciably felt in the scattering region of t &0.
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W) ) M——(no~. nor),

M) 2
M——(vrrr~KK ),

Mi2 M(——KK~KK ),
(3.1)

all for the I =0 S wave. We allow for the E +—
,K mass

difference in the conventional way, see Sec. III B. Each of
these amplitudes will be functions of M, the c.m. energy
and we use s =M . Normalizing in the usual way, with
the density of final states, pj, equal to 2k~/M with kj the
final-state c.m. three-momentum, unitarity takes the fami-
liar form:

ImM~) = Q p) M;)cW))
k

(3.2)

We now want to know how to relate these amplitudes to
those of other processes with the same final state. We
shall use the term "production processes" to denote any
mechanism, such as yy~hadrons or "PP"~hadrons,
where the incoming particles do not participate as inter-
mediate states in unitarity sums for the final-state chan-
nels; as far as unitarity is concerned, the incoming parti-
cles are nonstrongly interacting. This concept embraces
not only genuinely incoming mechanisms such as "PP,"
but components within an isobar description, where to a
good approximation certain of the final particles function
as spectators (e g , g'~. P. +hadrons, P~Prrm. ).

For each production process (e) and each available final
hadronic channel (i), we need the production amplitude

in order to express the corresponding production
cross section o,"in terms of the initial flux, f",assumed
known, and p;, the appropriate density of final states:

(C) f(C)
~

~(C)
)

2 (3.3)

The resulting spectrum is controlled by the dependence of
on the channel c.m. energy M. Unitarity specifies

the form of the imaginary part of W' in the standard
way as a sum over all available intermediate states:

ImW', "=gp, Wj'"*M,; = gp, wj'M, *; .
J J

(3.4)

Note that Eq. (3.4) in contrast with Eq. (3.2) is a linear
constraint, this being a consequence of the assumed non-
strongly interacting character of the incoming particles.
Where just one final state is available, Eqs. (3.2) and (3.4)
require that (modulo m's) the phase of the hadronic and all
production processes should be the same —the familiar
Watson final-state-interaction theorem. We are con-
cerned with its multichannel generalization.

To this end, we can immediately write an expression for
which embodies the above constraints:

III. MULTICHANNEL UNITARITY
AND FINAL-STATE INTERACTIONS

In reactions such as n. p~m m. +n or m p~E E+n,
which are controlled by the exchange of pion quantum
numbers in the r channel, we can therefore factor off the
nucleon vertex and extrapolate the residual meson vertex
to the pion pole. We thus obtain information on physical
mw~mm, ~XX scattering. For the channels in question
these have hitherto been the only purely mesonic processes
for which there has been sufficient experimental informa-
tion to allow the extraction of amplitudes; thus our only
source of information on what in the naive parton
description we may regard as quark interactions initiated
by mesons.

By special glue-rich mechanisms it is suggested we can
similarly glean information on what we may think to be
gluon interactions. Such a mechanism is believed to be
double-Pomeron exchange. " Single-Pomeron exchange is
what controls the pp total cross section at high energies.
This can be thought of, in parton terms, as the exchange
of a color-singlet blob of glue between the colliding pro-
tons. The QCD interpretation of double-Pomeron ex-
change is that once in a while a color-singlet lump of glue
may detach from each proton and fuse to give a system of
pure glue. Such a process would be enhanced at certain
masses if suitable glueball states exist. These being pro-
duced by two Pomerons can only have I =0, even spin,
even charge conjugation, and natural parity, viz. , 0++,
2++, etc. Other types of glueball could not be excited by
this mechanism.

Experiments on both "quark" and "glue" channels re-
veal that up to roughly 1.4—1.5 GeV in mass, 4n. , 6', etc.,
production is small enough (in a sense to be quantified
later) to be neglected in comparison with the dominant mn. .

and KK channels. What is more, below —1 GeV, mm.

scattering is purely elastic and unitarity is a particularly
powerful constraint. ' When the KK channel opens up, it
is known to couple strongly, so that a coupled-channel
analysis is essential and, with detailed experimental infor-
mation on both channels, this becomes feasible. In Sec.
III we set out a formalism that will allow us to take into
account the constraint of two-channel unitarity so impor-
tant for such an analysis. With this apparatus, we will be
able to investigate simultaneously the way the I =0 5
wave appears in the seemingly quark-initiated m.+~md
(KK) channels (Sec. III), as well as the supposedly glue-
rich reactions pp~ppmn(KK) of Sec.. IV, and )t)'~gnn, .
/~et)err of Sec VI.

A. Coup1ed-channe1 unitarity
~~(c) ~ -(c)~

I ~ J Jl
J

(3.5)

As already mentioned, we are interested in relations be-
tween processes leading to some common set of hadronic
final states. Unitarity plays a crucial role in relating
these. Let us first define the multichannel hadronic arn-
plitudes W,J, which are the appropriate W-matrix ele-
rnents, where i' denotes the initia1 state and j the final one.
In the particular example that will actually concern us,

with the a~" real. Such a form obviously satisfies Eq.
(34) given Eq. (3.2). We can further delimit the a s by
appeal to analyticity. All the right-hand cut structure of

is explicitly included in the sum over u J;. This
means that the az's can have no nearby singularities as
functions of s and dictates that they should be smooth
functions. In the case of interest with n~ final states,
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(3.6)

we can allow for zeros in the production process in ques-
tion by requiring them to enter in the a" s. For simplici-
ty of discussion, we set the related zeros in F 12 and M&2
at the same position, since the data are only sensitive to
the zero of u». Thus

MEJ
TEJ

S —Sp

enabling us to write

~() ~ ()T
E ~ J JE

J

(3.7)

(3.8)

with the tilde over the a's removed to signify that they are
coefficients of the "reduced" T's. The aJc) may be viewed
as intrinsic couplings which control the propensity of pro-
cess (c) to initiate production in channel j, the final out-
come being determined by the final-state interactions sup-
plied by the TJ; factors.

It is interesting to compare the resulting expression for
~," with that resulting from a one-channel analysis, '

where an application of unitarity and analyticity yields
the form

~~(c) p(c)~(c)
1 (3.9)

Here P" is, in general, slowly varying, incorporating any
zero factors, and 0,",the Omnes function, is given by

y(c)( )0"=exp —,ds'
4m ' s'(s' —s)

(3.10)

with P'I the phase of ~ I'. The corresponding expression
for the reduced elastic amplitude T» takes the form

T11 ——n 0,'"', (3.11)

where Q"' is the analog of Eq. (3.10) with the appropriate
phase P"' substituted for P". Below the second thresh-
old (s =4m+ ), all the phases in question are equal by
Watson's theorem. This has the consequence, for the ac-
tual phases that pertain in practice, that the Q's are effec-
tively universal below the vicinity of the KK threshold.
As previously discussed, this virtually eliminates any pos-
sibility of new processes uncovering new effects in the
single-channel region. ' However, very close to KK

there is one further feature for which we must allow —the
occurrence of Adler zeros near threshold.

That almost all S-wave amplitudes connecting to soft
pions should have zeros close to threshold is a well-
verified consequence of PCAC (partial conservation of
axial-vector current) with the exceptions conforming to
the expected pattern of Born terms allowed by through-
going external particles (as in nXsc. attering). The actual
position of the zero is process dependent; in particular, the
zero for the elastic amplitude ~11 is shifted, or in some
cases removed, when one turns to the associated produc-
tion process. We can cater for this in the above formal-
ism by dividing through by the zero of the elastic channel
at s =sp. Thus defining

(c) (c) 21 ~(e1)a1 +a2
T11

The quantity to compare with P" is P '" defined by

P (c)
(

(c)T + (c)T
) yE1(el)

(3.12)

(3.13)

which is real over the region of interest, since arg(T2&)
=arg( T& & ) =argM I")=P'"' by Watson's theorem. For
the practical analysis to be described in Sec. V, the result-
ing P"' compares well with the corresponding P" (see
Fig. 11 below), indicating the near universality of the Q s
below KK threshold.

A simple reaction which illustrates this intimate rela-
tionship between processes with the same final state im-
posed by unitarity and analyticity is e+e ~~+m. . Here
the production mechanism is explicitly controlled by one
virtual photon to a high degree of accuracy and conse-
quently the quantum numbers of the sr~ final state are
forced to be those of the photon and have isospin one.
Through Eqs. (3.2)—(3.5) and (3.9)—(3.11), the p signal in
the elastic process is closely related to that in e+e, the
Omnes function being almost identical. The small differ-
ence in line shape of the p in these two channels is a result
of the difference between n [recall Eq. (3.11)]and P'"' ex-
pected from their differing left-hand cut structures —P'"'
in particular, having no cut, is just a simple polynomial.
This relationship has been extensively investigated in
studies of the pion's electromagnetic form factor.

As we shall see the situation in the I =0, J=0 channel
with strongly overlapping resonances and a nearby thresh-
old greatly complicates this simplicity. Indeed, the I =0
S wave constitutes the most significant nontrivial mesonic
example of coupled-channel unitarity amenable to detailed
analysis. It is to this we now turn.

B. Parametrizations of the K and M matrices

In the following sections we shall be reporting the re-
sults of fits to both production and scattering information
on the I =0 mm. and KK S waves. To relate these in the
way required by unitarity, we will need expressions for the
~;J, which will be an integral part of our treatment of the
production processes. We therefore begin by writing
down the standard formulation of the M matrix in terms
of the K matrix and its inverse the M matrix. It is in
terms of these that we parametrize the fit to the scattering
data on m~~~~ and KK and express the amplitudes for
PP~~~ and KK, and other processes. In matrix form,
the necessary equations are:

M=K(1 —ipK) (3.14)

=(M —ip) (3.15)

Here p is the diagonal matrix with diagonal elements

threshold the signal may be individual to that reaction.
To see how this translates into the two-channel formal-

ism, we need only compare the rival formulas for ~ '1".

~~(c) p(c)~(c)
1

(c) (c)=a1 T11 +a2 T21
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p&,p2, K is a real symmetric matrix and M its inverse.
The associated M matrix is defined by

pl /2~pl /2 (3.16)

Cross sections, such as that in Eq. (3.3), have the phase-
space factor p; appropriate to the particular final-state
charge configuration.

In the fits reported in Sec. V, we take K, which is now
2X2, of the form, with s =M,

S —Sp fPfp

K;, =
4m' p (sp —s)(sp —so)

n
S+ gc;"J 2

—1 =(s —so)Ki .
n =p 4m'

(3.18)

Our "reduced" T-matrix elements [cf. Eqs. (3.6)—(3.8)]
are then given by

T=K(1 ipK)— (3.19)

Note, importantly, the single appearance of K in this for-
mula. Alternatively, we parametrize the M matrix, Eq.
(3.15), as

nIp Ip

+g + pc;J" 2
—1 . (3.20)—

p z sz —s n p 4m+

In Eqs. (3.18) and (3.20), s =so represents the Adler zero
of the T matrix, Eqs. (3.6) and (3.7). The number of poles
and order of polynomial in Eqs. (3.18) and (3.20) required
to fit the data will be detailed in Sec. V. Finally, for the
a s we take the simple power expression

n
n Sa;= a;

n =p 4mK
(3.21)

In Eqs. (3.18), (3.20), and (3.21) the factor 4mx is intro-
duced merely as a convenient scaling with mz denoting
the average kaon mass. (Note that we have now ceased to
label the initiating reaction and use the superscript to
identify terms in this Taylor expansion. } The number of
terms we take will depend upon the range of energies over
which we are fitting data. For example for the g'~f~~
decay, where phase space is limited to 279&M &589
MeV, a linear form is adequate, while for the "PP" reac-
tion, since we fit S-wave information up to 1700 MeV, it
is necessary to use quadratic forms.

In order to determine the parameters in our E- and M-
matrix expressions, we need to fit data on the classic ha-
dronic phase-shift data on M&I and ~ &2. We shall see
later that in fact a combined fit to the PP production re-

=( I +ip'/ Kp'/ )(I i—p'/ Kp'/ )
' (3 17)

In detail we have to allow for the two distinct EE
channels, %+K and K K, with their differing thresh-
olds. However, it is conventional to treat these channels
as related by isospin invariance and to have common E-
matrix elements. Thus the diagonal elements p~,p2 are
each the weighted average of the neutral and charged
phase-space factors, e.g.,

p2
———,(1—4m + /s)'/ + —,(1 4m—0 /s)'/

suits is even more constraining, since we can profit from
the additional statistical weight and the distinct and effi-
cient partial-wave separation these new data allow. As is
customary, the EE channel is assumed to dominate the
inelasticity from mm, rendering a two-channel analysis a
good approximation. We will comment in detail later
when and where this assumption breaks down and the
likely effect of this.

C. Data selection

Given this framework, one is looking for information
on just three parameters at each energy: 5», ri», and $12.
These fix u &~ and M&2, though the usual relations

2i5))
Mi 1

——( g 1 ie —1 ) /2ip 1, (3.22)

( 1 g 2)1/2e' 12/2(p~ )1/2 (3.23)

The quantities g & &
and 6& &

have been determined in
numerous analyses of dipion production experiments. Of
these, we select as input to the present fit, the classic
energy-independent analysis by the CERN-Munich group
of their high-statistics experiment on m. p —+m ~+n at 17
GeV/c (Refs. 29 and 30). These results are strongly sup-
ported by earlier experiments, in particular by the LBL
~++ experiment of Protopopescu et al." Above EE
threshold, we supplement this m. m. + information with the
phase shifts derived by Cason et al'. from an analysis of
their 8-GeV/c experiment on m.+p~b, ++a. n. (Ref. 32).
However, below 1 GeV, the S-wave solutions of Cason
et al. are controversial, being in total disagreement with
the m m+ results of LBL and CERN-Munich experi-
ments. We therefore exclude their results at lower nm. .
masses. Above 1 GeV, when many waves become irnpor-
tant particularly in n. ~+ scattering, a multitude of par-
tial wave solutions is possible. These are constrained by
fixed t-dispersion relations to essentially two solutions.
Of the m+nsoluti. ons. found in the energy-independent
analysis of Martin and Pennington, the m. m. results of
Cason et al. and the polarized-target data of the
CERN-Cracow-Munich Collaboration favor the so-
called P' solution. We therefore input this solution to-
gether with the phase-shift solutions of Ochs and of
Cason et al. The reason for including as independent
data sets the results of both the Ochs and the Martin and
Pennington analyses of the same mm. data is that these
analyses have differing constraints and the resulting S
wave, being the lowest wave in data dominated by higher
waves up to spin 3, is poorly determined, and has sizable
error ellipses (shown on representative data points in Fig.
6 below). Our aim is to pick out a smooth track through
this error corridor.

Under the two-channel assumptions, additional and
perhaps more reliable information on 2)» Eqs. (3.22) and
(3.23) comes from the analogous KK production experi-
ments with incoming pion beams. There have been a
number of experiments both on E+E and ELEC& pro-
duction. Aside from fixing the magnitude of M12,
these also provide information on its phase $12 relative to
one of the other participating waves, in practice the D
wave. On the magnitude

~

M, 2 ~

the various experiments
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tanPD ——

mf —s2
(3.24)

where i runs over all contributing channels
~m. ,gg, KK, . . . , each with threshold at s =s;. We input
the barrier factor P2, suggested by duality from the
nearest crossed-channel singularity, to be

gz(s) = s —s.i
mf —Si

2

P2 (1+2m& /(mf —s; ) )

P2(1+2mp /(s —s;))

where we take the standard Particle Data Group (PDG)
values for the f resonance mass and width, and their un-
certainties. '

Such a form for PD we believe more plausible than that
modeled by Etkin et al. below 1.2 GeV and this is the
form we take to extract /~2, appropriately folding in the
uncertainties in PD given by those on mf and I f, which
are typically 1'—4'. Since the D-wave phase given by Eq.
(3.24) accords well with the D wave modeled by Cohen
et al. below 1.4 GeV, where it is f dominated, we take
their plotted values of P&2 directly as input. The resulting
phases are shown in Fig. 8, while the magnitude of

~

~ &z ~
is plotted in Fig. 7.

3 pnori we have no reason to favor one experiment
over the other (and in fact the analysis by Gorlich et al.
of their polarized-target results disagrees with all of
them). It is however worth noting that other experiments
on KK production from Wetzel et al. , Costa et al. , and
Polychronakos et al. , while all agreeing on the magni-
tude of the cross section, tend to support the phase of Et-
kin et al. , Fig. 8. On the other hand, Cohen et al. would
justifiably argue that their analysis is the only one amen-
able to the necessary I =0, 1 separation. In the face of
this, we shall henceforth assume that the results of Cohen
et al. and of Etkin et al. span the range of current
knowledge of /~2. Their sizable disagreement means that
our input on the mm~KK channel is far from homogene-
ous and we will describe in Sec. V the effect this has.
Lastly, the uncertainties in /~2 within each experiment are
very similar, reflecting their comparable statistics. Only
the second data point of Etkin et al. with a quoted +6 on

concur fairly well; however, there is a significant disagree-
ment as to the phase behavior of PsD =

~ P&2 —PD ~

below
1150 MeV. According to the K+K experiment of Ref.
35, PsD is flat over this energy domain while the other
KK experiments find a steep rise (Fig. 8); at the lowest en-

ergy, the discrepancy is some 70 (Ref. 38). Since a priori
we do not know which, if either, is correct, we input the
results of the amplitude analyses of two representative
high-statistics experiments: (1) by Cohen et al o.f their
~ p~K K+n and ~+n~K+K p 6-GeV/c data, and
(2) by Etkin et al. of their m p~KsKsn 23-GeV/c
data. These appear to span the range of experimental pos-
sibilities.

In order to extract P&z from the published information
on PsD, we need to know the behavior of the D wave-
phase in ~~~KK. Below roughly 1.4 GeV, this is dom-
inated by the f resonance and accordingly assumed to be
given by

g mf I fgp(s)B(s —s;)

PsD is acutely out of line and its error has been increased
to +20' in our global fit to all these data, see Fig. 8.

A guide to where our two-channel saturation of unitari-
ty breaks down is afforded by comparing the S-wave in-
elastic cross section, viz. , (1—

q&~ )/4, as determined from
the analyses of the CERN-Munich ~~ scattering data
and the better defined KK contribution to this given by
the actual ~~~KK cross section on which essentially all
experiments agree. We see in Fig. 7 this comparison
suggests the importance of other final states above 1.4
GeV. There already exists experimental evidence of a by
no means negligible gg S-wave signal in the f region '

and 4m. production is beginning to take off. Rather than
attempt to fit obviously inconsistent data, in which the
better determined KK cross section would dominate this
aspect of the fit, when clearly the total inelastic cross sec-
tion is more likely to be that of the CERN-Munich results
of Fig. 7 if other channels were included, we have deter-
mined solutions in which the ~m.—+KK data above 1.4
GeV are switched in and out. The results we describe in
Sec. V will for the most part be those with it out and we
will discuss later the rather small effect that neglecting
other inelastic channels has on our results.

IV. THE AFS REACTION

A. Double-Pomeron mechanism

The AFS experiment' was designed to study central
dimeson production in pp~pp(MM). The triggering is
such that though this experiment was performed at the
CERN ISR, where the square of the c.m. energy, s„„is
almost 4000 GeV, most of this momentum continues
along the direction of the two beams. The protons scatter
at tiny angles and only a small amount of momentum is
transferred from each: —0.015&t & —0.045 (GeV/c) .
Importantly, this is a far smaller range than any other ex-
periment. ' ' Moreover, the two mesons produced are
well separated in rapidity from the on-going protons, so
that the mechanism for their production is naturally fac-
torized from the scattering of the protons. The Regge
model provides a phenomenologically well-tested descrip-
tion for this. The satisfactory factorization of the
dimeson production from the forward-going protons
means that this reaction can be regarded as (pp)(pp )~mn.
and the formalism of Sec. III A is applicable to its
analysis.

The quantum numbers of the "Reggeons" coupling to
the protons (Fig. 1) are those appropriate to pp elastic
scattering. At such high energies, these exchanges are
dominated by vacuum quantum numbers carried by the
"Pomeron. " Though the motivation for this experiment,
as discussed in the Introduction, is predicated on the
specific idea that the pomeron is a color-singlet configura-
tion of glue so that the central production of mesons is
generated by the fusing of glue rather than quarks, "
knowledge of the exact nature of the production mecha-
nism is inessential for our analysis which only needs an
accurate phenomenological description.

The Pomeron, having vacuum quantum numbers, fixes
the quantum numbers of the dimeson final state to have
I =0 and even spin. Contamination from lower-lying
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Regge exchanges such as the p shows up in the dimeson
angular distribution having odd angular momentum corn-
ponents in addition to a p peak in the mm mass spectrum.
This signal allows such extraneous effects from nonvacu-
um quantum numbers to be removed, as discussed exten-
sively in Refs. 13 and 44. With such a tiny range of t in
this particular experiment, such contamination from non-
Pomeron exchanges is believed to be under control and
readily separated.

The Mueller-Regge approach gives us a description for
the contribution for the pp~pp(MM) process. With s„,
the total c.m. energy squared, M the mass of the meson
pair, t

&
and t2 the square of the momentum transferred at

each pp vertex (Fig. 1) and y the rapidity, such a Regge
analysis allows us to factorize off the pp vertices and
Pomeron propagators to give what we may regard as a
Pomeron-Pomeron cross section (much like the yy pro-
cess studied in e+e ~e+e X; see Sec. VI B) defined by

t2

FIG. 1. The double-Pomeron-exchange graph controlling
central dimeson production in pp ~pp (MM).

CXp(tl )+(Xp(t2)
2 a(s„, ) M=a' P„p(ti) P„t(t2) I gt(ti)

I
crpp(M),

t~d~dM /s a(M ) ~tot
(4.1)

where gp(t) is the "signature" factor for the Reggeon,
normalized so that Imp= 1, and a' is the Regge slope of
0.9 GeV introduced to make all the couplings f3 dimen-
sionless. With such a normalization the Pomeron contri-
bution to the pp total cross section is then

(4.2)

The explicit M /s„, in Eq. (4. 1) is a flux factor, which is
to be distinguished from the a(s „,)/a(M ) factor.
Though when st t &~M ~~1 GeV, this also becomes
s„,/M . In general a(M )= —, +a'M is expected from
the f dominance of the Pomeron; such a form provides an
extrapolation to low dimeson masses of this Regge
behavior. As s„, is so enormous, a(s„,) can be replaced
by a's„„leading to the expression

modeled by one-pion exchange.
That the PP~MM process has such a one-meson-

exchange Born term means that the Adler condition re-
quires no vanishing of such amplitudes close to thresh-
old, in contrast with mm scattering itself. This will be
important later on. This PP reaction is in many ways
similar to the yy process. Both have one-meson-
exchange Born terms. Certainly, for the PP reaction,
phenomenology requires this contribution to have low
partial-wave components that are strongly absorbed. Ex-
actly how is not well understood. Nevertheless, we can
use such a model to illustrate the overall trend of the di-
pion mass spectrum. To confront the data we have to
fold in the experimental angular acceptance function.
From Cecil's thesis we learn that this is

a(s...)

a(M )

I& ~tot

—, +e'M
~tot

m +MP

(4.3) A (M, z) = g (2L +1)HL(M)PL (z)
L even

(4.5)

In the AFS experiment, t& and t2 cover such a tiny range
near the forward direction that we can take t& ——t2 ——0.03
GeV =t and az(t)=1. Then we simply have

(mp +M ) d4a
crpp(M) =

2a' p t, (t)4 M dt, dt2dy dM

(4.4)

B. Overall mass dependence of the cross section

Though this is inessential to our spectroscopic analysis
of these data, it is interesting to see if we can understand
the mass dependence of this cross section over the whole
region studied. Expressing the cross section in terms of
the PP amplitude M(M, z), where z is the cosine of the
scattering angle of the mesons in the Pomeron-Pomeron
c.m. for dipion production, this amplitude can be crudely

with z the cosine of the scattering angle in the dimeson
rest frame and where the coefficients HL (M) are given by
Cecil for L (8 up to 2.5 GeV—the acceptance function is
roughly like (1 —z ) . With a free overall normalization,
we see from Fig. 2, where (M ) times the experimental
cross section is plotted, such a model can crudely describe
the fall of the data. Of course, this amplitude has no ex-
plicit M -channel dynamics. From old ideas on the duali-
ty, we may expect pion exchange to average this in some
sense, which it approximately does. However, such duali-
ty was never a well-defined concept for Poineron process-
es, as discussed again in Sec. IV D, so perhaps we should
not expect any better agreement. We would expect such
an approximation to model the trend of the earlier data of
Waldi, Schubert, and Winter, ' if we knew the relative ac-
ceptance and included the effects of the larger range in
t&, t2 in Eq. (4.1).
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FIG. 2. The general trend of the double-Porneron-exchange
cross section for dipion production may be attributed to pion ex-

change. Normalized to the AFS data (Ref. 13) and folding in

their acceptance, this "duality average" is plotted together with
the AFS results on M times the number of events/25 MeV as a
function of dipion mass M. For ease of plotting, the factor M
has been included as this conveniently reduces the scale of the
M dependence.

C. S-wave dimeson production

Let us now turn to our main purpose which is to
analyze S-wave dimeson production. Decomposing the
PP cross section into components for which the dimeson
final state has definite spin J, the contribution a partial
wave ~ (M) makes is

(M2 4 2)1/2
crtt (M)=16~ (2J+1)

~

w (M)
~

(4.6)

N=[32na' /3qpt (t) ]

The circumstance that the wm and KK channels both cou-
ple strongly must be allowed for in the formalism. From
Sec. III A we have, for PP~~+w

~~PP g2g3( PPT + PPT
) (4.8)

where the &2/3 is the appropriate isospin Clebsch-
Gordan coefficient, and, for PP~K+K

PP
2 (~] T12 +~2 T22)

2
(4.9)

where p is the mass of each of the final-state mesons, ~ or
K as appropriate. Detailed analysis of the dimeson angu-
lar distribution shows that the cross section Ts overwhelm-
ingly S wave to well beyond 1 GeV. The AFS Collabora-
tion have separated out this S-wave component up to 2.3
GeV and it is this we shall study in both the mvr and KK
channels. From the tables of Ref. 13, we can deduce these
S-wave cross sections in 50-MeV bins by folding in the
appropriate acceptance function, or more readily we can
read off the full-corrected S-wave cross section from
Cecil's thesis Fig. 7.11 (our Fig. 9) in 25-MeV bins. The
corresponding S-wave amplitudes are then given by com-
bining Eqs. (4.4) and (4.6) to give

(m +M ) d4~J=o
i

~'='(M) i'=N (4.7)
(M —4p )

2 dt, dt2dy dM

where

where again 1/W2 is an isospin factor. The functions a,
and a2 contain the left-hand cut singularities of the PP
amplitude which differ from those of ~~ scattering being
in principle complicated by additional singularities of the
six-point function pp —+pp~n as studied by Halliday.
Nevertheless, with such a small range in t;, the major
difference along the right-hand cut is, as we have already
remarked, the fact that the Adler condition requires no
near threshold zero in the PP channel, in contrast with
most other pion processes we consider. So though we
parametrize a&, u2 by simple polynomials in M suitable
to describe their smooth behavior along the right-hand
cut, they are not expected to vanish close to threshold.
The reader skeptical of the details of the Regge analysis
from Eqs. (4.1), (4.4), and (4.7) need not despair, since our
treatment, and hence our conclusions, do not necessitate
these forms being exact. Any imperfections in these flux
factors for PP scattering will naturally be smooth func-
tions of dimension mass and consequently absorbable in
the a s. It is only the interpretation of these as "intrinsic
couplings" that is affected. Nevertheless the fact that P
of Eq. (3.13) turns out to be almost constant, Sec. VB, in-
dicates that these Regge forms are borne out by experi-
ment.

In principle, knowing M», ~ &2, and u22 from fitting
the ~a~~m and ~KK channels, the ISR data just deter-
mine a&, u2. However, the AFS results provide significant
extra information on the hadronic ~;J in the 1-GeV re-
gion to add to the traditional meson scattering processes,
largely because the msgr S wave is small there and the an-
gular distribution in arm. ~~~ scattering controlled by S-P
interference effects. In contrast, the PP reaction is
overwhelmingly S wave even at 1 CseV and a more accu-
rate signal is obtained. Thus the AFS data acts as a
severe constraint on the determination of even ~ » and
~ &2, particularly through the crucial KK threshold re-
gion. In Sec. V we describe fits to the data selected in Sec.
III C, together with the AFS S-wave dimeson results. ' '

D. Note on the D-wave cross section

Using notions of duality one can also estimate the ex-
pected cross section for f-resonance production in this
double-Pomeron process. Assuming the triple-Regge cou-
pling of the f to two Pomerons determined in pp~pX
with the f-exchange having zero mass extrapolates on
shell in the same way as the f coupling to trvr does, one
predicts from the triple-Regge analysis of Inami and
Roberts" that the f signal in the reaction pp~pptt~ in
the kinematic regime of the AFS experiment should be at
least 5 pboeV for d o.jdtIdt2dy dM integrated over
the f width. The partial-wave analysis' ' gives the
"observed" cross section to be merely (0.5+0.3 )

pbGeV . This discrepancy, discussed in more detail in
Ref. 50, could be ascribed either to a failure of simplistic
duality ideas for Pomeron coupling s or an incorrect
modeling of the relative D-wave acceptance in this experi-
ment or both. Even if the experimental D-wave accep-
tance is at fault, this has little bearing on the predom-
inantly S-wave cross section we use, since such correction
factors will inevitably be smooth functions of dimeson
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mass and so, as discussed in Sec. IVC, absorbable in the
coupling functions a;(s). It is for this reason that the pre-
vious simpler analysis' using earlier data with no accep-
tance corrections or partial-wave separation at all is quite
consistent with the present treatment Sec. V B.

Nevertheless, the fact that the f signal is so small in the
AFS results, while clearly seen in other ISR experiments
with larger t, , t2 ranges (Fig. 1) may indicate that the fPP
coupling has a more complicated t dependence than we
have naively assumed. Only by comparing the relative t
dependence of the S and D waves at both large and small
momentum transfers will we understand this dramatic
difference between the 3' D wave in the AFS experiment
in the f region and 47%%uo in that with the split-field mag-
net (SFM).

V. SOLUTIONS REQUIRED BY EXPERIMENT
A. The fit

In Sec. III we introduced a formalism to implement
two-channel unitarity. This is readily expressed in terms
of either the X matrix, or its inverse the M matrix, Eqs.
(3.14) and (3.15). Their real matrix elements we
parametrize by sums of poles plus simple polynomials in
s, the square of the dimeson mass, Eqs. (3.18) and (3.20).
These forms determine the u-matrix elements M,J, Eqs.
(3.14) and (3.15) and, through the channel-dependent
functions u;, the amplitudes for each production process,
Eq. (3.8). In this section we describe the outcome of an
extensive global fit of these forms to the I =0 S-wave
data on m~~m. m, ~~~EX selected in Sec. III C and the
cross section for ~~,KK production in the AFS experi-
ment discussed in Sec. IV.

In general, we have not concerned ourselves with the
fact that the experimental results are binned. In fitting,
we have treated each datum as though it represented the
value of the experiment at the bin's mean energy value.
This is appropriate for smoothly varying amplitudes.
However, in the case of the AFS results in the neighbor-
hood of 1 GeV, for both ~~ and EK channels, ' we have
actually averaged the parametrizations over the bin
widths, using Simpson s rule, when comparing with these
data. This correctly allows for any rapid variation in the
M-, and consequently ~ -, matrix elements in this region.
We have found many equally good fits to all the 258 data
in the mass range from ~~ threshold up to 1.7 GeV.
These are characterized by their type of parametrization
and denoted accordingly by K&, K3, and M fits.

In terms of the K matrix of Eqs. (3.14) and (3.18), we
find the most economical fits (in terms of the number of
parameters) to have at least one pole of the K matrix.
(Such a pole does not necessarily impose poles in the u
matrix, if the polynomial "background" is sufficiently
complicated. ) We find this pole always lies close to KK
threshold and the parameters of a typical one-pole solu-
tion (K~) are shown in Table I. The quality of the fit to
all the data is shown in the table and in Figs. 3—10.
Apart from the revised error on one datum discussed in
Sec. III C, no attempt has been made to weight particular
sets of data in their contribution to 7 by anything other
than the errors quoted in the rel| vant analysis of each
data set. The X /DF is then roughly 1.3. As seen from

Figs. 3—10 the major contribution to P comes from the
conflicting data sets on P&z, Fig. 8. Leaving out either of
these, i.e., exercising a prejudice as to which is correct, de-
creases the 7 /DF in our otherwise global fit. This exer-
cise favors Etkin et al. over Cohen et al. with a
7 /DF of only 1.09 compared with 1.23. The parameters
of the solution, K~ (Etkin), fitting the vrvr~KK results of
just Etkin et al. are listed in Table I also. However, we
find our amplitudes change so little between such alterna-
tives that for the most part we quote those of the
compromise global fit, ' Figs. 3—10. We will comment
later on this stability. Apart from the troublesome
mm~KE results, the data are very well fitted, as illustrat-
ed in Figs. 3—10, even, for example, the three data sets
on the n.~ phase, 5», above 1 GeV from the CERN-
Munich experiment as analyzed by Ochs and by Martin
and Pennington and from the vr m. results of Cason
et al. Though these are not exactly consistent, the fit
has found a very satisfactory smooth track through these
data, see Figs. 4 and 6.

As already remarked in Secs. I and IV, the input of the
AFS double-Pomeron results is a severe constraint on the
solution, not just on the couplings n;, for which quadratic
forms have been used [Eqs. (3.8) and (3.21)], but on the
strong-interaction amplitudes M]& and u &2. The AFS
data tightly restrict how the amplitudes develop though
the XK threshold region. This is reflected in the much
more striking and stringent conclusions we will be able to
deduce from this analysis than was previously possible us-
ing just elastic hadronic reactions. Notice the shoulder at
M-0.9 GeV before the steep fall in Fig. 9. This is an
important feature of both the AFS data' and all our fits

360

300

240-

~ 180

0 0

120

0.4 0.6 0.8 1.0 1.2 1.4
M (GeV)

FIG. 3. The I =0 S-wave phase shift 6O for ~~ scattering
(denoted 5& ~ in the text) from the CERN-Munich group (Ref.
29). The hatched band represents the continuation down to
threshold provided by the Roy equations (Ref. 33). The curve
shows a fit typical of all our solutions.
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TABLE I. Parameters of our fits. The four significant figures are to allow an accurate reproduction
of the fit rather than an indication of their accuracy. All dimensional parameters in appropriate powers
of GeV.

Parameter

S0

$1

$2

$3
fl
f2

2
1
2
2

fi
3
2

C11
1

2

C11

C11
0

C12
1

C12
2

C12
3

C12
4

C12
0

C22
1

C22
2

C22
3

C22
4

C22
0

CX1

I
O.'1

CX1

0

1
CX2

CX2

K1

—0.0110
0.9247

—0.2242
0.5829

0.7347
—0.5266

2.6151
—1.7747

0.8031
—3.2762
—0.6662

0.8778
—2.1190

0.2319
—2.6785

7.9951
5.5763

—1.4956

—0.4012
0.5468
0.2440
3.273

—3.483
1.183

K1 (Etkin)

—0.0162
0.9383

—0.1659
0.5852

0.4247
—0.5822

2.5478
—1.7387

0.8308
—3.1401
—0.1359

1.0286
—2.3029

0.1944
—2.8447

6.9164
5.2846

—0.9646

—0.5711
0.7800
0.1622
3.310

—3.533
1.193

K1

—0.0141
0.9226

—0.2334
0.5969

0.7871
—0.5610

1.6987
—2.0451

0.6361
—3.3270
—0.4788

1.1362
—1.0623

0.6290
—2.7914

7.5952
4.5612

—0.9356

—0.4700
0.6593
0.2036
3.542

—3.824
1.284

0.0020
0.0544
0.9547
2.2815
0.0870
0.3800

—0.1298
0.6011

—2.1130
4.1900

—0.9527
—0.6893

1.1313
—2.1052

0.6619
1.9239
0.3866
1.5638

—3.4567
—1.8117

2.4379
—2.7982

—0.2368
0.3186
0.3131
3.328

—3.763
1.340

—0.0074
0.9828

0.1968
—0.0154

0.1131a11
0.0150 a 12

—0.3216 a 22

0.0337
—0.3185
—0.0942
—0.5927

0.1957
—0.2826

0.0918
0.1669

—0.2082
—0.1386

0.3010
—0.5140

0.1176
0.5204

—0.3977
0.1393

—0.02775
0.3952
3.241

—3.432
1.141

&data

+parm
x'
X /DF

258
24
303
1.29

224
24

219
1.09

244
24
307
1.40

258
28
305
1.31

258
24
303

1.29

as will be discussed in Sec. VII.
It is important to note that the rapid variations in ~-

matrix elements required by experiment in the crucial KK
threshold region, Figs. 3—10, are not wholly generated by
the nearby K-matrix pole. Rather they are due to the in-
terplay between this pole and the "background" polyno-
mial. Because of the structures required near KK thresh-
old, we have not been able to find solutions without a K-
matrix pole with less than 40 parameters, though with
more parameters we believe this may be possible. We
have, on the other hand, been able to find further solu-
tions with additional poles in the K matrix and a conse-
quently simpler polynomial background, cf. Eq. (3.18).
The parameters of a typical three-pole solution K3 are
tabulated in Table I. The introduction of more poles
turns out not to change the global description of the data
and the fits are almost indistinguishable from K& of Figs.
3—10. One of the poles is always near that in K&, i.e.,
near KK threshold, while the other two are dispersed, so

that compared with solution K& the effect of these extra
poles in K3 is just to reparametrize the smooth
background —one pole occurs below ~sr threshold
reparametrizing left-hand cut effects and the other above
the region we fit reparametrizing the high-energy continu-
um. The quality of the fits is remarkably similar, as are
the detailed features of these different amplitudes, as we
shall describe in Sec. VII.

In an attempt to obtain distinct solutions, we have tried
to fit the data with an M-matrix parametrization, Eq.
(3.20). Since the M matrix is the inverse of the K matrix,
nonfactorizing poles of one are zeros of the other. From
PCAC we expect the amplitudes u» and u &2 to have
low-energy Adler zeros Eqs. (3.7) and (3.18). We there-
fore require the M matrix to have a pole at s =so, cf. Eqs.
(3.20) and (3.18). Once again we find an economical
description of these multifarious data sets requires anoth-
er (factorizing) pole in the M matrix. This pole is closely
related to that near 1 GeV in the K-matrix fits, as will be
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FIG. 4. The m.m. I =0 S-wave phase shift 6O and inelasticity

go (denoted by 5», g» in the text) above KK threshold showing
the CERN-Munich results as analyzed by Ochs (Ref. 30) and
the preferred B solution of Cason et aI. (Ref. 32). Again the
curves show a typical fit given by our solutions.

FIG. 6. The mm I =0 S-wave amplitude p~M» shown in an
Argand plot with solution K~ compared with the CERN-
Munich results from the energy-independent analysis of Martin
and Pennington (Ref. 33) from 1.15 to 1.69 GeV in 20-MeV
bins. Error ellipses have been drawn at representative energies.
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FIG. 5. The ~m I =0 S-wave amplitude p~u» shown in an

Argand plot comparing the solutions K& (), K& (Etkin) (V), K3
(D), and M (0). The last three are only shown where they differ
from solution K~. The corresponding energies in GeV are
displayed on the plot.

FIG. 7. The cross section for inelastic I =0 S-wave mm

scattering. This cross section is proportional to ~ (1—g~~ ),
where g» is the m.m. inelasticity, and it is this that is plotted from
the analyses of the CERN-Munich ~m results by Ochs (Ref. 30)
() and by Martin and Pennington (Ref. 33) (Q). The I =0 S-
wave mn. ~KK contribution to this inelastic cross section is plot-
ted from the results of Cohen et al. (Ref. 35) (&) and Etkin
et al. (Ref. 37) (0). Some of the data points have been dis-
placed for easier presentation. The solid curve corresponds to
solution K& and the dotted one to K& as described in the text.
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FIG. 8. The phase of I =0 S-wave mm. ~KE scattering from
Cohen et al. (Ref. 35) (O), Etkin et al. (Ref. 37) (), and from
Wetzel et al. (L)., Polychronakos et al. (V), and Costa et al.
(Ref. 36) (Q). Experiment determines the phase of this S wave
relative to the D wave. Modeling that by resonance dominated
forms gives the S-wave phase, Pr2, shown.

discussed again in Sec. IX. That such a pole should occur
is no surprise. A factorizing pole in the E matrix gen-
erates a simple pole in det K (no double pole). Such a pole
automatically generates a nearby zero. This is because in
the neighborhood of the pole, the pole term takes on all
values from —oo to + oo. A zero then automatically
occurs, provided the background is nonzero: how near it

is to the pole depends on the relative strength of the pole's
couplings and the "background" polynomial. Such a zero
in the detK requires a pole in its inverse, viz. , detM. The
parameters of the typical M fit are also listed in Table I.
Again the quality of the fit is excellent and the resulting
physical amplitude almost identical to solutions KI and
E3 see Sec. VII ~ The small differences between these
amplitudes is highlighted by looking at the Argand plot of
the nn~vr~ S wave, p&M II. In Fig. 5 the solutions KI,
ICr (Etkin), K3, and M are compared. They are essential-
ly identical except for the energy range of 960—1100
MeV, and then only Kr (Etkin) differs above 1040 MeV.
In this region of KE threshold, the amplitudes are varying
most rapidly and so differences become exaggerated.
Focusing on K+K threshold where each solution leaves
the circ)e and remembering that unitarity requires
P» ——r)Irrq up to this energy, we see how changes in this
point can bring a sizable difference in Prz with only a
small change in the corresponding amplitudes and their
consequent pole structure (see Sec. VIIA). From Fig. 5,
the phase r{r I & {r))» ——5 r r + arctan [(I —rI ) /( I +g )tan5» ] ) is
seen to fa11 quickly above K+E threshold by almost 90'
before rising again. It seems rather natural that P» and
Pl& having been equal up to K+ir. threshold should tend
to keep together in the 8 MeV up to K E threshold. It
is a feature of all our solutions that PL2 does indeed fall
initially just as implied by the mm~KK results of Etkin
et aI.

Our fitting procedure is predicated on the assumption
that the ~~ and KK channels exhaust the content of uni-
tarity in the energy range for which we fit, namely, up to
1.7 GeV. We know, of course, that this is far too strong
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FIG. 9. Mass spectrum of centrally produced S-wave ~m

events in pp~ppm. m from the AFS Collaboration (Ref. 13).
These data have been corrected for acceptance (Ref. 44). The
curves show a typical fit given by solution K&.
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C

Q

1.0
I I I

1.2 1.4 1.6

MKK {Ge&)
FICx. 10. Mass spectrum of centrally produced S-wave ~m

and KE events in pp~pp(MM) from the AFS Collaboration
(Ref. 13) are shown above 1 CxeV. These data have been correct-
ed for acceptance (Ref. 44). The curves show a typical fit given
by solution K&.
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an assumption even above 1.2 GeV. Results on the gg fi-
nal state ' suggest that this may contribute 2% to the in-
elastic cross section even in the f region —see Fig. 7. Such
an additional channel would in fact have only a small ef-
fect on our amplitudes. More serious is the appreciable
onset of 4~ channels near p-p threshold as mentioned in
Sec. IIIC. In Fig. 7 we compare results on the inelastic
~~ cross-section as determined from the elastic channel
by the CERN-Munich experiment with the KK contri-
bution according to Cohen et al. and Etkin et al. , for
example. As discussed already in Sec. III C, the fit K& of
Table I follows the larger inelastic cross section implied
by the CERN-Munich results. We also report a variant,
K'~, on this solution in which the inelastic cross section is
required to resemble more the above KK contribution.
The truth presumably lies somewhere between the two. In
obtaining this solution no phase input on P&2 has been im-
posed above 1.4 GeV, just its magnitude. This is because
the strict imposition of the KK phase (as determined by
Cohen et al. , for example) is surely overly restrictive in
the presence of other appreciable open channels.
Nevertheless, by introducing more parameters a satisfac-
tory fit to the phase information on $, 2 (from Cohen
et al. ) can be obtained giving a solution with a similar
pole content to K &. As expected, the differences between
K& and K~ only occur above 1.4 GeV and then largely in
their couplings to KE. In Sec. VII we will exhibit these
differences which are again small.

20
POO

-O 1—

-Oo 2—

-0 3—
I

1~ 0 1~ 2
E (Gev )

FIG. 12. The AFS results on S-D-wave interference in
pp~pp~m. (Ref. 13} are compared to the prediction from our
analysis with our solutions determining the S wave and the D
wave assumed dominated by the f resonance below 1.4 CxeV.
(At higher mm masses, this simple model of the D wave becomes
inadequate. )

B. Consistency checks

Here we perform two consistency checks on our solu-
tions and how they fit the AFS double-Porneron results.
The first is to consider how this much more sophisticated
and complete treatment is related to our earlier single
channel Omnes analysis using 40% of the AFS statistics
with their preliminary treatment of their acceptance. As
detailed in Sec. IIIA, this can be done by comparing the
two-channel function P of Eq. (3.13) with the single chan-
nel P, Eqs. (3.9) and (3.12), which in Ref. 15 we took to be
a constant. The P from our fit is plotted in Fig. 11 and is

f.5—

0.5—

seen to remain remarkably flat, emphasising the universal-
ity of the Omnes function below EX threshold and indi-
cating no dramatic difference in the way the arm. final state
couples to PP than to m~ itself. This is to be contrasted
with our discussion of the yy process in Sec. VI B.

In fitting the AFS data we have only considered the S-
wave cross section, Eq. (4.7), with no reference to its
phase. However, there does exist phase information on
this channel as analyzed by Cecil. Our second check is
therefore to compare the prediction for the S Dwave in--
terference predicted by our solutions with that given by
experiment. With the D-wave phase assumed dominated
by just the f contribution and so given again by Eq. (3.24)
and its normalization chosen to reproduce the reported
height of the D wave cross sect-ion (one further parame-
ter), we obtain the prediction shown in Fig. 12 in excellent
agreement with the AFS experimental interference. ' De-
viations at higher m.~ masses are to be expected as the D-
wave phase is no longer f dominated. The ability of our
solutions to predict results not fitted make this a very sa-
tisfactory test of our amplitudes.

VI. OTHER SOURCES OF DIMESON FINAL STATES

t 0.3 0.5

N~~(GeVj

0.7 0.9
2mK

A. Heavy-flavor decays

FIG. 11. A plot of the effective two-channel coefficient func-
tion of the Omnes representation, Eqs. (3.13},for the production
process pp ~pp~m as a function of dipion mass M for a
representative solution K&. The flatness indicates the near
equality of the Omnes function for this process and m.m scatter-
ing itself, Eqs. (3.12) and (3.13).

The dipion mass spectrum observed in the decay of
n. is seen to peak at .high am masses (-600 MeV).

This is often spoken of as reflecting some low-mass epsi-
lonlike structure in the I =0 S-wave m~ system. This is
to forget that m.m and KK decays of the states of hidden
charm and hidden beauty are subject to exactly the same
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constraints as all other hadronic decays by virtue of their
common final states. The amplitudes for these S-wave
decays are also given by the formulas of Secs. IIIA and
III B.

Let us first consider the decays it'~firn and Y'~ Yirir
(generically V'~Van) T.he phase space for the sr~ final
state is limited by the V' —V mass differences of less than
600 MeV. The experimental spectrum for the decay
A ~8(MM) can be expressed in terms of the appropriate
S-wave amplitude W(M) by

dI
I [(M„+Mii) —M ][(M~ —Mii) —M ]

A

100

Mark II

80—

)
Qp

eo—
CO

00—

20—

I

Crystal Ball (b)

&&(M' —4p') I
'"

[
~ (M)

t

' (6.1)
0.1 0.2 0.3

M~„(G V )

0.1 0.2 0.3

M (GeV j

where M is the dimeson mass and once again p is the
mass of the individual mesons in this pair. The amplitude
W will be given by an equation of the form (3.8). The
functions o.

&
and a2 are expected to contain an Adler zero,

as PCAC requires such a zero close to threshold for these
ttt' and Y' decays, there being no Born term. Otherwise we
expect these functions a~ and aq to be simple as these
channels have a suppressed left-hand cut, since the OZI
rule "forbids" stir and Yir intermediate states, Fig. 13.
%'e therefore parametrize them by a linear function of

b th
M . The position of the on-shell zero is to be determ' de ermine

y e data. It turns out that the experimental results are
we 1 described by such forms which incorporate the cru-
cial twin ingredients of PCAC and final-state interactions
required by unitarity. Others have fitted these, and
earlier data on the same channels h

'
hs, wit just the con-

straint of PCAC and a single-channel analysis, i.e., in our
anguage setting Tii in Eq. (3.8) to be a constant and ai

to zero. In the small-mass region explored in these de-
cays, it happens to be true that T] is slowly var

'

follows.
owever, the advantages of this fuller tr t trea men are as

(i) No such fortuitous accidents are needed; neverthe-
ess, a peaking at larger mn masses is generated by the

FIG. 14. The msgr mass spectrum for the decay P'~P~+n.
as a function of M for (a) m+m. from the Mark II (Ref. 54)
Collaboration, (b) ~ m from the Crystal Ball (Ref. 55) Colla-
boration. The curves show the results of a combined fit typical-
ly given by our 5-wave solutions.

low-mass suppression provided by the Adler zero rather
than a localized e enhancement.

ii) By performing a coupled-channel analysis we can
determine the relative couplings to m'ir and KK.

In Table II we give the position of the zero, s0, and the
ratio of a& to a2 for the fit to each data set shown in Figs.
14 and 15. Note from Fig. 15 that the quality of the fits
to the Y' data, whether of the ARCHEUS group at the
DESY storage ring DORIS (Ref. 56) with over 5000
acceptance-corrected events or the Cornell Electron
Storage Ring (CESR) groups ' with over 4000 such
events, is excellent. In contrast, the f' data, Fig. 14, with
merely a thousand acceptance corrected events from each
of the Mark II (Ref. 54) and Crystal Ball (Ref. 55) experi-
ments are considerably poorer. This suggests that the sta-
tistical errors on the Crystal Ball m ~ results in particu-
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FIG. 13. Parton diagram of the decay V'~V~m, with V
made of heavy quarks v, so that v =c, b means V=~~I or Y em-7

phasrzing the gluonic nature of the intermediate state expected
in this picture.

FIG. &5. The mm mass spectrum for the decay +'~+~~ as a
function of M for (a) ~+~ from the Argus Collaboration (Ref
56), (b) w+m from the CLEO Collaboration (Ref. 57), (c) ~+~—
from the CUSB Collaboration (Ref. 58), (d) ~ ~ from the Crys-
tal Ball Collaboration (Ref. 59). The curves show the results of
a combined fit typically given by our S-wave solutions.
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TABLE II. Parameters of fits to heavy-flavor decays and yy~~~ with so the position of the
process-dependent Adler zero and the coupling functions a;(s) of Eq. (3.21) normalized so that
ap(4m' )=1.

Process

"f"~Y~7T

P~PKK

l(~PKK
ff ~'I77T

Experiment

Mark II
Crystal Ball
Argus
CLEO
CUSB
Crystal Ball
CLEO
CUSB
Mark II
Mark II
Mark III
Mark III
PLUTO

DM1

so/m

5.4

3.4

—0.5 (fixed)

—0.176

—0.176

—0.176
(fixed)

a) ——0.53
a) ———1.58
a~ ——1.23
a) ———0.44
ai ———2.46
a) ——02

1.0

a2(s)

1.0

1.0

e2 ——0.08
a2 ——3.64
F2 = —2.72
a2 ——1 ~ 11
~,'=7.99
aq ———8. 10

g /data

28/23
97/26
9/13
7/11
10/14
5/10
13/11
1/6
39/18
1/4
50/38
1/5
12/17

4/6

I

10- CLEO

~ 8-

UJ

W ~%TETE

2-
0 I'

2
M~~/2m~

(

0 CUSB

a 8-
C)
O

e
4 2-

UJ

0.3 0.5 0.7
M ttn( GeV )

(b)

lar, which are all that are shown in Ref. 55, are far from
the total uncertainties on these data.

The one surprise among these decays is when we turn to
Y"~Ymm, which with a larger mass difference allows ~m
masses up to 900 MeV. Even though the statistics are
poor with only fifty or so events from both CLEO (Ref.
60) and CUSB (Ref. 61) Collaborations, Fig. 16, we see
the data are consistent with unadorned phase space. In
our terminology, n& and a2 appear constant and show no
sign of vanishing near threshold. Why the Adler zero
does not occur in this channel is a mystery. No Born

term in the Y"~Yam channel is known, but these data
do suggest some unexpected dynamics, which more data
would hopefully illuminate.

A particularly fortunate situation would arise if one of
these narrow states below heavy-flavor threshold would
allow ~~ masses beyond KK threshold. This, together
with explicit information on the KK channel, would allow
another look into the S* region, which at present only the
AFS data explore fully. Several such channels are possi-
ble. First, there is g~P(MM), where the P is isolated by
its KK decay mode. This channel allows dimeson masses
up to 2 CseV, again has suppressed left-hand-cut effects
(we know of no P~, PK, or Pm. states in keeping with the
OZI rule, Fig. 17) and can have quite different couplings
to m.m and KK from any of the channels previously dis-
cussed. Here, the S* shows as a peak near KK threshold,
Figs. 18 and 19. This is a sign that the KK couplings are
dominant, as the presumed ss structure of the P would
imply, Fig. 17(b). The only published data from Mark II
Collaboration at the SLAC storage ring SPEAR (Ref. 62)
are far too poor to be very precise. However, a dramatic
improvement is expected in the near future with results
from the Mark III Collaboration at the SLAC storage
ring SPEAR and DM2 at DCI (Orsay) on both the Parr
and PKK channels. Preliminary results have been present-
ed at the 1986 Rencontre de Moriond to which we

C

C

FICx. 16. The m.m mass spectrum for Y"~Ym+m as a func-
tion of M from (a) the CLEO Collaboration (Ref. 60) and (b) the
CUSB Collaboration (Ref. 61). The curves show the data are
essentially consistent with phase space with no low-mass Adler
suppression.

(a)
K

(bj

FIO. 17. Parton line diagrams of the processes (a) P~Pmm,
(b) Q~QKK
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FIG. 18. The ~~ and KI7 mass spectra for the decays
g~P(MM) from the Mark II Collaboration (Ref. 62). Our
solutions typically give the curves shown which in fact represent
the average over each bin width, assuming pure S wave.
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FIG. 19. The preliminary ~n and I(K mass spectra for the
decays P~P(MM) from the Mark III Collaboration presented
by Mallik (Ref. 63). Our solutions are exemplified by the curves
shown; these represent the average over each bin width, assum-
ing pure S wave.

apply our analysis. Knowing ~ » and u z&, these data can
be fitted to determine the coupling functions a& and az.
These each contain the Adler zero for this channel, but
with the present uncertainties we merely put so, Eqs.
(3.18) and (3.20), equal to its rrrr position, Table I. As an
indication of what can be achieved, we have fitted quadra-
tic forms for the a s simultaneously to the published
Mark II (Ref. 62) and preliminary Mark III data. The
parameters are listed in Table II and the fits shown in
Figs. 18—20. Though the fits are shown as continuous
curves they are in fact averaged over the same bins as the
data shown, just as for the AFS results (Sec. V A). This is
essential only in the KK threshold region, where our am-
plitudes have local structure (see Sec. VII A) resulting in
the shoulder and fall in the PP~rrrr spectrum (Fig. 9),

FIG. 20. Same as for Fig. 19 with the ~~ data above 600
MeV in 30-MeV bins.

while giving a peak in the present g~Prrrr distributions
(Fig. 18—20). Data with sufficient statistics to allow finer
binning may usefully check our amplitudes in the 1-GeV
region. Indeed, we eagerly await the final Mark III and
DM2 (Ref. 65) results, which, once acceptance corrected,
the dirneson mass accurately calibrated and the S-wave
separated, could be added to the data sets of Sec. III C to
constrain the determination of our basic hadronic ampli-
tudes u;~ of Sec. VA.

Another reaction with far higher statistics, for which
data have been available for a number of years, is
P~corrrr (Ref. 66). This channel exposes a large rr~ mass
region and is known to have a sizable D-wave signal as
the f resonance is clearly seen. However, analysis of this
decay is complicated by crossed-channel effects. The ~~
spectrum, even if it were angular separated, could not be
discussed without regard to strong reflections from the
co~ channel which, again because of final-state interaction
effects, has a sizable B signal. To arrive at any con-
clusions from this channel, a full Dalitz-plot analysis is
necessary together with a complete treatment of the co~ as
well as coupled ~~ channel.

B. Two-photon channel

In describing the Porneron-Porneron mechanism in Sec.
IV, we have drawn an analogy, at least theoretically, to
the two-photon process accessible in e+e ~e+e (MM).
Unfortunately only relatively-poor-statistics results exist
for this in principle cleaner channel. Data have been
published on dipion production from the PLUTO Colla-
boration at the DESY storage ring PETRA (Ref. 68) and
from DM1 at DCI (Ref. 69), Fig. 21, the shape of which
has been recently corroborated by preliminary results
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(6.2)

from DM2 at DCI (Ref. 70). In the absence of angular
separation, we naively assume that all the data below 1

GeV are S wave. Then having determined M~~ and M2&
in Sec. V, we can fit these yy data using the analog of the
PP scattering formula Eq. (4.6),

~2 4 2 1/2
o»'(M)= IW = (M)I'

M

P

2.0

and so determine a&,u2 for the yy process. Just as for the
PP reaction, these are not expected to have an Adler zero,
as there is here also a nonzero pion-exchange Born contri-
bution. The results of a fit to the PLUTO (Ref. 68) and
DM1 (Ref. 69) data are shown in Fig. 21, with the corre-
sponding parameters listed in Table II. We would predict
that the DM2 (Ref. 70) data when finalized should have
the same form as this.

To compare the yy and PP couplings, we plot the
relevant function P of Eq. (3.13) in Fig. 22 to be contrast-
ed with Fig. 11. We see that while the effective coupling
to the PP channel shows no mass dependence compared
with sr~ itself, the yy couplings increase towards 1 GeV.
If the data above 1 GeV were angularly separated, and the
KK channel also explored, we could use our analysis to
determine the yy couplings of the scalar states in our

0.5—

0.5
I

0.7
M~~(Gev)

o.g
2 Alp

FIG. 22. Effective two-channel coefficient function for an
Omnes representation of the process yy~27. ~. The data are
from the PLUTO Collaboration (Ref. 68) and the curve corre-
sponds to the fit shown in Fig. 21. This is to be contrasted with
the flat function of Fig. 11 for PP~m. ~ indicating that the S-
wave states have from 0.3 to 1 GeV an increasing coupling to
yy with increasing mass compared to ~~ and PP. However,
these conclusions are not definitive without partial-wave separa-
tion, information on the KK channel, and a resolution of the ex-
perimental inconsistency between different yy data sets.
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amplitudes —states we reveal in Secs. VII and VIII. How-
ever, after this analysis was completed, new results from
the TPC yy Collaboration have been published, ' which
do not agree with the PLUTO data of Fig. 21 (and hence
22) and so no firm conclusions can be drawn until this
discrepancy is resolved. Nevertheless, the formalism out-
lined in Sec. III should apply as previously discussed for
instance by Lyth and by Mennessier.

Note added in proof. The discussion in this subsection
of the two-photon process is based on what is probably an
oversimplified model with a pure S-wave interaction
below 1 GeV. There is in fact a strong theoretical expec-
tation that D waves should be important at lower energies,
as we are at present studying.

VII. POLES OF THE S MATRIX

A. Where the poles are

X

(n 1

UJ

0.3 0.5 0.2 0.9
M (GeV)

FIG. 21. The m.n. mass spectrum for the process yy ~++sr
from (a) the PLUTO Collaboration (Ref. 68), (b) DM1 (Ref.
69). Assuming the ~~ data is S-wave dominated, our solutions
readily accord with these spectra as shown by the curves.

In the following sections, we resume our main theme
addressing the following question: What I =0 scalar
dynamics is entailed by our combined fit? The ensuing
discussion may appear tortuous; that is inevitable given
the complexity of the phenomena. When people discuss
the pseudoscalars or tensors, there is no question that the
t(1440) or 8(1690) are resonances or what the other 0 +

and 2++ states are; speculative interpretation starts from
that point. For the scalars, especially in the I =0 sector,
it is a major and subtle enterprise to establish what the
resonances are, still more to assign meaningful parame-
ters. The difficulty stems from all the classic complica-
tions of the resonance concept occurring simultaneously:
resonances are variously broad and overlapping with sub-
stantial coupling to strongly opening channels. That is
why we have to proceed in rather slow careful stages.
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In the present section, we list and discuss the pole con-
tent of our solutions pointing out how our rather elaborate
pole scenario is tied to the phenomena it explains and to
general requirements on possible structures of the S ma-
trix. The ensuing list of poles and residues is the objective
outcome of our analysis. As we shall show in this section,
in all our solutions we always find seven poles of the S
matrix below 1.7 GeV. In Sec. VIII we attribute these to
four resonances, two broad objects e(900) and e'(1430)
(Ref. 74) and two narrow resonances S~(991) and Sz(988),
which together reproduce the S' phenomenon. Couplings
to ~m and KE reveal the e(900) and e'(1430) to be con-
sistent with a (uu+dd) composition; likewise the Sz(988)
shows an (ss ) composition and the Sl(991) behaves like an
SU(3) singlet, compatible with a glueball makeup.

Having sketched our destination, we now proceed to de-
tail and justify this pole content of our solutions. This en-

tails specifying not only positions and residues, but also
on which sheet of the energy plane poles are located, Fig.
23. This latter is only an issue when dynamical activity
coincides with the opening of a new threshold —precisely,
the present case. Normally, all but one of the unphysical
sheets of the energy plane is remote and resonances are
unambiguously identified with poles on the adjacent sheet,
e.g. , for p(770) sheet II and for f(1270) sheet III. A new

threshold temporarily multiplies possibilities, since three
unphysical sheets adjoin the physical region and can be
the seat of physically significant resonance poles. The re-

sulting structure is conveniently displayed in a k2 plane
[Fig. 24(a)], which explicitly distinguishes the two alterna-
tives kz ——+( ,' E mz )—' c—orresponding to a given

complex energy E.
Resonance poles usually have images on related sheets;

for example, the physical f pole has a counterpart on
sheet II and that of the p on sheet III. In the k2 plane,
these images occur at approximately the mirror positions
k z'- —k z ', as follows directly from the Breit-Wigner
description of these resonances. Normally, this
phenomenon of pairing is of no physical importance. It is
only where resonances occur close to the corresponding
threshold that both members of such a duo get the chance
to affect the physics. As we shall see, the present solu-
tions illustrate this possibility in quite a complex fashion.

Before elaborating on this, we need to amplify the state-
ment that resonance poles usually have images and to ex-

plain how exceptions come about. The general idea is as
follows: let T" denote the scattering matrix on sheet II

and T its counterpart on sheet III. The analytic con-
tinuation from one to the other is specified by the rela-
tion

( TIII)—I (TII)—I+2 ~ (7.1)
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and resonances are associated with zeros of det(T ').
Normally, the variation with energy that produces such
zeros is already present in the corresponding inverse K-
matrix elements [cf. Eq. (3.15)]. A resonance pole in T"
then readily induces an image pole in T"' and vice versa;
this is what usually occurs. However, it can happen that
the K-matrix elements are essentially constant. Then it is
the phase-space factors, in particular the rapidly varying

pz, which feeds the resonant variation. In this case, the
image pole does not occur (or has "moved off to infinity")
and one has the situation referred to as a virtual bound
state. The pole configuration that our solutions generate
combine both possibilities. Despite appearances this cor-
responds to quite a simple structure of the K matrix.

As already described in Sec. V, we have performed fits
using both E-matrix and M-matrix forms. The former

FIG. 23. Sheet structure of the energy plane.

(bj
FIG. 24. Positions of the seven poles A —6 for representative

solutions (cf. Table III). (a) In the complex k2 plane, where
1

k~ ——
2 (E —4m& )' . In making this plot, we have taken m~

to be the mean neutral-charged-kaon mass. Correspondingly
real energies E are shown in parentheses. (b) Plotted in the
complex E plane with inset showing KK threshold region en-

larged: ~ for sheet II, ~ for sheet III. The curved patches indi-
cate spread among solutions. The marks the inferred
resonance-pole positions of our fit (cf. Table VII).
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TABLE III. Pole positions, ER (GeV), for various solutions described in the text.

Solution
Pole Sheet Average

A

B
C
D
E
F
G

II
II
III
II
III
III
II

1.002 —0.026 i
0.986

0.984—0.021i
0.88 —0.40i
0.95 —0.37 i
1.48 —0.26i
1 ~ 52 —0.26i

1.005 —0.025 i
0.990

0.988—0.018i
0.91—0.31 i
0.96—0.30i
1.40—0. 18i
1.40—0. 17i

0.997—0.025 i
0.990

0.983—0.018i
(1.42 —0.46 i)
(0.99—0.50i)
1.37—0.26i
1.36—0.26i

1.000—0.026 i
0.987

0.984—0.021i
0.83 —0.42i
0.90—0.39 i
1.42 —0.20i
1.40—0. 18i

1.001 —0.026 i
0.988

0.985—0.020 i
0.87 —0.38 i
0.94—0.35 i
1.42 —0.23 i
1.42 —0.22 i

g /NDF 1.3 1.3 1.3 1.4

A y Gpp
/

Y]

c

Y2
D

pp

Y1

Y2

( Sca(e
.2 0.4 0.6

FICs. 25. Complex residues y& and y2 (= —y2) [cf. Eq. (7.2)]
corresponding to poles of Fig. 24. Dots correspond to individual
solutions (Table III), solid lines to vector averages of these, and
dashed vectors to associated PP couplings app —=cx]p l+aqy~.

yielded solutions for one explicit IC-matrix pole, denoted
K~, a variant E'], and a solution for three poles, labeled
K3 corresponding to the latter we obtained a single fit
which we term M. The pole pattern that emerges from
each of these types of solution is remarkably stable. The
details are displayed in Tables III and IV and Figs. 24 and
25. Each solution is seen to have seven "nearby" poles,
denoted A —G. Though S-matrix poles are not demanded
by the forms with which we fit, they are the most impor-
tant outcome of our solutions. Table III gives their posi-
tions for our representative solutions E], E &, K3, and M,
while Figs. 24(a) and 24(b) display these in the kz and en-

ergy planes, respectively, the latter illustrating how sheet
II and sheet III poles form pairs, viz. , D-E and G-F. In
Fig. 25 are plotted the complex residues of these poles, de-
fined by

llm (sR —s)~,J
R

(7.2)

In fact, to make the plot intelligible we show y& and
y2 ———y2. The average value of these couplings for each
of our seven poles are tabulated in Table IV. Such resi-
dues are a prime clue as to the parton content on the asso-
ciated resonances as discussed in Sec. VIII C.

We must remark that the foregoing are not the only
structures in our amplitudes. Forms which fit data along
a limited region of the real axis in the energy plane inevit-
ably also have distant poles which are mere artifacts of
the parametrization and consequently are unstable. Such
poles occur for all our solutions on the physical sheet I.
Though such poles violate causality, they always occur at
least 500 MeV into the complex plane and so have no ef-
fect on the nearby structures reliably determined by the
data.

To gain a mental picture of the complex pole scheme
that has emerged, it is helpful to flip between the plot in
terms of the k2 plane [Fig. 24(a)] and that in the energy
plane [Fig. 24(b)]. Read together, these display a short-
range system comprising the triplet A, B,C governing the
KK threshold region, and long-range structure dominated
by the pole pairs D-E and G-F. It is the former that con-
stitutes the principal novelty of our solutions. The poles
revealed by many previous analyses (using subsets of the
data we consider) are illustrated in Figs. 26 (Ref. 76). As
will be seen, analyses of the S* have quite a long histo-
ry with one-pole ' and two-pole scenarios2 '

having early exemplars. For discussions in a similar spirit
to the present one (although leading to quite different con-
clusions owing to different input) see especially Refs.
81—83. (The last of these focuses very much on the KE
data of Ref. 35 and only uses m~ information over the
very restricted mass range 0.91—1.05 GeV. ) The PDG
average' (in our terms for the position of pole A) is dom-
inated by the result of fitting the low-statistics data on
l'-p~+~ of Ref. 62. This we believe to be quite unjus-
tified as evidenced by the ease with which we fit the same
data (Fig. 18) using our own M-matrix solutions with
their appreciably different pole positions [see Fig. 26(b)
and caption thereof]. These various analyses have com-
monly reported just one pole (similar to A), or sometimes
two, to describe the S* effect while we find three.
Wherein lies the difference? More generally, what is the
role of all our poles in achieving the reported fits? For
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TABLE IV. Average pole positions, residues, and PP couplings, happ, for our specimen solutions

(~pp= l~iri+~2rzl).

Pole

C

E
F

(G)

E, (GeV)

1.001—0.026 i
0.988

0.985 —0.020 i
0.87 —0.38 i
0.94—0.35 i
1.42 —0.23 i
1.42 —0.22 i

(GeV)

0.02 —0.26i
0.011—006i
0.07+0. 18i
0.44 —0.21i
0.39—0.26i
0.43+0.36 i
0.45+0.32 i

(0.27}
(0.01)
(0.19)
(0.49)
(0.47)
(0.56)
(0.55)

y, (GeV)

0.25+0.25 i
0.35—0.01i
0.09+0.18i
0.27 —0. 13i
0.21 —0. 14i
0.08 —0.01i
0.10—0.03 i

(0.35}
(0.35)
(0.20)
(0.30)
(0.25)
(0.08)
(0.10)

CXpp

0.9
1.0
0.6
0.7
0.6
0.9
1.0

t xi
)k ta

eDetail below
—.2—

X»

-.4—

0.8 1.2
Re ER( GeV)

(a)

1.4

0

1.6

.00

Q2
e
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UJ —Q4—

~ ~"

—.06—

.94

x&,
I

.96
t

.98 1.0
ReER(GeV)

I

1.02

FIG. 26. Present pole pattern compared to previous findings
as listed in Ref. 18: (a) overview, (b) detail for the EE threshold
region. Notations: our average pole locations (Table IV):
(sheet II), 0 (sheet III); in (a) points labeled h and e are from
Refs. 30 and 85, respectively; in (b} the scatter of dots are from
previous findings in the neighborhood of KK threshold listed in

the PDG tables (Ref. 18); the cross with error bars depicts the
weighted PDG average; in the text, specific reference is made to
the pole g inferred from Ref. 62, f the outcome of the one-pole
fit of Ref. 81, and fz,f3 the sheet-II and sheet-III poles of the
associated two-pole fit.

the present we focus on the pole positions deferring inter-
pretation of the associated residues (Table IV and Fig. 25)
until Sec. VIII.

As a step to answering the above questions, we examine
what types of energy variation alternative pole configura-
tions can achieve. Suppose just one pole controlled the
KI( threshold region, say at a position kz ——kz. There
will in general be a background phase, 6b. Allowing for
this, a minimal representation for the sr~ S-matrix ele-
ment W» is simply

p+ A 2isi,k k*
11 e

kq —k„
(7.3)

This illustrates the rule that a pole at k2 ——kz automati-
cally entails an associated zero of W» at the mirror point
k2 ———kz. This is a general result and follows from
analytically continuing unitarity to the pole. The pole 3
of our fit (on sheet II) produces the familiar sharp rise of
the ~~ phase shift just below KA threshold seen in Fig. 3.
This is the classic signal for the S* resonance and, for
that reason, some version of 3 has featured in all analyses
of the past 13 years (cf. Fig. 26). The associated zero of
Wi& required by unitarity of itself produces a deep dip in
the inelasticity, q», just above threshold, Fig. 4. Such a
feature is qualitatively in agreement with experiment. It
is for achieving quantitative agreement that other poles
come into play.

It has long been argued ' ' ' " that a one-pole
description of the 5* effect gives too blunt a signal in
cr(trvr~KK) (or, equivalently in the behavior of 71») as
compared to the data. The qualitative effect is easily un-

derstood, either in terms of the poles and zeros picture
sketched above, or by remarking that having just a sheet
II pole with no corresponding sheet III image is, in a
sense, to have half a resonance. Away from the reso-
nance, the corresponding amplitude falls like

i
E E„, i

', ra—ther than as
i
E E„, i

'. Already-
for fitting the CERN-Munich nn phase-shift data (part
of the input to the present fit), two-pole Ansiitze yield
much better fits to the S* region than do one pole formu-
las, such as arise from the complex scattering length
description. The contrast is very clearly exposed in Ref.
81 (see especially their Fig. 2) wherein a two-pole descrip-
tion is seen to be far superior for following the long-range
trends of both 5» and g». How does our solution with
three poles fare in comparison? It turns out that the
phase-shift prediction hardly differs, but the inelasticity
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profile has a less pronounced and broader minimum (Fig.
4), consonant with the actual n~~KK cross-section infor-
mation used in the present fit and the assumption that the
KK channel saturates inelasticity. The way our fit has
responded to this requirement is to move pole C upwards
towards the real axis (Fig. 26) as compared to the version
of Ref. 81 of this feature. Finally, all this readily pro-
vides an excellent fit to the I'P ~~m. production spectrum
including the shoulder just below 1 GeV.

The primary role of the pole B in a 7 sense is to enable
the locations for A and C, required by the data, to coexist
within the general constraints of unitarity. As we shall
report in Sec. VIIB, removal of pole B dramatically wor-
sens the fits. There are, of course, potentially, much more
direct signals for B. The expected sharp peak in
o(PP~KK) just above threshold is to an extent borne out
by the data (Fig. 10). With a pole so close to threshold
very striking differences should appear between spectra
for K+K and K~K~. The latter channel should also re-
gister a very sharp peak [uncontaminated by a $(1020)
signal] in K p~A(X)KsKq Another .consequence of B
should be a very sharP downward bliP in P,z

——argMiz just
above threshold and indeed there are hints of such
behavior in the observations (Fig. 8). We have previous-
ly' suggested that this feature of the input plays a signifi-
cant role in selecting the three-pole option. We now know
this not to be the case (see Sec. VII B following).

Our long-range pole pairs D-E and G-F are certainly
the absolute minimum of complexity needed to describe
the presently available data. An important goal for future
experiments is to establish whether it is also sufficient.
Already, additional structure has been claimed, for exam-
ple, by Etkin et al. on the basis of mm~KK informa-
tion, and also from an amplitude analysis of i)z) produc-
tion. ' Nevertheless, the scheme for the long-range poles,
revealed by our solutions, is attractive from the point of
view of economy. As always, it will be difficult to tie
down detailed pole parameters closely; indeed their very
existence is deduced from long-range phase movements
[cf. the discussion of the analogous but much less compli-
cated x(1350) effect in Kir scattering ]. Nevertheless, the
pairing D Esuccessfully un-ites the source of the slow rise
of 5ii from ~m threshold [the old e(900) effect] principally
given by D with the description of phase movements
above 1 GeV via E. In Sec. VIII we shall base our reso-
nance assignments on the foregoing pattern of short-range
and long-distance poles.

B. The role of pole B

The principal new feature of our analysis is that we
find three poles, A, B,C in the region of KK threshold
rather than the one or two of previous treatments, which
only considered subsets of the data we have used.
Remember that our pararnetrizations do not a priori have
any particular number of poles of the S matrix, yet all our
solutions have this same A, B,C structure.

When resonances are narrow and nonoverlapping and a
single channel predominates, it is relatively easy to inves-
tigate the effect of adding in or taking out particular reso-
nances. In the present situation with strongly coupled
channels, this is nontrivial to implement because of the

k2
P(kz) = 1—

k

k21—
k2a

1—k2

k2C

)&exp g y„kz
n=0

(7.5)

where the y„are complex numbers and k z
——k2~

(j = A, B,C, ) are the three poles A, B, and C. Comparing
Eqs. (7.4) and (7.5) above sr~ threshold, we can read off
K&~, K22, and detK and consequently relate the M-matrix
elements to the parameters of Eq. (7.5). Unitarity, of
course, requires K]2 real, i.e., q» ( 1. Unfortunately, here
this condition is not automatic, requiring K]&K&2 )detK,
which, though trivially satisfied by a K- or M-matrix pa-
rametrization, is easily lost writing P(kz) as a product of
zeros. This condition must thus be checked at every
stage. Practice shows this constraint greatly restricts the
acceptable region of the y„parameter space.

The arbitrary function d(kz ) cancels out in physical
quantities, viz. , the u,j, as does any arbitrary real func-
tion in Eq. (7.5). Thus we can set Reyz„——0 for all n.
Such a form as Eq. (7.5) with only three poles (and not the
seven of Fig. 24) can only be expected to represent experi-
ment in a limited region of the kz plane. Specifically,
from Fig. 24(a), we see that we can expect the poles D G—
to provide just a smooth background for

I
kz

l
&0.24

say, i.e., 0.87(E & 1.10 GeV. Our aim is first to show
that a fit of all the data in this limited energy regime with
a three zero-form like Eq. (7.5) is possible and then to
compare this with a similar fit using a two zero-form (i.e.,
to remove the B pole). Because of the condensed ranges
of the parameters that allow unitarity to be satisfied, we
must choose the starting parameters with care. In the
case of the three-pole scenario, these are readily found by
first fitting the form Eq. (7.5) to any of the amplitudes we
already found with three poles. We then refit the experi-
mental data within a

~
kz

~

&0.24 GeV radius of KK
threshold. The result for all the classic ~~, KK, and AFS
double-Pomeron data are listed in Table V. In this nar-
row energy range, the discrepant results on P», Fig. 8,

overriding need to ensure that unitarity remains satisfied.
Nevertheless, we present here a way to discuss why our
analysis finds three poles in the neighborhood of KK
threshold while previous treatments did not.

To allow the number of W-matrix poles to be fixed
a priori, consider the Jost function (or determinant ),
which up to some real function d(kz ), is the denomina-
tor of the W matrix, so that

P(kz) =d(kz )(1 ip—,K» ipzK—zz
—pipzdetK) .

(7.4)
The zeros of P, which correspond to poles of W or M and
thus to resonances, are its sole source of variation apart
from distant effects from the arm. threshold and from left-
hand cuts. The function P(kz) thus provides a highly
suitable vehicle for exploring possible pole scenarios for
the KK threshold region. Indeed, it enables one to
parametrize amplitudes explicitly in terms of poles by
representing the Jost function by a simple product of
zeros (one for each pole) and an entire function. Thus, we
write, for example,

r
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TABLE V. Quality of Jost-function fits. The 1,2 for the nm~KI7 data sets refer to Cohen et al.
(Ref. 35) and Etkin et al. (Ref. 37), respectively.

Number of poles
~~~KK
data set

1,2
1,2

1

1

2
2

66
96
37
70
22
49

Number
of data

47
47
39
39
37
37

Number of
parameters

17
20
17
20
17
20

g /DF

2.2
3.6
1.7
3.7
1.1

2.9

play a dominant role. Hence, the compromise fit has a
7 /DF of 2.2, while selecting the results of Etkin et al.
very satisfactorily reduces this to 1.1 for the three-pole fit.
The 17 parameters of Table V, are the complex numbers

kzz, k 2z, k2cy„(n =0,3) and the real functions a, , trz .
The success of such a fit illustrates that a parametrization
in which poles of the M matrix simply enter as a product
of zeros in the Jost function is viable.

Our next step is to compare such a fit with one with
only two poles. To obtain good starting parameters
without the B pole, we choose a form with the positions
of A and C as found by Fujii and Fukugita ' fitted just to
the CERN-Munich ~~ data. A perfectly adequate fit
can be retained not only when the ~~ results of Cason
et al. are added, but when we include one of the
~~~KE data sets. This shows that a two-pole scenario is
equally possible for all the classic dimeson channels. It is
when the AFS results on ~~ and KK channels' are intro-
duced that the two-pole form fails dramatically even in
this limited energy regime. With many random starts, the
best 7 's we have achieved are listed in Table V. All are
considerably worse than the corresponding three-pole
solutions. The fits are no longer able to reconcile the AFS
data with any of the results on vr~~EK. Even to achieve
these limited successes, the poles A, c both move very
close to the axis from the Fujii-Fukugita positions ' [Figs.
24(b) and 26 to compensate for the lack of the B pole].

This analysis unambiguously favors our solutions with
three poles in the neighborhood of KK threshold. The
confidence level for this is some 30%, while that for just
two poles, when the AFS information is included, is less
than 0.01%.

VIII. RESONANCE ASSIGNMENTS
AND INTERPRETATION

A. Introduction

Converting the pole structure reported in the previous
section to a resonance spectrum presents some unusual
methodological problems. As already emphasized, most
resonance poles have replicas on associated sheets. Usual-
ly, this fact though true is academic; this is not so here.
A striking illustration is provided by our pole pair (DE)-
(of Fig. 24) each member of which plays a key role in the
appropriate energy domain —pole D below KK threshold,
pole E above. The total resonance phenomenon [for ex-
ample, the overall phase movement required by Levinson's
theorem (see Sec. IXA below)] stems from both poles.
We require this fact to be reflected in the quantitative
characterization of the associated resonance. The reso-

nance parameters assigned have somehow to blend the
characteristics of the two partners. Proposing a recipe for
this is the main task of the following subsection. We of
course apply the method to all our poles. For the pair
(G F) the -exercise is perhaps unnecessary since G is very
remote; however, we persist with it for uniformity of
treatment. In contrast, when we address the triplet
(A, B,C) we rely crucially on our method to select which
two poles shall be partnered and which the odd man out:
this delivers (A-C) as another standard paired-up reso-
nance leaving B, unpaired, as a KK virtual bound state.
Although this seems the most natural and rational
division, the conclusion as to the number of dynamical
agencies present is independent of such assignments. No
matter how the poles are paired we have extra dynamics.

B. Prescription for quantitative resonance assignments

Consider the task we are presented with. We start off
with the pole parameters listed in Table IV and the resi-
due information illustrated in Fig. 25; more generally,
with the solutions from which they arise. We wish to or-
ganize the poles into resonances and to extract masses and
reduced widths (or equivalently relative coupling con-
stants). For the second stage of extracting parameters, we
want our procedure to follow closely the standard recipe
one would adopt for a single resonance far from any
threshold. Such a system should be describable by a fac-
torizing Breit-Wigner form in general with background
phases:

~BW gi gj i (.5b+ 5b)

2 2e
Sg —S —lp1g1 —Ip2g2

(8.1)

This will have complex residues at the pole owing princi-
pally to the background phases; however, one convention-
ally uses the corresponding moduli,

~ y; ~, as effective
coupling constants. For the resonance position or mass
one normally takes the real part of the complex pole posi-
tion

mg ——Re(ER ) (8.2)

where Ez ——sz. Our goal is to devise a prescription for
the present more complicated situation that adheres as
closely as possible to the above simple recipe while allow-
ing for the "pairing" phenomenon.

Let us now focus on this aspect. We have already ar-
gued in Sec. VII that the respective pole pairs (D,E) and
(G,F) should be associated simply from their nearness in
the energy plane. We now ask: can this pairing be sys-
tematized to yield a plausible prescription for assigning
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resonance parameters; then, can we extend the resulting
recipe to rationalize the triplet of poles (A,B,C) governing
the S* region? This will lead us to the idea of "A, track-
ing" now to be described. To see how sheet II and sheet
III poles might be associated, recall how poles of M arise
within the unitarity formalism previously presented (3.14)
and (3.15). For example, in terms of K '=M, the ele-
ments of the corresponding M matrix may be convenient-
ly written in the form

w;~ ——U,J /6
with

(8.3)

and

6—:detM —ip 1M22 —ip2M11 —p 1p2 (8.4)

U11 ™22 ip2~ U12 M12~ U22 M11 ip1

(8.5)

The poles of M correspond to zeros of 6; the relevant
sheet structure arises from the factors of p2(:—2k2/E) in
(8.4) and (8.5). The fact that there exist pole pairs (X- Y)
with X on sheet II and Y on sheet III means that switch-
ing p2 to —pz in (8.5) only slightly disturbs the zeros of b, .
To explore and exploit this association, replace p2 every-
where in the above formula by kp2 and study how the
zeros move as k varies continuously from +1 to —1. We
shall pair those poles joined by the shortest track in the
energy plane as X is varied. This, for example, naturally
connects poles D and E of Fig. 24(b). A priori any route
in the complex A, plane with these end points might prove
advantageous; confining ourselves to real values, we still
have the option to proceed via zero or via infinity. For
the case in point, it turns out to be the latter alternative
that provides the desired linkage. This is illustrated in
Fig. 27 which shows the "A, trajectories" for solution K1
(solid lines correspond to —1(1/A. &1, dashed lines to
—1 &A, & 1). The "via-infinity" routing not only upholds
the natural pairing of D and E and of G and F but unam-
biguously selects A as companion for C leaving B
untwinned. The latter can be viewed as originating from

(X, Y)~(Mii ipi) =—0!, (8.6)

The corresponding residues y1 and y2 can likewise be de-
fined in terms of the k~ao limit —for y1 straightfor-
wardly and for y2 with an extra factor of A, inserted. The
need for this latter factor in yz(A. ) to avoid a zero limit is

0.7

0.6-

a zero of M22 —
ipse slightly shifted by intrachannel cou-

pling; its trajectory consequently disappears into the KK
threshold singularity (Fig. 27). The method therefore
classes B as a KK virtual bound state. There is an ele-
ment of convention in this categorization of the (A,B,C)
triplet; we earlier proposed a classification in which 8 and
C were paired and 3 unattached. ' The present arrange-
ment has the double advantage of maintaining the same
procedure as for (D-E) and (G I') an-d of keeping the reso-
nance description close to the pole phenomena that it is
supposed to describe. The discussion in Sec. VIIIC of
what parton content should be ascribed to our spectrum is
based on the above resonance assignments selected by our
k-tracking procedure.

Before proceeding to that discussion, we need to extract
masses and widths corresponding to the associated pole
pairs. The above k connection suggests an obvious way to
proceed based on the A. = oo point, where the extrapola-
tions from X and Y coalesce. Inspection of formulas (8.3)
and (8.4) (with p2~Apz) shows the A,~ ao limit of the tra-
jectory corresponds to a zero of Mii ipi T—his w. e define
to be the resonance location corresponding to the pole pair
in question:

0 0.8 1.Q

C A~

Re ER(GeV)

1.2 1.4

0.5—

04—

~ -02—

LLJ
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-Q.4—
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I
i

I I
C

l
/

0.3—
/ g

FICx. 27. "A, trajectories" for solution K, [see discussion fol-
lowing Eq. (8.5)]. Solid lines denote "via-infinity" extrapola-
tions —1 & 1/I, & 1 and dashed lines the corresponding "via-
zero" connections —1 & A, & 1.

FIG. 28. Residue extrapolations corresponding to pole trajec-
tories of Fig. 27. Capital letters label y ~ curves and small letters
y2 curves, cf. Eqs. (8.7) and (8.8).
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TABLE VI. Derivation of resonance parameters. Complex energies shown as (ReE,ImE) in GeV.
[Note the M fit values are not used in determining the e(900) parameters. ]

Solution

(X, Y)=(A, C)
Ki
K3
M
Kl
S&(991

(1.002, —0.026) (0.984, —0.021)
(1.005, —0.025) (0.988,—0.018)
(0.997,—0.025 ) (0.983,—0.018 )

(1.001,—0.026) (0.984, —0.021)
(0.991,—0.021 )

0.27
0.27
0.26
0.27

g&

0.22

0.20
0.19
0.20
0.19

0.37
0.34
0.33
0.35

gz

0.28

0.19
0.23
0.21
0.20

(X, Y)=(D,E)
K)
K3
(M)

.(900)

(0.88, —0.40) (0.95,—0.37)
(0.91,—0.31) (0.96,—0.30)
(1.42, —0.46) (0.99,—0.50)
(1.01,—0.40) (0.95,—0.39)

(0.91,—0.35)

0.53
0.41
0.47
0.43

0.52

0.52
0.41
0.34
0.41

0.33
0.28
0.57
0.32

0.27

0.26
0.24
0.62
0.33

(X, Y) =(G,F)
K)
K3
M
K)
e'(1430)

(1.52, —0.26) (1.48, —0.26)
(1.40, —0. 17) (1.40, —0. 18 )

(1.36,—0.26) (1.37,—0.26)
(1.42, —0.22) (1.42, —0.33 )

(1.43, —0.20)

0.70
0.41
0.61
0.55

0.58

0.62
0.37
0.80
0.57

0.27
0.12
0.19
0.10

0.16

0.24
0.12
0.16
0.08

K)
K3
M
K)
S2(988)

0.987
0.990
0.990
0.987

0.988

0.02
0.00
0.02
0.02

0.02

0.39
0.30
0.31
0.38

0.35

obvious from (8.4) and (8.5) (with pz~kpz) from which
the actual limiting values can also be read off:

), = lim (s —s~r)l(M() ip, ), —
s sXY

(8.7)

T'z ~r& = —(Miz ~pz )
l

(8.8)

The extrapolation of residues is illustrated in Fig. 28 again
for the solution K&. As will be noted, the emergent reso-
nance parameters differ little from a simple average of the
corresponding values for the constituent poles. Applica-
tion of these procedures yields the resonance parameters
listed in the first three blocks of Table VI, the values attri-
buted to B being just those for the corresponding M-
matrix pole.

Table VI presents the input to our resonance characteri-
zation in some detail to give an impression of variability
from solution to solution. In the main, this is not very
great except for the D-pole parameters according to solu-
tion M. These appear anomalous and have accordingly
been omitted from the final averages along with the corre-
sponding E-pole values. The case for extra dynamics in
the I =0 scalar channel rests squarely on the number of
~-matrix poles given in Tables III and IV. The subse-
quent repackaging outlined above is secondary. Our aim
is to provide a rationa1 principle for associating poles on
sheets II and III. Thereby we find our seven u-matrix
poles transmute into four resonances. By use of a particu-
lar (as we would claim, rational) convention, we are able
to extract their specific parameters (Table VI), which for
convenience we summarize in Table VII.

Resonance

TABLE VII. I =0 S-wave resonances below 1.6 GeV from our fits.

Poles

Si (991)
S2 (988)
e(900)
6'(1430)

A, C
B

D, E
G,F

0.991—0.021i
0.988

0.91—0.35 i
1.43 —0.20L

0.22
0.02
0.52
0.58

0.28
0.35
0.27
0.16

0.8
0.06
1.9
3.6
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C. Parton composition of our states

Granted the above description, what can we say about
interpretation? How far does our spectrum cohere with
standard quark-model systematics and what evidence does
it provide for the intrusion of- new types of dynamics?

Conventional quark-model classification looks to find
meson families arranged in ideally mixed nonets, generi-
cally [S (I =0), V (I = 1), K (I = —,), S' (I =0)] (Ref. 89)
with a standard pattern of masses and decay couplings
given by the presumed quark content and the OZI rule.
This is the benchmark against which we have to discern
novelties and aberrations. Reality is a little more compli-
cated and various mechanisms are invoked to explain
departures from this idealized pattern (cf. discussion in
Sec. IXA below). Specializing to the I =0 sector we
should find at a minimum the two standard ground-state
(qq) compounds, ideally mixed if no special mechanism
operates. Additions can come either from radial excita-
tions or from nonstandard configurations such as glue-
balls, hybrids, and multiquark compounds. According
to the observed systematics, radial recurrences should only
occur at the top end of our range if at all. Among non-
standard configurations, the most natural incursion would
be from a ground-state scalar glueball, es(0++). Accord-
ing to models, this should occur at a lower mass than its
pseudoscalar counterpart, z)s(0 +). If ~(1440) is identi-
fied with g&, e& should occur well within our range. In
the absence of mixing it should be a pure SU(3) singlet.
The other nonstandard configurations, like hybrids, etc.,
ail entail the existence of I&0 companions (extra 5's and
lr's). Existing information on the relevant decay channels
(which could certainly stand improvement) does not pro-
vide any clear signals for such additions; we shall there-
fore provisionally ignore these other possibilities. Anoth-
er possible type of intrusion we have to keep in mind is
from what we shall term "molecular" or "bootstrap" reso-
nances such as can occur in multihadron systems from ex-
plicit hadron exchanges (again see discussion in Sec. IX A
below).

Spectroscopic assignments normally invoke both mass
splittings and decay branching ratios. For the present
case where very broad states are involved rendering pre-
cise mass values ambiguous, the only standard diagnostic
we have available is the pattern of branching ratios and
that only as between ~~ and KK. In the final column of
Table VII, we list the

~ g /g„~ ratios that we have
empirically determined.

We now compare these empirical ratios with theoretical

expectations such as sketched above. Although we would
in general expect mixing among the different components,
we begin by looking at the outcome of simple idealized
SU(3) configurations (Table VIII); as we shall see, there is
at present no need to go beyond this simple framework.

On this basis, Sz(988) is a natural candidate for the reg-
ular (ss) ground state. Direct confirmation that Sz(988)
is built of strange constituents could be sought in pre-
cision data on radiative P decay: P~ySz. This process
should provide y rays of some 30 MeV with a spread of
only a few MeV from the P width. This should yield a
clear signal readily distinguishable from the continuum.

With Sz thus allotted to the quark model's lowest (ss)
state, e(900) looks well placed to be its nonstrange coun-
terpart. Such a dual identification is not quite trouble-
free if one demands simple conformity to naive-quark-
model patterns. There should be a mass splitting of
several hundred MeV (cf. M& —M„=0.43 GeV ) and
the total reduced widths (g +gx ) should be commensu-
rate. Perhaps additional mechanisms operate to shift the
(ss) level down in mass and weaken its coupling; we re-
turn to this in Sec. IX A below. One feature of Table VIII
one might naively hope to exploit is its prediction not only
of the magnitude but also of the sign of g /gz. Unfor-
tunately, background phases can wipe out the consequent
distinction between for instance e and e8 (cf. Table
VIII). The observed coupling ratios (Fig. 25) mildly up-
hold the e„, assignment for e(900) and are otherwise in-
conclusive.

Already we have candidates for the two standard
quark-model levels. What role should we assign to our
remaining states? Looking first at S~(991), the decay ra-
tios (Tables VII and VIII) show it to be compatible with
an SU(3)-singlet identification. It is thus a prime candi-
date within our spectrum for the I =0 scalar glueball.
Such a significant assignment obviously merits extensive
checking and probing. Since the spectrum that we report
is such an interlocking package, what is mostly needed is
additional and more refined data of the kind we have al-
ready discussed in Secs. III and IV. This could be useful-
ly supplemented by new high-precision experiments on
dimeson production reactions like K p ~KKA. One
might also seek specific evidence that S& not only exists
but is veritably a glueball. According to the general par-
ton picture of such reactions, yy excitations of S~ should
be suppressed, though final-state interactions could
counter this tendency.

The final component of our solutions is the e'(1430)
(Ref. 74) of Table VII. Its parameters could well undergo

TABLE VIII. Relative branching amplitudes for S~P~P2 in SU(3) according to various idealized
composition possibilities, where el and e8 refer to SU(3)-singlet and -octet combinations and e„„e,
denote the usual nonstrange and strange configurations.

Scalar
designation

Simple-constituent-
model realization

(uu+dd+ss)/V 3
or gg

(uu+dd —2ss)/V 6
(uu +dd )/V 2

$$

0.87

—1.73
1.73
0

Final dimeson state P&P2
KK g8 18

0.5

1

0.33
—0.67
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TABLE IX. Provisional placement of our I =0 scalars in the low-lying meson spectrum.

JPC I =0 lI=—
2

Candidate
for glue-

dominated
states

Candidates
for radial

recurrence s

(Ideal scheme)
0—+

1

2++
1++

1+—
0++

V(mp)
m(138)

S(m, )

g(550)

H(1190)
e(990)

p(770) a(783)
A, (1320) f(1270)
A &(1275) D(1285)
or (1056)
B(1235)
6(983)

K(mp+ 5)
K(496)

K *(892)
K(1425)
Qg (1270)
Qg (1406)

w(1350)

S'(mp+26)
g'(958)

P(1020)
f '(1525)
E(1420)

S2(988)

s(1440)

L9(1720)

Si (99')

w(1300),K(1400),
g(1275)
p(1590),P(1680)
f(1810)

6'(1430),S(1730)

revision since it occurs at the upper end of our energy
range where unconsidered channels start to play an appre-
ciable role (note also that there have been claims for addi-
tional structure, ' ' cf. Sec. VII). The numbers listed in
Table VII point to a predominantly e SU(3) composition
for the e'(1430). As to its actual parton constitution,
perhaps it is the e„, member (again following the notation
of Table VIII) of the first (qq) radial excitation. The
S(1730) of Etkin et al. could be the corresponding e, if
it is confirmed.

The outcome of the above discussion may be summa-
rized as follows: The resonance content of the I =0 S
wave below 1.5 CxeV primarily couples to ~sr and KK. It
comprises the following.

(a) A narrow resonance S&(991) very close to the KK
threshold,

Eg -0.991—0.021i (g„=0.22,gx -0.28),

which manifests itself via sheet II and sheet III poles A

and C (details in Tables III and IV).
(b) A KK bound state S2(988) yielding pole 8

(g =O, gee 0 35)—.
(c) An e(900),

Eg-0.91 —0.35i (g =0.52,gx —0.27),

which corresponds to sheet II and sheet III poles D and E
(cf. Tables III and IV).

(d) An e'(1430),

E~=1.43 —0.20i (g„=0.6,gx.=0.16),
corresponding to poles F and G (cf. Tables III and IV).

The way our spectral assignments for the I =0 scalars
would fit into the overall pattern for the lower meson
families is displayed in Table IX.

IX. DISCUSSION

In Sec. IXB we summarize our results, consider their
implications, and describe how they may be confirmed.
First, we assemble some general remarks about different
types of resonance and how to distinguish them.

A. What is a resonance and how can we deduce
its structure?

The foregoing analysis raises a number of general ques-
tions: How in a complicated situation do we tell what res-
onances are present? Are they always to be assigned to
simple constituent-model levels? What parameters
ought to be attributed to them and do these need repro-
cessing before direct comparison with constituent-model
states? Concerning these latter, is the conventional pic-
ture adequate both as to its treatment of mixing and of
confinement? In one way or another, we are concerned
with mechanisms that obscure the direct intuitive link be-
tween resonant phenomena perceived at the hadron level
and spectroscopic simplicities in the parton substructure.

Complications can enter at both ends of this chain.
The actual phenomena can be complex and hard to classi-
fy, while the simplicities of the ideal constituent model
can be corrupted by mixing and special couplings like that
of the axial anomaly to the pseudoscalars. Finally, the
link between the two levels of explanation can be distorted
by various effects to do with unitarity, like thresholds,
and quark-model boundary conditions. Ideally, one would
like to pass directly between the phenomena and realistic
calculations of bound-state wave functions. Instead, one
has to "go the long way around" with all risks of distor-
tion this brings. The general issues raised go far beyond
the scope of this paper; however, a few salient points
deserve mention. This will serve not only to amplify the
preceding discussion but also to advertise some alternative
methods of interpretation that have been proposed.

Given a resonant situation, where M(E) has a pole or
poles, an obvious aim is to furnish a rational quantitative
description on which subsequent taxonomy can work.
One wants to say what resonances are present, to "type"
them in all meaningful respects and to assign suitable and
convenient parameters —masses, coupling constants, and
the like. The paradigm cases are the very sharp reso-
nances like the J/g where the concept merges into that of
a decaying particle; however, the various resonant phe-
nornena that we encounter in particle physics force us to
extend this framework. Wherever possible we adhere to
the unstable particle analogy; hence the drive to character-
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FIG. 29. "Central" phase shift 5 of Eq. (9.1) for solution K&
(solid line) decomposed into sum of S&(991) resonance contribu-
tion 8~ (dashed line) and residual phase variation 52(—:8—51)
(dot-dashed line).

ize resonances by masses and coupling constants as if we
were dealing with decay governed by an effective La-
grangian. It is this spirit of viewing "decay" as a pertur-
bation that informs the characterization of resonances by
parameters of associated E-matrix poles; also related
prescriptions for "taking out" final-state interactions. '

Efforts to apply these notions usually encounter com-
plications and ambiguities. Scalar decay channels, both
the I =0 sector of present concern and its I&0 com-
panions, abundantly illustrate this: resonances are vari-
ously wide, overlapping, and coupled to strongly opening
channels. The greatly enlarged scope for complexity this
brings is amply borne out by the detailed phenomenology
of the preceding sections. We have seen how adjacent to a
strongly opening threshold the issue of replica poles can
assume real importance; our scenario requires three such
pairs and one singlet with the character of a virtual bound
state. We described a method for marrying pole partners
and showed how for the present solutions it turns out that
resonance pairs are most naturally associated to zeros of
M» —ip&. There is no overall tieup to poles of the E ma-
trix; something more general is needed to provide an em-
bracing scheme of resonance identification. This leads on
to the question, by no means confined to the present case,
of how overlapping resonances should be thought of as
combining. 3 priori one might conceive either an addi-
tion of K-matrix (or M-matrix) poles or a multiplication
of S-matrix elements (addition of phase shifts). The char-
acter of our solutions and the interpretation we have of-
fered tend strongly to the latter, multiplicative, alterna-

tive. If one converts the above M&& —ip& denominator,
which as we have seen "drives" most of our resonances, to
a central phase shift 6 by the formula

Mii ——picot6, (9.1)

then the resulting 5 (Fig. 29) appears as the sum of indivi-
dual resonance phase contributions. Such multiplicative
combination demotes the significance of E-matrix or M-
matrix poles as direct pointers to the underlying resonance
physics. This should be borne in mind whenever one en-

92counters overlapping resonance situations.
All our solutions do nonetheless possess a E-matrix

pole near EE threshold which acts in conjunction with a
large and distinctive background. These conspire to
achieve a nearby zero of det(K) enabling the resulting
structure to be approximated by the form

sc'"—
l J(si —s)(s, —sp)

+I.;J.
si —s

(9.2)

The first term on the right arises from exchange or

with an identical structure automatically prevailing for
the inverse matrix M~". Such a form automatically yields
three poles in the associated M matrix. From this point
of view, our three poles (A,B,C) are inextricably connect-
ed and arise from the conjunction of the E-matrix and
M-matrix poles exhibited in (9.2). Quantitatively, it is the
large background contribution L22 in (9.2) which is the
prime causative factor in producing the EE bound state 8
[Sq(988)]. Even if one removes the K pole, leaving just
the L contributions to"(9.2), T still has a pole like B.

EJ

Resonances that arise from constant E-matrix elements
with the energy variation supplied by phase space are
often assumed to be of a different dynamical character
from those corresponding to strongly varying E-matrix
(or M-matrix) elements. The distinction appealed to is be-
tween those resonances that arise from overt exchange
forces in the hadron channels studied and those whose
dynamical source lies at the constituent level and which
couple to the observed hadrons through decay. It is

94natural to call the former category molecular or
bootstrap resonances; the latter will be termed normal
substructure resonances —normal resonances for short.
They correspond to Castillejo-Dalitz-Dyson (CDD) poles
in a dispersion relation analysis (see below). According to
the quark model, most hadron levels should be normal
resonances; the conventional classification relies on this.
From time to time the suspicion arises that this or that
specimen is a "molecular" intruder. The distinction is
often elusive since the relevant phenomena can and often
do coexist (recall the near success of the bootstrap pro-
gram of the 1960s).

A transparent way to exhibit how the above type of am-
biguity arises is to write down the appropriate inverse
partial-wave dispersion relation: In shorthand form,

ImTI '
l pg R;

s' —s ~ ~ s' —s,. s; —s
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bootstrap effects, the second from thresholds (such as
feature in the unitarized quark model '—see below); the
third contribution contains the CDD poles ' that carry
the "normal" signal. Besides illustrating the above type
ambiguity, this equation shows how various latent compli-
cations can interfere with the pristine, Breit-Wigner, pic-
ture; the principal distortions come from threshold effects
and left-hand-cut exchanges. Such embellishments have
maximum scope for broad S-wave states making it no
surprise that the corresponding amplitudes are somewhat
complicated. The so-called "unitarized quark model" '

graphically illustrates the scope for nontrivial threshold
effects (albeit within a highly specific and somewhat
ad hoc framework of assumptions).

How, short of solving the complete theory, are we to
tell normal and molecular resonances apart? A number of
indicators have been proposed at various times. There is
the notion underlying Levinson's theorem according to
which long-range phase-shift movements afford a kind of
topological classification for alternative dynamics. For a
bootstrap resonance, the phase should slowly decrease
after the resonant rise; for a normal resonance not so. It
would commonly be assumed that the clear existence of a
corresponding K-matrix pole such as occurs for a Breit-
Wigner resonance, indicates normality. A signal for the
contrary situation could perhaps be the absence of a E-
pole counterpart. In practice, this may be difficult to es-
tablish.

These are the sorts of considerations that have com-
monly been adduced in trying to clarify ambiguous situa-
tions. A familiar example is that of the A(1405) pole in
KN and ~X scattering does it correspond to a coupled
channel K-matrix pole or does the resonance only arise
from interchannel coupling? This still unresolved ques-
tion is not obviously crucial for the ultimate validity of
the quark-model description but has to be settled before
resonance parameters can be extracted for symmetry com-
parisons. Very similar questions are figured in the discus-
sion of the present solutions. In particular, we have been
concerned whether resonances have associated poles on
each of the accessible sheets. The absence of such com-
panion poles tends to argue for a "molecular" rather than
a "normal" assignment, but is not decisive since these
mechanisms are not mutually exclusive but on the con-
trary are frequently conjoined.

In this connection, there has been an interesting sugges-
tion from Weinstein and Isgur' that a bootstrap effect
could operate in the I =0 and I =1 KK systems. [Thus
far, the phenomenological interest has been mainly with
the I =1 part of this package' ' ' which has been in-
voked to explain anomalous features of c(1440) decay to
5m.] Such effects do not however per se ensure a molecu-
lar character for the resonances involved. In terms of Eq.
(9.3), where there is already a "normal" resonance driving
term, the effect of additional overt forces (left-hand-cut
contributions) is merely to shift the ensuing resonance
from it original position (cf. discussion by Dalitz et al. in
Ref. 17). This could possibly account for the relatively
low mass of our (ss) candidate S2(988); perhaps also for
its small coupling.

Most of the foregoing discussion has focused on com-

plications at the hadron level. One further suggestion
deserving mention is Jaffe and Low's concept of the P ma-
trix. ' Although motivated at the parton level (the
underlying idea is that constituent-model states sometimes
have unphysical boundary conditions) this again involves
a transmutation of the physical scattering amplitudes at
the hadron level so as to derive quantities directly com-
parable with constituent-model states. However, the poles
of the P matrix for the presently reported solutions do not
appear to clarify the dynamics.

B. Summary and conclusions

By considering a number of reactions leading to ~~ and
KE final states, we have effected a new amplitude
analysis of I =0 scalar dimeson production from thresh-
old to beyond 1.6 GeV. The resonance spectrum that
emerges comprises two broad objects e(900) and e'(1430)
similar to those found in previous analyses and two nar-
row resonances S&(991) and S2(988) corresponding to the
S* phenomenon. Attributing the S* effect to two reso-
nances rather than, as previously, to a single object is the
principal novelty of our amplitude. As we have stressed,
it offers a potential solution to an outstanding problem of
spectroscopy —the identity of the hypothesized scalar
glueball. For this, the S&(991) forms a very plausible can-
didate. Of course (as discussed in Sec. VIII C), further ex-
perimental evidence is needed to confirm this assignment.
If the S~(991) does prove to be the lowest-mass glueball,
not only will this vindicate the prediction of bag
modelers, ' gluon condensate calculators, ' and lattice
computers of the pure gauge sector, ' but will serve as a
calibration fixing the crucial missing parameter needed to
normalize their whole glueball spectrum. In addition the
Sq(988) is well suited to fill the role of conventional (ss)
ground state.

Whence came this convenient complication of the S*
structure? This was a question that we addressed in some
detail (Sec. VIIB) concluding that, among the present in-
put, it is predominantly the new double-Pomeron-
exchange (DPE) data on PP~rrvr, KK and its interplay
with traditional ~m. processes that require the additional
pole. As we discussed, much more direct signatures of the
extra resonance would show in various reactions produc-
ing KK final states if only the precision were sufficient.
Even with existing data, mm~KK information is an im-
portant ingredient to our fit and, as mentioned, very signi-
ficant discrepancies remain among the published results,
notably regarding the relative phase of the m~~KK am-
plitude below 1200 MeV. Our overall solution, which fits
the highly structured PP~~~ information so well, dis-
favors the flat phase alternative for ~ (mvr~KK). Experi-.
ment must be the final arbiter. However, the large effort
needed to repeat the existing experiments is unlikely to be
forthcoming quickly. In the short term, resources would
probably be better directed to studying new reactions such
as K p~A(X)K+K+ or in accumulating better statistics
on PP~KK.

The AFS experiment has certainly demonstrated the
power of the DPE approach to meson spectroscopy.
(Note the interesting D-wave structure reported in Ref.
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13.) Although that particular program terminated with
the ISR, it is much to be hoped that the work will contin-
ue elsewhere at the CERN SPS and/or Fermilab Tevatron
colliders, keeping the strong features, requirement of very
low t for the through going beam particles (Fig. 1) and
good resolution, while remedying limitations of angular
acceptance and sensitivity to different particle types. An
unanticipated benefit of the DPE approach to meson pro-
duction is its emphasis on low partial waves in contrast
with traditional one-pion-exchange (OPE) reactions such
as mN~mwN in which the higher waves dominate. A
prime motivation for the AFS experiment was the
presumed tendency of the DPE mechanism to favor glue-
ball production. Supposing S,(991) to be a glueball, the
PP couplings that we find (Table IV end column), provide
no support for this notion. This may be a problem for
OZI systematists but does not detract from DPE as an ex-
ploratory tool.

Other "production reactions" (in our terminology this
includes various heavy-flavor decays) are beginning to
provide useful information on scalar final states. As yet,
the data are restricted both statistically and in the mass
range explored and partial-wave separation is usually
ing. It was not therefore appropriate to proceed as we did
with the AFS results and let the production data help
select the strong-interaction amplitudes. Instead, we
merely sought to demonstrate consistency, only allowing
the characteristic reaction couplings [a" of Eq. (3.8)
above] to vary. The systematics of these is itself an in-
teresting subject for study. Among reactions discussed
are, yy +~a, P'~— gear, Y'(Y")~Ytr~, and J/g~Pmvr
Information on this latter process and its companion de-
cay J/g~PKK will shortly be greatly enhanced. It may
then be appropriate to emulate the treatment of the AFS
data.

For the higher-mass range that we explore, information
is needed on other coupled channels such as 4~ and gg.
The latter has been quite extensively explored in a recent
experiment at CERN (Ref. 41). According to the accom-
paning (somewhat restricted) amplitude analysis, the

partial-wave structure is very different from that reported
here, in particular the S-wave cross section peaks at 1200
and 1600 MeV with a sharp dip in between. The differ-
ence of this spectrum from that found for mrna. nd ELK fi-
nal states, although formally possible, seems unlikely and
merits further investigation.

A characteristic feature of the resonance pole structure
that we have reported is its complexity —seven poles for
four resonances —and this has led us into various pro-
cedural issues of resonance identification. To those who
might find such complexity innately implausible we
would say "where more likely than for an S-wave
resonant system straddling a strongly coupled threshold?"
Fine points of interpretation are in any case secondary; it
is the pole structure which is the objective fact to be con-
firmed or rejected. Concerning general possibilities for
S-wave resonant structures we clearly need more case law
and it would be very helpful to have some related phe-
nomena, notably 5(980)~pm, KIC, better studied. Certain-
ly, complete and detailed elucidation of the I =0 scalar
system is going to be a lengthy process. Nevertheless, our
extensive analysis does reveal definite evidence for dynam-
ics beyond the naive quark model with three states in the
1-GeV region. This richness may prove a key signature of
nonperturbative QCD.
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