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This paper is an investigation of quantum wave propagation near the event horizon of an astro-
physical black hole. Solutions of the wave equations for Dirac and electromagnetic quanta are
determined near the horizon with more accuracy than can be found in previously existing literature.
For these black holes, the study reveals that the separation constant squared of the Dirac equation is
approximately Carter’s fourth constant of motion in positive-definite form. This is also the value of
the separation constant of the electromagnetic equation. An explicit calculation of causal propaga-
tors reveals that there are no global effects that alter the local structure of quantum propagation. A
framework for computing quantum-electrodynamical scattering on the Kerr background is outlined

using the methods that are developed in this article.

I. INTRODUCTION

In this paper analytic solutions of the electromagnetic
wave and the Dirac equations are determined in the vicin-
ity of the event horizon of an astrophysical black hole to a
higher degree of accuracy than those which can be found
in the previously existing literature. These solutions re-
veal an insight into the dynamics of wave propagation
near the horizon that is intimately connected with the glo-
bal constants of motion.

Presumably, the physical motivation for studying the
wave equations near black holes is the potential astrophys-
ical applications. Previously, the attitude that has been
taken toward these equations has been stimulated by the
problem of scattering waves off of the gravitational poten-
tial. In this paper the inclination is toward doing
quantum-electrodynamical scattering on the background
of the Kerr spacetime. The most important results that
have been obtained from the previous point of view are
superradiant scattering and Hawking radiation (for a good
discussion of these phenomena see Birrell and Davies,
Ref. 30). Unfortunately, Hawking radiation is not signifi-
cant for astrophysical black holes as they are thermo-
dynamically cold (see Ref. 31). Superradiant scattering is
probably an unrealistic way of extracting energy from a
black hole as well, the reason being that black holes are
probably not isolated but are surrounded by matter and
waves striking the hole from infinity are therefore few
and far between (see Ref. 32).

Perhaps, the most likely way of extracting energy from
a black hole is by exerting large-scale torques as described
by Blanford and Znajek (see Ref. 33). Any energy liberat-
ed near the hole is most likely swallowed by the hole. The
magnetosphere model of Blanford and Znajek circum-
vents this difficulty by extracting energy through a mac-
roscopic process. The idea of high-energy plasma and
strong electromagnetic fields surrounding a black hole
suggests the relevance of computing quantum electro-
dynamics on the background of the hole. Even though
much of the radiation produced in such processes is un-
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able to escape the gravitational pull of the hole, the high-
energy quantum processes near the hole would undoubted-
ly affect the plasma flow near the horizon. This is impor-
tant since the flow near the horizon is a boundary condi-
tion on the global plasma flow. As such, it can affect the
power extraction from the torqued magnetosphere. In
these magnetospheric models, one has a natural environ-
ment for high-energy QED. There are photon number
densities of 10'7/cm? or higher, magnetic fields of the or-
der 10° G (and strong electric fields as well) along with an
abundance of ultrarelativistic particles. The main calcula-
tions of interest would be Compton scattering and pair
production by photons scattering off of the strong gravi-
tomagnetic fields.

Consequently, the goal of this paper is to lay the
groundwork for computing QED scattering processes on
the background of the Kerr geometry. This will be done
by analyzing the radial wave functions of the separated
solutions. The previously existing solutions are inade-
quate for this purpose, the reason being that near the hor-
izon all of the particle trajectories that are described by
these solutions lie on the ingoing principal null
congruence [for a definition of principal null congruences
see the work of Misner, Thorne, and Wheeler (MTW)3].
In order to perform a scattering calculation, one needs to
distinguish the trajectories corresponding to different mo-
menta. This is accomplished in the next level of approxi-
mating the solutions which introduce a quantity that dif-
ferentiates the trajectories near the hole. This quantity is
Carter’s fourth constant of motion (for a discussion, see
MTW, Ref. 35). It is a globally conserved quantity that is
absent in the zeroth-order solutions mentioned above.

There are two approaches to studying these radial solu-
tions. First, one can study the analyticity properties of
the radial functions as Candelas has done for the
Schwarzschild geometry (see Ref. 53). The second
method is to improve on the analytic solutions by com-
puting to higher order. This is the approach that is taken
in this paper.

An elegant machinery exists in the literature on the

1680 ©1986 The American Physical Society



34 QUANTUM PROPAGATION NEAR BLACK HOLES 1681

Dirac equation in curved space-time and in the Kerr
space-time in particular. However, explicit calculations
are performed only in an asymptotic sense, since the
mathematical expressions are actually extraordinarily
complicated. Thus, qualitative arguments are implement-
ed by physicists whenever possible. One of the most
discouraging obstacles preventing physicists from per-
forming calculations is that the separation of the equa-
tions depends on a separation constant with an unknown
physical character. All solutions must depend on the
value of this constant. Previous descriptions of this con-
stant involve a numerical expansion that is based on a
physically ambiguous quantum number / (Ref. 1). In the
following, the square of this constant is revealed as
Carter’s fourth constant of motion in positive-definite
form. To obtain this result, the elegance of the theory
must be abandoned in favor of long brute-force calcula-
tions.

During the course of analyzing these solutions, a local
momentum-space structure is developed. Since scattering
calculations are most conveniently performed in a
momentum space, this is a necessary development if the
solutions that are found are used in calculations. There is
no invariant meaning to a dual momentum space if the
space-time is curved (see Ref. 36). However, there is a
well-defined dual momentum space to the local coordinate
patch of each locally Lorentz observer. In Secs. IV and V
the transformations from these local spaces to the station-
ary frames at asymptotic infinity are well defined. The
rudiments of scattering are constructed in the local
momentum space, the Feynman propagators. It is shown
in Sec. VII and Appendix C that the Feynman propagator
that is computed in the frame at asymptotic infinity is
equivalent to the propagator computed locally. The Feyn-
man propagators that are found in Sec. VII are shown to
reduce to flat-space propagators in a local Lorentz frame.
This has been conjectured by many physicists based on
Hadamard’s method of inverting the local structure of the
metric near a point. A particularly good treatment of
these types of calculations is given by Adler, Lieberman,
and Ng. They qualify their results by noting that global
effects, such as the Hawking effect, do not show up in
these types of calculations.> Without doing an explicit
calculation, no one can be sure that global effects and
boundary conditions do not produce other such processes
that might alter the Green’s-function flat-space character.
This null result is not at all obvious upon initial inspec-
tion of the complicated dependence of the solutions and
propagators, as viewed in the stationary frames at asymp-
totic infinity, on the separation constant k.

These problems are not addressed in all generality.
This paper is aimed at QED calculations around astro-
physical black holes, such as those that are believed to ex-
ist in galactic nuclei, quasars, and binary systems. These
are characterized by large masses M (up to 108—10° solar
masses for quasars) and large angular momentum
M?=a?, where a is the angular momentum per unit mass
of the black hole. The wave equations are solved for the
cases a’<M? M?>>M?—a? and the maximal-angular-
momentum case a*=M>2.

The quantum fields will be analyzed in four stages.

First, the equations of motion are solved to good approxi-
mation near the horizon. The solutions are rewritten in
terms of a local Lorentz basis and local momenta are
found. In this basis, the solution looks like a plane wave.

Second, the local mometum is squared to form a
Lorentz invariant. For the Dirac equation, this is set
equal to the electron mass squared. The result of this is
that the separation constant squared k2 must be equal to
Carter’s fourth constant of motion in positive-definite
form J%".

The local momenta can be used to find a local group
velocity of the waves. By the transformation of coordi-
nates from this local basis to the stationary frames at in-
finity, one can express the group velocity in Boyer-
Lindquist coordinates. The group velocity of a quantum
wave should correspond to the velocity of a classical tra-
jectory. The classical trajectories in the Kerr space-time
are given by the solutions to Carter’s equations of motion.
By expanding Carter’s equations of motion about the hor-
izon (i.e., choose A=r2—2Mr +a? as a small parameter),
the two expressions agree exactly to O(A?), if k? is
Carter’s fourth constant of motion.

Finally, causal propagators are formed. This calcula-
tion requires the same value of k2. The analysis above is
repeated for photons. The result is that the relevant
separation constant k , is Carter’s fourth constant.

II. THE DIRAC EQUATION

The massive Dirac equation was separated in the 1970s
by Chandrasekhar in the Newman-Penrose spinor formal-
ism.> Field quantization and complete sets of solutions
were studied by Iyer and Kumar in the four-component
formalism.* They analyzed both the case of an eternal
black hole and one with a dynamical past.’> The distinc-
tion is irrelevant for the purposes of this paper.

As with solutions of the scalar wave equation, the solu-
tion of the “radial” component of the waves at the event
horizon is accomplished by a change of variables such
that the equation looks like that of the harmonic oscilla-
tor.® However, this transformed equation involves the
second-order differentiation of a function of one variable
with respect to a different variable. As such, the solution
cannot be extended away from the horizon without doing
some overly complicated mathematics. This asymptotic
form of the solution is independent of one of the quantum
numbers of the field, the separation constant that was
mentioned in the Introduction.

In the following, the radial equation is solved to the
next level of approximation. To lowest order the waves
thread the ingoing principal null congruences. The calcu-
lations in this section will deal with the deviation of the
group velocity of the waves from the principal null trajec-
tories. This involves the separation constant k. The rela-
tionship between the null congruences and the group ve-
locities of the waves is elucidated in Sec. V.

The free-particle solutions of the Dirac equation can be
separated in terms of four functions:’
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where p=r +ia cos(8).
The angular functions S7(6) satisfy a complicated second-order linear differential equation:®
1 am,sin(0) d_ s [m — 5 cos(8)]?
a a NP —2 12 202
sin(e) do |*° Frak } K +am,cos8) dg LT Taw oSO~ 4 2awm —a%u sinX(9)
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- ()= .
ko os®) a*m,%cos*(0)+k2|S—(0)=0. (22

The equation for S*(6) is obtained by the substitution 6— 7 —86 in (2.2). The solutions to these equations are not found

in this paper. According to the Sturm-Liouville theory, these orthogonal functions are complete.’

in the construction of the propagators of the field.

This fact will be used

Chandrasekhar describes the radial functions in terms of two coupled first-order linear differential equations:'°

%—Rl —(i/M[w(r*+a®)+ma]R, =[(k —im,r)

dr

A Ry +(i /M) w(r2+a?) +malR, =[(k +im,r)/AV*]R,

/AI/Z]R2 ,

These can be decoupled by differentiation to yield second-order linear differential equations with variable coefficients:

2
LZ-(RI )—[1/Ak%+m,*r*)][m,2r(a®—Mr)—
.
where

Viin=A"1/(k*+m,*?

2(r—M)~-zkm,,A]

R1+V1(Y)R1—-0 (2.3)

(k2 +m ) [w(rP+a?)+ma®+i[w(r?+a?)+ma][(r —M)(k*+m,*r?)]}

+ A1/ 4+ m e ) ) km, [w (P2 +a?) +ma] — (k2 +m, 2?2 {m,r[w (P +a®) +ma]l — 2k +m, r)rw}) .

The parameters in these equations can be related to
physical quantities. The mass of the fermion is m,. The
energy of the fermion, as measured in the stationary
frames at asymptotic infinity, is w. The conventions of
this paper identify the quantity m with the negative of the
conserved component of the angular momentum of the
fermion along the angular momentum vector of the black
hole. It should be noted that R,(r) satisfies the complex
conjugate of Eq. (2.4).

When a? < M?, the radial equations have regular singu-
lar pomts at the event horizons, r =r, =M +(M?*—qa?)!/2,
When a’=M?, r_=r_=a, there is one singular point,
and it is irregular, at r =a. The latter case has no general
method of solution and will be considered in the next sec-
tion. The case a®<M? will be addressed presently. For
these parameter values, there exist power-series solutions
about the event horizon r=r_ with a radius of conver-
gence equalto | r, —

The lowest-order solutlon has been found by Iyer and
Kumar to be (see Ref. 37)

w(r’+a?) +ma

=ew =), S

using the previously mentioned change-of-variables tech-
nique. In order to get more details than this one must in-
vestigate the power-series solutions. It is not easy with

Ry(r —r, dr (2.5)

(2.4)

the power-series solution to even extract the lowest-order
term, (2.5) (that is why the change of variables in used to
find it) but once it is found a little more effort gives the
next level of corrections. The following calculations are
an attempt to extract as much information on the oscilla-
tory nature of the solutions as is possible. This is what
determines the momentum of the wave and is therefore
most relevant for studying scattering on the Kerr back-
ground.

The following calculations are quite long and involved.
This is primarily due to the expansions of the various
coefficients of the differential equations that are tabulated
in Appendix A. The problem is further complicated by
the existence of many large parameters. Thus, in prelimi-
nary attempts to solve the recursion formulas one has ex-
pressions that do not appear to converge anywhere. These
large terms reflect the high-energy oscillatory nature of
the particles as they approach the hole. The confusion
that is caused by these large terms is remedied only if
their contribution is factored out of the recursion relation
to all orders. It is during this factorization that most of
the physical information is extracted. The factorization
must be done with great precision, keeping track of even
the smallest terms or the results are not readily under-
standable.

A series of steps are indicated in the following that
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greatly simplify the amount of labor. However, in the end
one still has numerous terms to manipulate. The pro-
cedure that is followed manages basically to separate out
the most dominant terms (factorization of the recursion)
before the final manipulation is done. The cumbersome
last step involves the calculation of a plethora of small
term corrections. These can be computed in a straightfor-
ward manner. It is not instructive to cover a page with 30
or so small terms. Three or four of the largest or poten-
tially most confusing terms are recorded in the solution of
the nonoscillatory behavior. The main goal of the calcu-
lations is to factor out the dominant oscillatory behavior
then find the lowest-order correction to the nonoscillatory
amplitude.
There are two independent solutions for each equation:

Rir—r)=|r—ry|™ S ar—r,",  (6a)
n=0
Ri(r—ry)=|r—r, 1k‘ > a,(r—r, ). (2.6b)

n=0
The preliminary step is to determine the values of A by
the method of Frobenius. This requires the solution of
the indicial equation. The variable coefficients and the
potential are expanded in power series about the event
horizon in Appendix A. Utilizing the expansions of Ap-
pendix A, one finds

AM=7[1F122iw, /(M*—a?)?],

x (2.7a)
Ay =+[1+1+2iw, /(M*—a?)'/?],

(2.7b)
where w_, =w(r,*+a?)+ma.

The physical states near the horizon correspond to
waves that appear to be ingoing to all local observers.'!
Outgoing states can be interpreted as arising from particle
creation in the gravitational potential. The probability
amplitude for such a process would manifest itself as an
indeterminancy of particle number for the quantum field
on a coordinate patch containing both the event horizon
and the point of observation. This is proportional to the
ratio of the Compton wavelength of the created quanta to
the radius of curvature of the background space-time.'2
For an astrophysical black hole, this ratio is small as the
curvature near the event horizon is negligible on a quan-
tum scale. Consequently, the relevant solutions of the in-
dicial equations are

M=7—iw, /2(M?*—a?)'?,

hy=—iw, /2M*—a*)'"*.

(2.8a)
(2.8b)

In terms of the spinor defined by (2.1), the first and
fourth components are O(A) of the second and third

J

components. This is merely a consequence of the
behavior near the horizon of the particular tetrad that was
used in the separation of the Dirac equation (see Ref. 38).
Solutions R, will be solved for below as their amplitudes
contribute 1/A times as much as the R, solution to the
spinor. It should be recalled that the oscillatory nature of
the solutions is basically found to all orders. The imagi-
nary exponential behavior of R, can be solved for in the
same way as is done for R,. To the level of accuracy ob-
tained in this paper, it is the same as for R,. R, is not
solved for in this paper. The calculation is analogous to
that for R, except that one has to take the complex conju-
gate of the coefficient B and the potential V in Appendix
A as well as use the different value of A in the recursion
relation. As stated earlier, most of the relevant informa-
tion for scattering is in the oscillatory behavior of the
solutions. The nonoscillatory corrections are computed
mainly to see if the solutions appear to converge and as a
check that most of the oscillatory behavior was factored
out. Even though there will be no further reference to
these smaller solutions, it should be remembered that the
first and fourth components of the spinor display the
same oscillatory nature as the second and third com-
ponents in the vicinity of the hole but with a smaller am-
plitude inside the radius of convergence of the power
series.

R,(r —r,) will be solved to O((r —r_)?) in the fol-
lowing using Appendixes A and B. The recursion formu-
la that determines a, is given in Appendix B as

@ [AMA+1)4;+(A+1Re(B,)+ Vo]

=—ao[MA—-1)A;+AB,—V]. (29
Certain terms cancel identically as a result of the indicial
relation, leaving

01[2)\,142 +RC(.BI )]= —ao[k(k—l)A3 +}\Bz+ Vl] .
(2.10)

This recursion relation involves large numbers and can
be factorized to give a new recursion. The coefficients
that solve the new recursion are small. The convergence
of this sequence of coefficients to a finite sum is much
more obvious. It is interesting at this point to look at the
size of the numbers involved. In particular, for an elec-
tron near an astrophysical black hole, an x-ray quasar for
example, m,’r . 2~10°. By definition, a physical state at
infinity has a value of w?r_ % even larger than this.

Noting that the A? term in front of the coefficient a, in
Appendix B cancels out due to the indicial relation, as in
(2.10), one can derive the approximate recursion relation

apAy(n*—5n +2n\)~ —a, _ [(n+A—1)(n +A—2)4;+(n —1+A)Re(B,)+i Im(V,)+Re( V)

+l(n —I+MIm(BZ)]—a,,_zkza,;—-a,,_g,lzas— .

(2.11)

The term on the left (rewritten using B, =+ 4, from Appendix A) and the first term on the right are exact. The other
terms on the right have been approximated. A factor of A? is retained as the dominant contribution in approximating the
higher-order terms of the recursion. This relation when combined with the remarks on the large parameters in the previ-
ous paragraph imply that each |a, | is larger than the terms that preceded it by about the order of magnitude of m,a.
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Consequently one has the amazing simplification that the dominant behavior of the solution is essentially given by a
two-term recursion. To high accuracy [see the remarks that follow (2.17)], one approximates further by just dropping

these higher-order terms from the recursion:
a,(n*—+n+2ni)4,

~—ay_{[n?+2—3n +A2+(2n —3)A)4;+[(n —1)+A]Re(B,) +i Im(V;)+i(n —1+A)m(B,)+Re(V})} .

At this point it is instructive to factor out the oscillato-
ry behavior from the radial wave function by writing the
summation in (2.6) as

o0 o0 o0

Q
S a(r—r )'= 3 apir—r )" 3 a,lr—r)",
n=0 =0 n=0

(2.13)

where a. are the coefficients of an imaginary exponential
series. These coefficients are characterized by the fact
that the ratio a’/a_ _, is proportional to 1/n and is imag-
inary. Furthermore, as a consequence of the high-energy
fre%uencies of the particles as they approach the horizon,
| a, | is at least the order of magnitude of m.a larger
than |a,|. This can be seen from the individual terms
in the recursion of Appendix B. The |a.| vary as
(wa)*/(ry —r_)" and the |a,| vary as (wa)r;™/
(ry—r_)""™ where k and m are positive integers less
than n. As stated before, | a, | is about the order of mag-
nitude of m,a larger than |al_,|. By definition,
a,=>% =0a,?_kak and the previous statements imply
that |ay_rax | << |ad_xai| ~|al|. Noticing this, one
can write a,~a, since the contributions of the cross
terms al_,ay are at least the order of magnitude of m.a
smaller than | al| due to the high-frequency oscillations.
I

(2.12)

Hence, it is natural to express the coefficients of the
power series as

a,=a’+a, , (2.14)
where a; contains all of the cross terms of the type men-
tioned above including a,. In the special case of n =1, to
be computed in (2.17), aj=q;.

The coefficients of the imaginary exponential will be
solved for first. Noting the characteristic ratio mentioned
in the previous paragraph, only certain terms in (2.12)
have the relevant form. In light of the remarks that pre-
ceded (2.14), one has the following effective recursion re-
lation obtained from (2.12) with virtually no approxima-
tion [see the remarks following (2.17)]:

ad~—al _[[(24ANA3/2nAA,
—Re(B,)/2nAA,+Re(V,)/2nAA,

+iAIm(B,)/2nA4,], (2.15)

where the fact that |A| is many orders of magnitude
larger than the other terms in the coefficient of a was
used to obtain the approximate coefficient 2nA.

After a long calculation that includes the identical can-
cellation of five terms one obtains

ad~(ad_, /m)iw, /ry —r_ Y =2iwr /(ro—r_)—5i/8w, —2T/w, +iA/ 2w,

+ikmow(r,2+a®) /4w A+iTw, /(r, —r_)*],

(2.16)

where the parameters A=k*+m,% . ? and '=m,’r . 2/A have been introduced. It should be noted that all of the ap-
proximations that were used in deriving (2.16) from (2.3) involved dropping terms that were on the order of magnitude of

m.a smaller than those that were retained.

Using the value of @ in (2.16) and the defining relation (2.14), one can insert these into the recursion (2.10) and solve

to get a;:
a=5I/[4r  —r_)]1+0(1/r ).

(2.17)

The small terms in (2.16) should not be taken that seriously, namely, those of order i /w ., since these are at least the
order of magnitude of m.a smaller than the next largest terms. Other contributions of this magnitude can come from
the —+n correction to the coefficient of a as well as from the next highest term, a, _,, in the recursion [this is the or-
der of the largest oscillatory term that results from considering the effect of a, _, in the recursion (2.11)].

To analyze the oscillatory part of the radial solution (2.16), it is useful to introduce the following simplifying approxi-

mations that are valid for r near 7 :

(rP+a®) /A =(r 2 +a>) /(ry —r _Wr—r )42r /ry —r_)—(r 2 +a®) /(rp —r_P+0(r—ry),
VAN=1/(ry —r_Nr—r ) —1/(r, —r_P+0(r—r,) .

(2.18a)
(2.18b)

With the aid of (2.18), the first two terms in (2.16) combine with the overall factor (7 —r_ )* from the indicial condition
to give (2.5). This is the solution that has previously been found by Chandrasekhar mentioned earlier. All of the
remaining terms in (2.16) and (2.17) are an improvement of this solution.

For small-point separations the integral in (2.5) can be linearly approximated. If this is the case then one of the terms

in (2.16) which can be written as

[iTw, /(rp—r_P1r—r "=(=2iT/w Y(r —r )" [(=iw  Xr —r )?/24%]

(2.19)
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with A=(r, —r_)r —r,) looks suggestively like a cross
term in the expansion of the exponential

w(r’+a?)+ma
A(r)

It appears as a first-order term since (2.5) actually con-
tains a “zeroth”-order term from the logarithmic contri-
bution that is present from the indicial factor. This turns
out to be a valid explanation of the term since when
a’=M?, there is no corresponding term in the solution
that is found is Sec. III. Furthermore, if (2.19) were not a
cross term but a contribution to the oscillatory nature of
the wave in its own right then one has a physical contra-
diction. This is illustrated by the discussion of Sec. V
which equates the group velocity of the particle waves
with the velocity that is derived from the equations of
]

exp |—i2l(r —r )/w, —i f" dr
+

classical motion in the Kerr space-time. The contribution
of (2.19) to the group velocity would produce an effect
that goes like 1/(r, —r_)%. No such term exists in the
equations of classical motion when they are analyzed near
the event horizon. This lends support to the cross-term
explanation of (2.19). The cross-term argument is meant
only to be heuristic since there are other oscillatory terms
of order i /w_ that have not been included as remarked in
the paragraph following (2.17). The term 2il'/w, is
unique among these as it and the first-order term in (2.19)
are both derived from the same term (namely, the first) on
the right-hand side of (2.15).

Motivated by these remarks, the term iTw,/
(r, —r_)? is dropped from the exponential in (2.16) in
order that it not be counted twice. The final solution can
be written as

Ry(r—r )= {14[5T/8(M*—a)' 24 0(1/r ))(r —r)}

w(r’+a®)+ma

X exp A(r)

. r
_,f
Ty

(k24mr  2)— (5 +4D)+ +kTw(r 2 +a?)/m.r>

It should be noticed that the first term in the expression
for a, (the amplitude to first order) is a reflection of the
fact that the power-series solution has a radius of conver-

gence | r, —r_|. The corrections to the unit amplitude
are always small and well behaved inside of the radius of
convergence.

Another item of note is that the contributions to the ex-
ponential given by 3+ and 4T are of order unity and are
obviously negligible corrections compared to the large
numbers in the other terms in the numerator above 2w .
The ratio of the other two terms in the numerator is given
by kmw(r 2+a?)/(k*+m2+(k>+m,r %% It can
be shown that this ratio is small as well. For instance, it
is maximized with respect to k (by taking a derivative and
setting it equal to zero) when k2=+m,%r % For this
value, the ratio is of the order unity only for electron ener-
gies of 10?2 MeV as observed from infinity. Since this pa-
per is aimed at realistic scattering problems, these kinds
of electron energies will not be considered. To compactify
the expressions, these corrections will be dropped in most
of the following calculations. It will turn out in Sec. IV
that this value for k? is unattainable. The minimum
value of k? that is consistent with the results of Sec. IV is
m,%a%cos?@ [see Eq. (4.10)]. Thus, the value of k? that
maximizes the ratio cannot be achieved for many values
of 6. In the strictest sense the ratio is maximized by tak-
ing the minimum possible value of k2. For the true max-
imum of the ratio a similarly large energy at infinity is re-
quired to bring the ratio close to one. The minimum
value of k? requires that an equally astronomical value of
angular momentum about the symmetry axis for the par-
ticle trajectories. Even though these are highly improb-
able trajectories, it is interesting to observe that the
mathematical description of particle states can change if

dr+0(i/w,) (2.20)

2w,

there are extreme ultrarelativistic energies and an enor-
mous value of orbital angular momentum that is chosen
in just the right way. For the sake of this paper, the oscil-
latory nature of the radial wave functions can be written
with high accuracy [there is an inherent error on the order
of (wm /a)/10* MeV?] and more compactly than (2.20)
by the exponential

exp(R)= —iw frr dr(r*+a?)/A(r)
+
—ima f’r dr/A(r)
+

+ilky+mr Hr—r )/ 2w, . 2.21)
It is shown in Sec. IV that the quantity in the integrand
of the exponent of (2.20) and (2.21) when combined with
the separation factors e ~™e'™¢ is a locally measured
momentum, p*. Thus the solution can be written in the
form
Ry(r—r )~exp [—i fp“dx# ] . (2.22)
This is reminiscent of the WKB approximation that is
often used for solving the Schrodinger equation (see Ref.
39). This is usually a valid approximation if the momen-
tum varies on distance scales that are very large as com-
pared to the wavelength of oscillation, which is clearly the
case here.

In summary, a power-series solution of the radial equa-
tion was studied by means of its recursion relation in Sec.
II. The main step was the factorization of the large oscil-
latory terms from the recursion. The main result (2.20)
was obtained by neglecting only those terms that were
many magnitudes smaller than those that were retained.
Hence, one expects (2.20) to reflect the oscillatory nature
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of the particle waves near the horizon with a high degree
of accuracy. Using the general recursion of Appendix B
along with the expansions in Appendix A, the factoriza-
tion method that was developed in this section can be im-
plemented to reduce the amount of labor in calculating
higher-order terms.

1II. MAXIMUM BLACK-HOLE
ANGULAR MOMENTUM

When a black hole is spinning with its maximum value
of angular momentum, a?=M?, the radial component of
the Dirac equation (2.3) becomes the intractable case pos-
sessing an irregular singular point at r =a. There is a
confluence of the singular points r=r, and r =r_ at
r=a.

2
(r —a)“di;(Rz)—%[(r —a)’?/[(k*4+m,%a?)]
r

X[(myra +k)(r —a)+ikm,(r —a)z]%(Rz)

+(r—a)*V*(rR,=0, (3.1

where V*(r) is the complex conjugate of (2.4) with
ro=r_=a.

Normally, this equation would be difficult to solve near
the singular point. There are no general methods, such as
Frobenius’ method for regular singular points, for the ir-
regular case. However, the results of the last section com-
bined with the limiting form of (3.1) at the horizon can be

used to motivate a good guess.
J

Ry(r —a)=H{"((2wa*+ma)/(r —a)+ 5 (k*+m,*a®)(r —a)/(2wa*+ma)) i a,(r—a)"t* .

As r approaches a, the equation reduces to

2
(r =) 5 (Ry) +r —aP S (R)
r

dr
+Quwa’+ma)’R,=0. (3.2)
If one makes the substitution
z=(2wa’*+ma)/(r —a) (3.3)
then (3.2) becomes
2 d
EZ—Z(R2)+(1/Z)E(R2)+R2=O . (3.4)

This is Bessel’s equation. Hence, the solution will be a
Hankel function that corresponds to an ingoing group
velocity as noted in the remarks preceding (2.8). Contrary
to what one would expect on preliminary inspection, it is
a Hankel function of the first kind (positive exponent).
The reason will be clear when local momenta are found in
the next section. The solution to (3.4) is

Ry(r—a)=H{"(2)

=H"(Qwa*+ma)/(r —a)) . (3.5)

This gives a big clue as to how one should solve the equa-
tion away from the horizon. It should be noted that (3.5)
vanishes at the horizon.

Taking a cue from expression (2.21), the solution to
guess is of the form

(3.6)

n=0

The relationship between (2.21) and (3.6) becomes apparent when one looks at the asymptotic form of the Hankel func-

tion: 13

HY ~ ([1+i@A=1)(r —a)/8w . {4w, (r —a)/m[2w_ >+ (k> +m,a?)(r —a)*]}!?)

r—a

xexpli[w, /(r —a)+(k*+m,a®)(r —a)/ 2w, —yvr— 7]} .

(3.7

In order to solve for a, and A, one must expand the coefficients and potential of (3.1) in power series about r =a.
This can be done by using the expansions in Appendix A with r, =r_ =a. Upon substitution of (3.6) into (3.1), one
finds that the terms of order (r —a)* all cancel by virtue of the limiting form of Eq. (3.4), and the solution (3.5). The
vanishing of the coefficients of the terms of the order (» —a)**! determines A. Without any approximation, one finds

A=—2aiw—7 .

Equation (3.7) aids in the calculations leading to (3.8), since as

r—a: Hr-—)—-l.Ho and H2——>-—H0 .

The following identity was also used:'*

2w, (r —a)/[2w 2+ (k®+m,2a*)(r —a)*]}H,=+(Ho+H,) .

(3.8)

(3.9)

(3.10

Using (3.7), (3.8), and (3.6), one can form the combined oscillatory term near the horizon:

exp{i[(2wa’+ma)/(r —a)+(k?+m,%a*)(r —a) /2w, —2wa In(r —a)]} .

(3.11)

The factor of (r —a)~!/? from A cancels the (r —a)!/? in the asymptotic expression (3.7). Thus, one has the same depen-

dence on (r —a) as in (2.8b), i.e., R,(r —a)~A%=1.
The vanishing of terms to order ( —a)**+? yields
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ay=—iw—i/8w, +ikm,wa’/2w A+0O(T/a) . (3.12)

A rough computation that estimates the higher order a, shows that the term (—iw)"/n! is always present. Thus, this
can be factored out to give

R,(r —a)~exp{i[w(r —a)—w, /(r —a)—(k*+m,%a®)(r —a) /2w +2wa In(r —a)]} (3.13)
or, equivalently,

R,(r —a)~exp

—iw frr dr(rt+a?)/A(r)—ima f: dr/A(r)+i(k?+m2a®)r—a) 2w, | . (3.14)
+ +

In this form, the solution when a?=M? is the same as the one found for a?<M? in (2.21). Even the correction
ikm,w(r .2+a?) /(4w A) of the exponential in (2.20) is present to first order in (3.12). Presumably, if one were to take
the entire exponential of (2.20) and put it inside of the argument of the Hankel function in (3.6) a more accurate answer
would be obtained. However, the algebra involved in substituting such a term into the differential equation would be in-
tractable.

IV. LOCAL LORENTZ DESCRIPTION

The solutions that were derived in the previous sections will be recast in terms of the coordinates of local Lorentz
frames that are instantaneously at rest with respect to a zero angular momentum frame (ZAMF), near the event horizon.
The ZAMPF’s are accelerating (noninertial) frames. Thus, the two frames will coincide only for an instant.!® These are
useful frames to pick since the ZAMF’s at r =r , corotate with the horizon. ZAMF's are defined at a constant value of
the coordinate . Therefore, the local Lorentz frame has no initial “radial” velocity. Determining the trajectories of par-
ticles in this frame becomes basically a one-dimensional (radial) problem near the horizon. As stated earler, the particle
waves nearly thread the principal null congruences. So, for these initially corotating observers particles will appear to be
moving inward along the radial direction with essentially the speed of light.

The Kerr metric can be expressed as the following line element in Boyer-Lindquist coordinates:

ds?=—(1—2Mr /p*)dt*+p*d6*+ (A /p*)dr* +[(r?+a?)+ (2Mra?/p?)sin®0sin*0 d ¢* — (4Mra /p*)sin’6dpdt ,  (4.1)

where p*=r?+a%cos?6.
Denote the orthogonal stationary frame at infinity by the usual sperical coordinate basis &;. Let e; denote a leg of the
tetrad that is carried by a ZAMF. The coordinate transformation between the two frames is

e | lgn—ﬂzgw |12 Q [g,,—ﬂzg“ | -2 FA 42
es |~ 0 gop— " AR .
e,=(A2/p)e, and eg=(1/p)ep, where Q= —g4,/g 44
The basis covectors transform as
w° |g,,—02g¢¢| 12 0 [dt ] 43
wt | T | —Qge? geel?| ld8 ] 4.3)

Let X; denote the basis vectors of the local Lorentz frame that is instantaneously at rest with respect to the ZAMF.
One can define local momentum operators in the dual space to the local Lorentz frame that is spanned by the X;’s:

Po=i | gy —N7g4y | ~1/2(3/3:+0Q3/3¢) , (4.42)
P,=—i(AY2/p)d/dr, (4.4b)
P o= —ig,,,,—‘”a/ad: , (4.4¢)
Po=—(i/p)a/ab . (4.4d)
The locally measured energy and momentum are given by the eigenvalue equations
PW=poy and PyY=py . (4.5)
Some useful approximations for computing the local four-momentum near the horizon are
Q=[a/(r’*+a)][1-Ap*/(rP+a?)?], (4.62)
| 8 — Q%4 | 2= [(r+a?)/(pA'P)][1—Aa’sin’0/2(r*+a?)?], (4.6b)
g4’ P =[(r*+a?)/pl[1—Aa’sin’0/2(r*+a?)*]sinb . (4.6¢)

By factoring out the oscillatory behavior of the expressions for the Dirac spinors, one can compute the locally mea-
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sured momentum p,. For the case a’=M?, using (3.14), and for a® < M?, using (2.21), Egs. (4.4) and (4.6) can be ap-

plied to yield the same momentum vector:

po=~[w(r’+a?)/pA'?][1—Aa?sin’0/2(r* +a?)?1+(ma /pAVH)[1— Alp*+ +a%sin?0) /(r2+a?)?] ,
pr~—(1/pAY)) {w(r* +a®)+ma—Ak*+m2r 2 /2[w(r > +a?) +mal},

ps=~mp/[(r*+a*)sinf] .

It should be noted that the terms —i(5/84-2T")/w . and
ikm,w(r *+a?) /4w, A were treated as being negligibly
small in the calculation of the local momentum from
(2.20) for the reasons that were mentioned in the discus-
sion leading to (2.21).

For small space-time point separation, the integrals in
the exponentials (3.14) and (2.21) can be linearly approxi-
mated. Consequently, for small point separations, a fac-
tor e can be extracted from the spinor. Thus, the spi-
nor wave functions look like plane waves to these local
Lorentz observers in the vicinity of their point of observa-
tion.

This suggests that information concerning k, the
separation constant, can be ascertained by computing the
Lorentz invariant

Pup*=po*—p,'—py’—po*=m,’
The calculation is made easier by noting
pr~[1+Aa%in%0/2(r*+a**lpo+pma A’ /(r? +a?)?
— 3k 4 mr V) /pop? (4.8a)
pe=(1/p)py , (4.8b)

where py is the momentum conjugate to the coordinate 6
as measured in the stationary frames at asymptotic infini-
ty.

Computing the local Lorentz invariant, one finds

K=X+0(r—r,), 4.9)
where
KX =Pg*+(wa sin@+m /sinf)*+m,%a’cos’d  (4.10)

is Carter’s fourth constant of motion in positive-definite
form.

Equation (4.10) removes the physical ambiguity in the
radial solutions. Carter’s fourth constant of motion is a
well-defined physical quantity. Consequently, the radial
solutions that were found in Secs. II and III can be com-
pletely defined in terms of physically measurable quanti-
ties.
|

dX'/dX°=[(r*+a?)/A][1—Aa>in®0/2(r*+a?)*)(dr/dt) ,
dX?/dX°~[(r*+a»?/p*AV?][1—Aa%sin®0/(r? +a?)*][ —Q+(d ¢ /dt)]sin .

(4.7a)
(4.7b)
(4.7¢)

l

The developments of this section give a definition of a
local dual momentum space at a point of space-time. The
definition of a local momentum space that was presented
here is not unique. It clearly depends on the local Lorentz
space to which it is dual. The choice of this particular
momentum space is most natural due to the special role of
the ZAMF’s near the horizon as stated in the introduction
to this section. Equations (4.4) and (4.6) provide a way of
transforming the local momentum operators and their
eigenvalues to the stationary frames at asymptotic infini-
ty. As alluded to in the Introduction this is a crucial con-
struction to performing calculations on a curved back-
ground.

V. THE GROUP VELOCITY OF THE WAVES

The group velocity of the wave functions that were
found in Secs. II and III are calculated in this section.
The velocities of classical freely falling particle trajec-
tories should be equivalent to the group velocities of the
solutions to the wave equations. Carter has derived the
equations for the classical trajectories in the Kerr space-
time (see Ref. 40). Comparison of these two velocities re-
quires that k’=% as was found in Sec. IV. The
equivalence of these two velocities is particularly useful
for transforming the characterization of the asymptotic
scattering states. It provides a simple well-defined way of
going back and forth between the local coordinate descrip-
tion of the states and the corresponding description in
terms of the stationary frames at asymptotic infinity. As
was stated earlier, this is a construction of practical im-
portance if QED scatterings are to be calculated on the
Kerr background.

One can define the group velocity dp,/dp; in the local
Lorentz basis defined in Sec. IV. Using the invariance of
p¥py, the group velocity can be written as

dX"/dX°=p"/p°,
dx*/dx°=p%/p°.

(5.1a)
(5.1b)

Using the coordinate transformations (4.3) and the ap-
proximations (4.6)

(5.2a)
(5.2b)

Using (5.1) combined with (5.2), one can find dr /dt and d¢ /dt for the group velocity of the waves. Expanding in the

small parameter A, one has, to O(A?),

dr/dt ~ —[A/(r*+a?)][1+A(wa*sin’0+ma) /P(r*+a?)—A(k*+m,r . 2)/2P?],

d¢/dt=[a/(r*+a®]{1—Ap*w +m/(asin0)]/P(r*+a?)} ,

(5.3a)
(5.3b)
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where P =w (r*+a?)+ma.

If one were to keep only the first term in (5.3a) and
(5.3b) and ignore the corrections of O (A) then the expres-
sions reduce to the group velocity corresponding to a prin-
cipal null congruence. This was mentioned earlier. The
deviation of dr/dt from this trajectory depends on the
separation constant squared.

It is instructive to compare (5.3) with Carter’s equations
that describe classical motion about a black hole (see Ref.
41):

pX(dt/d\)= —a(awsin’0+m)+(r’+a?) /AP , (5.4a)
pXdr/dA)=—(R)'/?, (5.4b)
pXd¢/dN)=—(aw +m /asin’0)+P , (5.4¢)

where R =P?—A(m,*r*+.% ) and A is a suitably normal-
ized affine parameter. A straightforward calculation
shows that an approximation of (5.4) to O(A?) retrieves
(5.3) if and only if k?=%".

Since the expressions for the local momentum (4.7) de-
pend on global constants of motion, the comparison with
Carter’s equations in Boyer-Lindquist coordinates is quite
natural. Recalling Eq. (2.22), the solutions of the wave
equations can be written in local coordinates like
exp(—i | ptdx,), where p* is the locally measured
momentum. The general form of an “in” or “out”
scattering state on a large coordinate patch near the event
horizon is therefore of this form as well. Asymptotically,
Boyer-Lindquist coordinates are the usual spherical Min-
kowski coordinates. Thus, the relationship between
Carter’s equations and the group velocity of the waves
that was established in this section allows one to
transform between the in and out states on the large local
coordinate patch and the asymptotic states at stationary
infinity.

In order to give a simple example of how these
transformations of asymptotic scattering states would be
performed, one must make some standard definitions. If
a local vacuum is constructed that is in accordance with
the definition in Sec. VI [see (6.5)] then this transforma-
tion is manifested as relabeling of the quantum numbers
of the in and out states in one frame in terms of the quan-
tum numbers in the other frame. As in (6.5), the local in
and out vacuums are associated with local creation and
destruction operators by

’”

a(p™(x),s)in | 0;n) =0,
a(p*(x),5)out | Ogut) =0 ;
b(p*(x),5)in | 01 ) =0,
b(p*(x),5)out | Opue) =0,

(5.5a)

(5.5b)

where aT(p"(x),s)i,, creates an in particle state with a
four-spinor index s and p*(x)=(p%x),p(x)) is the four-
momentum of the particle state evaluated “near” the
boundary of the local coordinate patch. The radial wave
function of the created particle in the region near the
boundary of the patch goes like exp(—i fg p¥(x)dx,) as
stated in the previous paragraph. Likewise, b (p#(x),s);,
creates an in particle state with four-spinor index s and

four-momentum p*(x)=(—p%x),p(x)). The out creation
operators act analogously on the out vacuum.

The fact that the destruction operators annihilate the
vacuums is a manifestation of choosing local vacuums
with no particles in them as is done in Sec. VI. Thus, one
does not have the effects of Hawking radiation in this for-
malism. If for some reason one were interested in includ-
ing thermal effects, one could proceed along the lines of
this discussion with the added implementation of a Bogo-
liubov transformation on the local Fock space (see Ref.
42).

There are in and out vacuums at stationary infinity
with the corresponding creation and destruction operators:

a(k,m,w)y | 0;n) =0,
_ (5.6a)
E(k,m,w)out ' Oout)=0 5

E(kymsw)in |6in) =0 ’

~ ~ (5.6b)
b(k,m,w)out I Oout) =0 ’

where @ T(k,m,w)in creates an in state particle out of the
in vacuum at stationary infinity with quantum numbers
k, m, and w and b T(k,m,w)in creates an in state particle
with quantum numbers k, —w, and —m [see (6.4)].
Similar relations hold for the out states of the out vacuum
at stationary infinity.

As an example of the transformation of asymptotic
states, consider a single particle in state at stationary in-
finity

‘l’in:E*(k,maw)inlain) . (5.7)

The transformation to the set of local asymptotic states is
given by

aT(P”(x)’s)in ' oin>’ P0>0 ’

d’in—’ b*(_po(X),p(X),S)in|0in), p0<0,

(5.8

where p¥(x) is given in terms of k, m, and w by (4.7)
evaluated near the boundary of the coordinate patch. It
should be noted that pgy can be determined from k, m,
and w from (4.10). The interesting aspect of this transfor-
mation is that there are modes with values of w, m, and k
that imply from the relation (4.7a) values of p® <0. These
modes propagate locally as negative-energy states. The
four-spinor index s in a coordinate patch near the horizon
is essentially fixed by the boundary conditions at the hor-
izon that are discussed in the paragraph that follows (2.8).
In particular, with the representation of the field that is
chosen in Sec. VI one has only the two and three com-
ponents of the spinor as is described in the aforemen-
tioned paragraph following (2.8).

The entire set of asymptotic in states (many particle
states) can be constructed like those in (5.7) in the stan-
dard way by stringing together many in creation operators
(see Ref. 54). The transformation to the local asymptotic
in states is totally analogous to (5.8) but requires more ef-
fort to write down.

The corresponding transformation of the out states is
basically the same with one added complication. One
must distinguish between which local out states reach in-
finity and which are swallowed by the hole. This divides
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the local out Fock space into two subspaces. It can be
seen from this sketchy discussion that the analysis of a
particular scattering problem will require a great deal of
time and labor to compute.

VI. THE QUANTUM SPINOR FIELD

The free-particle solutions of the Dirac equation are
given in general form by (2.1). In this representation, con-
jugate spinors can be constructed from 1 as'®

(VI 4

I 0l" (6.1)

P= ¢Ta, where a=

The y matrices in the representation that is used in this
paper are given by Iyer and Kumar:!’

" 0o o
=l o
where (6.2)
Gh=—eot'e, €= 0 1
= » €= 11 0]
and
. |P+ad2)p)? ia sin6/2'%p*
9= | —iasin/2'%  (r*4+a¥/A |’
0 0 ~1/2l/2p-t
T =12 0 ’
(6.3)
" a/2|p|* icsc0/2'p*
T |—icsc/2'%p a/A ’
—A/2|p|% 0
7= 0 1

The Dirac field can be expanded in terms of the basis
modes (2.1):

VYx)=3 [ dw aw,m,kipw,mk,x)
m k

+b Y w,m, k)W —w, —m,k,x) . (6.4)

The creation and destruction operators are defined by

the following operations on the vacuum:

a(w,m,k)|0)=0, b(w,m,k)|0)=0. (6.5)
Defined as such, the local vacuum does not contain any
particles. Consequently, the following analysis does not
deal with thermal propagator effects (see Ref. 42).

It should be noted that the outgoing modes have been
neglected in the summation over states in (6.4). Their ef-
fects are expected to be small as deduced in the discussion
leading to (2.7). The outgoing states are needed to form a
complete set of modes. However, the appropriate normal-
ization is such that the amplitudes of these modes are
negligibly small. Iyer and Kumar divide these states into
two sets: type I and type II (Ref. 18). The solutions that

BRIAN PUNSLY 34

dominate the mode sum in (6.4) are of type I. The type-1I
solutions are unphysical, corresponding to outgoing waves
at the horizon in the remote past. If one were to include
the outgoing states in the computation of the propagators,
there would be an additional term of the order of the ratio
of the Compton wavelength of the wave to the radius of
curvature of the horizon. As was stated in Sec. II, this ra-
tio is very small.

It is basically assumed in this paper that the questions
of quantum field theory are clearly posed in the Kerr
space-time. For a discussion of the ambiguities see the
sources previously quoted in this section as well as the re-
view article of DeWitt (see Ref. 43) or the previously
quoted book by Birrell and Davies.

VII. CAUSAL PROPAGATORS

So far, the relevance of this paper to scattering theory
has been the definition of scattering states and the con-
struction of a local dual momentum space. It has been
shown how each of these can be transformed back and
forth from the local coordinate patch to the stationary
frames at asymptotic infinity. The computation of QED
scattering involves one more construction, the intermedi-
ate (off-mass-shell) scattering states. Consequently, one is
led to the study of Feynman propagators. In this section,
in analogy to what was done for the scattering states, the
propagators that are computed in the spatial coordinates
at asymptotic infinity will be transformed to spatial prop-
agators in a local coordinate system near the event hor-
izon. Following this, it takes a long calculation that is de-
ferred to Appendix C to rewrite the propagators in the lo-
cal dual momentum space. This is the object that is
relevant to scattering calculations.

As expected, the space-time near the horizon is not
warped enough to introduce any noticeable curvature ef-
fects in the propagator (see Ref. 44). Propagators involve
momentum exchanges over space-time intervals that are
small on the scale of the curvature. Locally, in the coor-
dinates that are used it is found that the propagator is like
a flat-space propagator that has been ultrarelativistically
boosted in the radial direction. This manifests itself as
P=~p%%o—pTy, in the numerator of the integrand in
momentum space (7.19a). Equivalently, it is found that
with the choice of vacuum (6.5) global effects do not man-
ifest themselves in these calculations.

The Feynman propagator is defined in terms of the
fields (6.4) as a time-ordered vacuum expectation value:

Sp(x;x")gg=i{0| T[W(x)¥(x")]|0)p . (7.1)

This is a bispinor, but the points x and x’ will be taken to
be very close together. Thus, one has the same Dirac ma-
trices and representation of the field at both points.

The computation requires a well-defined chronology
operation. A logical choice near the horizon is given in
terms of the local coordinates X; that were introduced in
Sec. IV [i.e., ©(X,—X{) implies future directed, etc.].

Before calculating, one needs some relations involving
the angular functions. Orthogonality is given by'®

f [Sk(0)SK* (0)+S(0)SE* (0)]d Q=8 (7.2)
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and since Si (m—0)=S¢ (6)
[ 1st®da= [ |sc6)|%da=1 . (7.3)
Completeness of the functions was alluded to in Sec. II:

> [Sk (0)S*(8)+SH(O)SH*(6)]=58(6—6") . (7.4)
k
A summation that appears in the calculation of the propa-
gator is
> ka[Sk‘j(0)S;§'(9’)+S,}§(0)S§;‘ (6')]=F(6,0'). (1.5)
k.
J
!

Since the differential equation for the angular functions,
(2.2), is very complicated, there are no tricks that can be
used to evaluate the sum by means of this equation. In-
stead, the following trick will be used.

Carter has shown that the separation constant is the
eigenvalue of an operator .7, that is like a generalized an-
gular momentum operator for the Kerr space-time.?’ .#
commutes with the Dirac Hamiltonian. Therefore, so
does .#2. Hence, eigenstates of the Hamiltonian are also
eigenstates of .2,

The operator .£? is related to the summation F(6,6’).
To see this, recall (6.4). A free Dirac field can be expand-
ed in basis eigenstates of the Hamiltonian as

V(r6,6,0=3 [ dw 3 a(w,mk)pwmk;,r,0,6,)+b" (w,mk)P(—w,—m,k;r,0,,1) . (7.6)
m k;

One can apply the operator .# to the free field by moving it through the summation in (7.6), to act on each of the eigen-

functions individually:

,fz\l’(r,(),:ﬁ,t):zfdwZkiz[a(w,m,k,-)z/z(w,m,k,-,r,e,qb,t)+b*(w,m,k,~)111(——w,—m,k,-,r,6,¢,t)]. (7.7)
m k;

Consider the integral

I = [ Wr6,6,0F(6,6)d0 .

(7.8)

Using the definitions (7.5) and (7.6), Eq. (7.4) can be used to perform the summation over k;. Then, after integrating

over d{) in £, one has

Js=3 fdwkzka[a(w,m,kj)1,[;(w,m,kj,r,9',¢,t)+bt(w,m,kj)1/)(-

7

By (7.7), this is equal to
[ 86—6).22¥(r,6,4,0d0 .
One concludes that

F(6,6)=58(60—6).2".

w, —m,k;,r,0',¢,1)] . (7.9a)

(7.9)

(7.10)

F(6,6') is the analog of a Fourier transform for the angular functions Si(6) of the operator 8(6 —6').%2.
In order to evaluate F(6,6'), one needs only to understand the operator . 2. It is convenient to formulate this prob-
lem in the number representation of the Dirac field. Following Bjorken and Drell, a general state of the Dirac field is

given by the expression®!

D=3 Sclny,...,nyf, ..., dg)by) - (b])
N N

The wave functions c(n,,...,ny,H,,...,fy) are the
probability amplitudes corresponding to the probability

distribution of the population of states:
(®,P)=3 3 |clny,... fig)|?.
N N

’nN)ﬁl) ey ﬁ)'

"N .. 11

a,)"N...(a;‘)”lw) ,

The expectation value of .#? is given by

N N
(@, 2*®)=3 3 |c |* |3 noks*+ 3 ngkg’ |=k?,
N N a=1 B=1

(7.11a)

where k? is the classical average of the k;2. Since it is an
expectation value, k2 is an observable of the quantum
field. By (7.10), the expectation value of F(6,6') is

(D,F(6,0)D)=k?8(0—6") . (7.11b)
Equation (7.11b) is indicative of the context in which
F(6,0') appears in the computation of the vacuum expec-
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tation value of the time-ordered product (7.1).
The rest of the calculation is straightforward. Define
the matrix

0 00O

. 0001

Y ap= 1000 (7.12)
00O0O0

Let x approach x’ in the exponent of R,(r —r ), in
(2.21) and (3.14). Then the integrals can be linearly ap-

J

proximated as was done in the discussion of the local
plane waves in Sec. IV. This is equivalent to demanding
that the momentum exchanges in the intermediate states
are large compared to the curvature of the space-time. It
is a sort of far infrared cutoff to the summation over
states. As a consequence, the summations are much
easier. As is standard in the computation of causal propa-
gators, a small positive parameter € is introduced with the
replacement w, —w , —i€. Then after a calculation that
utilizes (7.11) in an intermediate step, the propagator can
be computed. The calculation is entirely straightforward
but involves the handling of large complicated terms:

Sp(x;x")gp= [27i8(60—0)0(X, —X()/A][8(a(t —t') /(r*+a?)—(¢—¢"))]
X {8, ((t =t )+ (r24+a))(r —r') /D) +[ (ko  +mr  )(r —r')/2(r 2 +a)]

XO((1 —t')+(r +a®)r —r') /A7 op

— [27i8(0—60(Xy—Xo)/A][Sla(t —t") /(rP+a®)—(¢—¢')]
X 8%((t —t' )+ (r24a®)r —r')/A)— [(ko?+m,r L 2)r —r')/2(r .2 +a?)]

XO(—(t —t)—(r2+ad)(r —r")}¥ g,

where 8, (M)=(1/m) [* dx e**=5(A)+1/7A.

The term that involves kq® comes from doing an in-
tegral over dw with w, —w, —i¢, that yields a 6 func-
tion. kg’ is the value of the classical average, k2 of (7.11),
evaluated at the pole of the integral form of the 6 func-
tion. The poleis at w=—mQy. If k2=%", then

ko*=pg*+mip */(r, *+a?)?sin’0+m,%a*cos’0 ,
(7.14)
]

Sp(x3x")apm O(Xo—X)8(X y— X 3)8(Xg—X )

(7.13)

where Qy=a/(r, *+a?) is the angular velocity of the
event horizon as observed in the stationary frames at
asymptotic infinity. Since (7.13) is a spatial propagator,
(4.4) and (4.7) can be used to rewrite k> along the lines of
the quantum-mechanical correspondence principle:

ko?=—0%/36%—(1/g44)0*/3¢*+m,’a* cos’6 . (7.15)

Using (4.3) and (4.2), the propagator (7.13) can be
rewritten in terms of the local Lorentz basis of Sec. IV.
Ignoring contributions of order A

X {8 [(Xo—X0)— (X, — X))+ 1(pe’ +ps> +m. D) | X, — X, | O[(Xo—X0)— (X, — X))} (p/AV)7 Jp

—O(Xo—X0)d(Xy—X3)0(Xg—Xp)

X {8, [(Xo—Xo)— (X, — X))+ (e’ +ps +m, ) | X, —X; | O[(X, —X;)—(Xo—X)1} (p/AV*)y 0g

where as in (7.15) one uses the quantum-mechanical
correspondence:

Pe’+ps’=—082/0Xs*~37/3Xy” . 7.17)

Notice that in (7.14) and (7.16) the support of the &
function of the propagator lies on the principal null
congruences. The 6-function support of a causal propaga-
tor should lie on the light cone. However, in this case the
light cone has collapsed to a null line in the radial direc-
tion by an ultrarelativistic headlight effect. The contribu-
tion of the other two spatial dimensions manifests itself in
the propagator in a manner similar to the contribution of
the radial wave function that was found in Sec. II to not
lie on the principal null congruences. Recalling Secs. II

(7.16)

and V, it was Carter’s fourth constant of motion or
equivalently k? that produced an effect that caused the
geodesics to very slightly deviate from the principal null
congruences near the event horizon. The Feynman propa-
gator (7.14) shows that k2 appears in this expression as a
coefficient in front of the 6 function. When this is rewrit-
ten in local coordinates in (7.16) with the correspondence
(7.17), the local expression for the propagator looks like it
has §-function support along the null rays with small
corrections in the Xy and Xy directions. These correc-
tions manifest themselves as the k? contribution to the 6
function. The appearance of this term in (7.16) looks sug-
gestively like a Taylor-series expansion about the principal
null congruences in the quantities py and pg.
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Combining (4.2), (6.3), and (6.2), one has the following
approximations for the ¥ matrices near the event horizon:

Yas=(p/A'*)¥ op
and

Y =~(p/AV1)7 0 (7.18)

with
‘}’oz ’}’¢z0 .

The fact that ¥°~y" near horizon is another reflection of
the approximate one-dimensional nature of wave propaga-
tion in this region. Equations (7.17) and (7.18) can be
used to rewrite (7.16) as an integral in the local dual
momentum space. This is a very long calculation that is
presented in Appendix C. The salient feature is that p,
appears differently in the integral than the other momenta
[see (C1)] and pg and p4 are just small corrections. The
end results (C13) and (C16) yield the following expressions
that are accurate to O (A):

(—PoYap+PrVap) +m
SF(X;X)aBzf poy;ﬂz PmY;ﬂ ¢
—Mte

e?*d%  (7.19a)

~f FPEMe ipxgsy
2 2
p—m,

(7.19b)

The numerator in the expression (7.19a) looks different
than that usually found in a flat-space Dirac propagator.
The occurrence of only one momenta to the exclusion of
the others is a result of the fact that all particles appear
ultrarelativistically boosted in radial direction in the
frame of observation. With the covariant form of the
same expression (7.19b) one could transform to another
frame by means of an ultrarelativistic radial boost where
all of the momenta would appear on the same footing. It
is implicit in going from (7.19a) to (7.19b) that the O(A)
corrections that have been ignored are present. The
corrections to O(A) that were not included in (7.16) (for
the sake of compactifying the already unruly mathemati-
cal expressions) correspond to the slight difference in the
rotational velocity of the ZAMF’s and the principal null
congruences near the horizon. Technically, these need to
be retained in going from (7.19a) to (7.19b). There is also
an O(A) correction to the overall amplitude of the
Green’s function from (2.17).

In conclusion, there are no global effects that distort
the locally flat nature of the propagator. In the process of
showing this some potentially useful calculational tech-
niques such as an analog of Fourier transform for the
Kerr space-time were developed. There also appeared to
be a provocative relationship between k? and the locally
measured total orbital angular momentum squared
Ps>+pe® in (7.14) and (7.16).

VIII. THE ELECTROMAGNETIC FIELD

The literature on the electromagnetic wave equation in
the Kerr space-time is far more extensive than for the

massive Dirac equation. One reason for this is that the
equations are easier to separate. Consequently, the separa-
tion was accomplished almost a decade sooner than it was
for the massive Dirac equation. For an excellent detailed
review of this problem see Chandrasekhar’s book (see Ref.
45).

The present state of the solution to this equation in the
literature is the same as for the Dirac equation. The same
change of variables is used and the radial functions are
the same as (2.5). As was done for the massive Dirac
equation, the methods of Secs. II and III will be applied
resulting in more accurate analytic solutions near the
event horizon. In the process the physical nature of the
separation constant will be revealed. The radial equation
turns out to be much simpler than in the Dirac case.

The separation of the massless vector wave equation in
the Kerr space-time was performed by Chandrasekhar by
separating the Newman-Penrose scalars of the field into
the form??

é1(r,0,0,t)=e " e ~MmIR (r)S,(0) , (8.1a)

é_\(r,0,0,t)=e e~ mYB/5*)R _(r)S_,(0), (8.1b)

where B? is related to the separation constant of the angu-
lar equation E by

B?=(E 4 w%a*+2awm)*—4a*w?>—4awm . (8.2)
The radial equations are
d? d
2
+[P*—2i(r —M)P +A(4iwr —k . )]JR; =0, (8.3a)
2
A (R )4 [P 42i(r —M)P
dr
—A(4iwr +k_)JR_;=0, (8.3b)
where, as before, P =w (r*+a?)+ma, and
ki=E +wa*4+2wam —(1£1) . (8.4)

The variable coefficients and the potential for the dif-
ferential equation for R; have been expanded about
r=r, in power series in Appendix A. Those for R_,
are obtained by complex conjugation.

These equations have the same singular point structure
as for the Dirac equation. When a?<M?, the singular
points are regular. The indicial relation for this case can
be solved with the aid of Appendix A:

M=—3F5Tiw, 2(M*—ag?)'?, (8.5a)

Ay=3t++iw, /(M*—a?)'/? . (8.5b)

As with the Dirac equation, the physical ingoing solu-
tions will be considered. R is the larger of the ingoing
waves. Using the techniques that were developed in Secs.
IT and III applied to these simpler differential equations,
one has, near the horizon for a? < M?,
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Ri(r—r )= {14+[—3M*—a®>) "2 —wr  /w 1(r —r )+O0((r —r . )})}A™!

X exp [—iw f’r)rdr(r2+az)/A(r)—ima fr:_ dr/A(ry+ilk  +2)(r—r ) 2w, | . (8.6)
Following the calculations of Sec. III, one has, for a?=M?2,
A=—2aiw—%, (8.7)
ay=—iw+9i /8w, , (8.8)
Ri(r—a)= (r—a)?[1+9i(r —a) /8w, Je ~(r ~@g —i2awinir—a)
X Hy((2wa?+ma)/(r —a)+ k. (r —a)/(2wa*+ma)) . (8.9)

The discussions of Secs. IV—VII imply that k is ap-
proximately Carter’s fourth constant of motion in
positive-definite form (up to corrections due to spin that
are of the order unity; for a discussion of these effects see
the remarks in the conclusion). This is a very peculiar re-
sult in that Chandrasekhar asserts that?3

k, *—4w’a*—4wma >0,

which is not necessarily true if k | =%".

It should be noted that the electromagnetic propagator
can be calculated as was done for the Dirac propagator in
Sec. VII and Appendix C with similar results. The tensor
nature of the propagator is much more complicated than
in flat space. The covariant form of the tensorial part is
simply the metric tensor g,,. However, the gauge condi-
tions in the Kerr space-time are very complicated (see
Ref. 46). They constitute two coupled partial-differential
equations. In practice, the choice of a gauge that sacri-
fices the general covariance of the propagator greatly fa-
cilitates a QED calculation. If one specifies a gauge local-
ly to simplify a calculation then one has effectively chosen
a boundary condition for these partial-differential equa-
tions. In general, due to the curvature of the space-time
this gauge condition will manifest itself in an entirely dif-
ferent manner in another distant coordinate patch. For
example, one could not impose the Coulomb gauge global-
ly. The transformation of the locally observed propagator
to the frames that are stationary at asymptotic infinity
will be highly dependent on the choice of gauge. The
problem is complicated since this gauge will only be phys-
ically meaningful and mathematically simplifying in one
of the two frames.

IX. CONCLUSION

The main result of this paper is that the separation con-
stant squared of the Dirac equation in the background of
an astrophysical black hole is Carter’s fourth constant of
motion in positive-definite form. Similarly, the separation
constant of the electromagnetic field, as chosen by Chan-
drasekhar, is also equal to Carter’s fourth constant.

These results allow one to calculate well-defined solu-
tions to the radial equations. The value of the separation
constant is not surprising. Brill et al. separated the scalar
wave equation so that the separation constant looks like
Carter’s fourth constant of motion [not in positive-
definite form, for a definition of this see MTW (see Ref.
47)] plus an m? from the azimuthal separation (see Ref.

48). This is somewhat expected since the Klein-Gordon
equation is similar to the Hamilton-Jacobi equation for
particle orbits in the Kerr space-time. It is from this
equation that Carter discovered this mysterious fourth
constant of motion as a separation constant of the equa-
tions (see Ref. 49).

Many attempts have been made to interpret Carter’s
fourth constant as a generalized angular momentum (see
Ref. 55). This is motivated by its limiting value as such
for the Schwarzschild space-time (a =0). In the calcula-
tions in this paper, the coupling of the spin angular
momentum to the separation constant is obscured by the
smallness of a number like 3 compared to w?a?~10%.
In spite of the care in handling small terms like i/w_,
partly motivated by these considerations, no simple com-
binatorial relationship can be detected for the massive
Dirac equation. This could be expected for two reasons.
First, the separation constant appears in the angular equa-
tion (2.2) in a manner that is very complicated. Second,
the coefficient of a, in (2.12) contains a —+n that was
dropped as being negligible in calculating a? in (2.15) and
(2.16). As remarked in the paragraph following (2.17) this
introduces corrections of the order i /w . These are pre-
cisely those that are related to spin coupling. In the elec-
tromagnetic case there is the great simplifying relation
A,=B, in Appendix A. Thus, there will be no —3n
correction to the coefficient of a, in (2.11). The solution
to the equation is more straightforward. The solution
(8.6) implies that k . =% —s(s +1), where s =1. This is
suggestive of the identification of k, with the total orbi-
tal angular momentum squared and %~ with the total an-
gular momentum squared. As a check of the validity of
the term i/w_ in the exponential of (8.6) that gives the
spin contribution, one can compare with the solution for
a*=M? To first order there is agreement. There is a
9i/8w, from a; in (8.8) and a —i/8w, from the
asymptotic form of the Hankel function (3.7) in (8.9).
The connection of k? with the total orbital angular
momentum squared was already found locally in the
study of the causal Dirac propagator as noted in the final
paragraph of Sec. VIL.

These results can be compared to the previously exist-
ing research. Teukolsky and Press have analyzed the elec-
tromagnetic separation constant numerically. The angu-
lar differential equation is broken into two parts. One is
the operator that has spin-weighted spherical harmonics
as its solutions.?* The other part is a noninfinitesimal per-
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turbation. The separation constant is a function of the
eigenvalues / and m of the operator which has spin-
weighted spherical harmonics as eigenfunctions. When
wa =0 the perturbation vanishes and as stated above the
solutions of the angular equation are spin-weighted har-
monics with eigenvalues (/ —s)(/ +s +1). In this approx-
imation / can be associated with orbital angular momen-
tum. This is consistent with the results of this paper al-
luded to in the previous paragraph. However, when
wa >>0 the physical interpretation of / is not clear. This
is characteristic of the difficulty in trying to split up the
orbital angular momentum of a general-relativistic system
in an invariant way. For a discussion of angular momen-
tum in the Kerr space-time see Carter’s article (see Ref.
50). As stated in Sec. VII he finds that the separation
constants in question are the relevant eigenvalues.

Teukolsky and Press find the separation constant for
small values of wa, i.e., wa <3. However, as stated ear-
lier, this article deals with wa ~10%. They cite a method
of continuing the solutions to large values of wa. Some of
their results are tabulated in Table VII of the Appendix of
Chandrasekhar’s book.?* Even if ! were known in terms
of physically measurable quantities, the results of this pa-
per cannot be compared with those in the table. The di-
mensionless quantity wa was not taken to be a small pa-
rameter in the calculations, which is the relevant approxi-
mation in the table.

At the end of Sec. VIII, it was shown that if the separa-
tion constant of the electromagnetic wave equation were
equal to Carter’s fourth constant of motion, then an in-
equality that has been asserted by Chandrasekhar will be
violated by certain sets of quantum numbers for the
waves. This is a cause for concern. However, some of the
values in the previously alluded to Table VII of Chan-
drasekhar do not satisfy the inequality. In particular, the
column labeled /=1 and m =0. At the bottom of the
column the inequality becomes 2.25X 1072 > 64.

There are two possibilities. The inequality is incorrect
or the table is in error (perhaps a computer error). If the
inequality is correct then combined with the results of this
paper one has a limitation on the spectrum of allowed
values of Carter’s fourth constant % for waves propa-
gating near the event horizon. Equivalently, one has a re-
striction on the allowed values of generalized angular
momentum.

It was stated in the Introduction that the results that
are obtained in this paper are an attempt at laying the

groundwork for QED scattering calculations on the back-
ground of the Kerr solution near the event horizon. The
motivation for calculating scatterings is enhanced by some
previously existing work. Birrell and Davies describe a
well-defined renormalization procedure on a curved
space-time background. They discuss S-matrix properties
as well (see Ref. 51).

The basic scenario for using the results in this paper for
a scattering calculation would be the following. The
scattering calculation is performed as in flat space-time in
a momentum space that is dual to a local coordinate
patch. One must transform the momentum-dependent
answer to the stationary frames at asymptotic infinity in
two stages. First transform the local momentum to the
momentum as observed at infinity. Then one must
transform the local scattering states to an asymptotic set
of scattering states. Local in and out scattering states can
be defined unambiguously at the boundary of a large coor-
dinate patch especially for short-wavelength waves. Us-
ing the results of Sec. IV the momentum can be
transformed and Sec. V gives a prescription for
transforming the scattering states. This procedure can be
done unambiguously if the local coordinate patch covers
most of the “curvature potential.” Price has shown that
most of this potential is concentrated in a finite region
near the event horizon (see Ref. 52). Consequently, the
scenario as described seems tractable.

The final scattering calculation could be thought of in
the following sense. Scattering is done as in flat space but
the corrected scattering states are used. This is similar to
scattering in Coulombic fields where to first approxima-
tion one uses free-field wave functions as the asymptotic
scattering states. Better results are obtained when the
Coulomb wave functions are used as the asymptotic states
(at the expense of much longer calculations). This is basi-
cally what has been outlined in the previous paragraphs.
The corrected wave functions are the Kerr wave functions
in a WKB-type approximation [as mentioned in the re-
marks concerning (2.22)]. This is probably an excellent
approximation as the curvature of the space-time and the
momentum of the particles varies negligibly in a cycle of
a wave that describes realistic scattering states (i.e.,
momentum not near zero, even long radio wavelengths on
the order of many kilometers are fine). The process of
making these statements more precise and the long calcu-
lations that are involved in computing a scattering process
must wait for a future work.

APPENDIX A

The differential equations in this article are of the general form

A (r)ﬁi(R)+B(r)i(R)+ V(r)R =0 .
dr? dr

Expansions of the variable coefficients 4 (r) and B(r) and the potential ¥ (r) about the event horizon are given below.
Ry(r —r,) and R,(r —r ) satisfy complex-conjugate radial components of the Dirac equation. The expansions for

R(r—r,)are

Ag=m(r—r )% As=m,4r —2r_)r—r,),
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Ag={mr 2 +ar (rp—r_)+(ry —r_Pl4+k}(r—r)*,

As=[2m2r (ro—r_)3r —r_)+4+2kXr o —r_))r—r.),

A=k mr D(ry—r_Pr—r,.)?;

By=(m>M +ikm,)r —r ), By={m> [M3r —r_)—a?]+k*+2ikm(r —r_)}(r—r ),
By={m[Mr (3r  —2r_)—a*2r, —r_)]4+k¥2r, —r_—M)+ikm (r . —r_P}(r —r )?,
B,=[mr (Mr, —a®)+k¥r —M))r —r_)r—r,);

Re(Vg)=m, w>—m)r—r, )% Re(Vs)=m [6w?r , —m5r, —r_)](r—r.),
Re(Vy)={w?[k*+m,2(17r 2 +2a®)]+w(2m,*ma +km,)+4m, *a?—10m*r . 2 —2k*m 2} (r —r  )*,

Re(V3)={ w?[4k?r | +m,2(20r > +8r a®)]+w[(3r, —r_)km,+8mar  1—2k’m,*(3r, —r _)—10m*r  3}(r —r,)*,
Re(V))={ wm,2(15r . *+12a% 2+ a*)+ k¥ 6r . *+2a)]+w[m,*ma (12r . *+2a%) +2mak*+km,a?]

Y20t k(mam, —k)— (k2 4+m2r D (r—r )%,

—4me4r+4+4me
Re(V)={w[2mr (3r *+a*)(r *+a®)+4kr  (r 2 +a?)]

+w[2m,r  ma(4r  +2a%)+4r mak*+a*km,(r, —r_)]+2m*m?r  a?®

+[kmmoa —(k*+m>r [ 2)r, —r_)}(r—r,),
Re(Vy)=(k24+mr Hw(r +a*)+ma)?;
Im(Vy)=Mwm r —r ), Im(V;)={w[mX4r 2 —4Mr +5a*) —k*]+2m ma}(r —r ),
Im(Vy)={w[m,X5r a*—5r _a*+6r >—6Mr 2)+k¥2r_—r —M)]+m>2ma(5r —r_—M)}(r—r,)?,
Im(V))={w[2m(r *+a’r  *—a*)+2a%k*|+amm X(3r > —2a*) +k*ma}(r —r,),
Im(Vo)=(r, —M)mr 2 + k) [w(r,’+a*)+ma] .

The potential for the case a?=M? is obtained by setting 7, =r_ =M =a in the expansions above.
For the electromagnetic wave equation one has, for R (R _, satisfies the complex-conjugate equation),

Ag=(r—r )% Ay=2r —r_Nr—r ), Ay=(rio—r_)r—r.);

By=4(r —r.)’, By=4(2r, —r_—M)(r—r. ), By=4(r —r_)ro—M)r—r,);
Re(Vi)=w(r —r, )%, Re(V3)=4w?r (r—r.), Re(V;y)=[wX6r 2+2a%) +2wma —k_ |(r—r,)?,
Re(V))={4wr  [w(r *+a®)+ma]—k (r, —r_)}(r—r,), Re(Vy)=[w(r *+a*)+ma)®;
Im(V3)=2iw(r —r, ), Im(V,y)=—2iw(2r_ —r —M)(r —r_)*,

Im(V))=—2i{w[r *+a*+2r (r, —M)]4+ma}(r—r,), Im(Vy)=—2i(r, —M)[w(r,*+a®)+ma].

_=a=M.

As before, the potential for the case a?=M? is given by the substitution ry=r

APPENDIX B

The general form of the recursion relation is

Re(Vela, +Re(Vsla, (1 +a, o[(n +A4+2)n +A+1)46+Re(Vy)+i Im(V,)]
+a, 3{(n +A43)n +A+2)As+(n +A+3)Re(By)+Re(V3)+i[Im(V3)+(n +A+3)Im(B,)]}
+a, 4f(n +A+4)n +A+3)A,+(n +A+4)Re(B;3)+Re(V;)+i [Im(V,)+(n +A+4)Im(B3)]}
+a,  sf(n +A+5)n +A+4)4;+(n +A+5)Re(By)+Re(V)+i[Im(V})+(n +A+5)Im(B,)]}
+a,  6l(n +A+6)(n +A+5)4,+(n +A+6)Re(B;)+Re(Vy)+i Im(¥Vy)]=0,

where A is a solution to the indicial equation.
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APPENDIX C

The calculation that takes (7.16) and reexpresses it as an
integral in the momentum space that is dual to the local
Lorentz frame defined in Sec. IV, (7.19), is long and in-
volved. It requires the actual computation of the integrals
in the Feynman propagator and extracting the singular
parts. As stated earlier, the results look somewhat dif-
ferent than the standard calculations due to the nearly
one-dimensional nature of the trajectories. Consequently,
the integrals that are involved in the calculation cannot be
evaluated by a literature search.

Consider the distribution in the dual momentum space
with the standard flat metric, n*Y=diag(—1,1,1,1):

( _ )eip-x
=2k g%,
Po —DPr —pe"—p¢ —m, +I1€

where € is a small positive number. X,, X,, X4, and X
are rectangular coordinates that are instantaneously at rest
with respect to a ZAMEF near the event horizon, as in Sec.
IV.

The one-dimensional nature of the calculation is inject-
ed by separating out the “radial” momentum. Let

wpE(Prz+P92+P¢2+me2)1/25(1’r2+«/{2)1/2 ’
where (C2)

MP=pe’+py’+m,’ .
J

If po >0, then

poz—wp2+ie=[po—(wp—ie)][p0+(w,,+ie)] (C3a)
and, if py <O,
po’—w, +ie=[po—(w,+i€)][po+(w, —ie€)] . (C3b)
Decomposing I, with the aid of (C2) and (C3),
O(po)(po—p,Je®™
I,= d*
! f [po—(w, —i€)][po+(w, +i€)] P
o( —Po)(Po —Dr )eip~x 4
d’p. (C4
+f [pg——(w,,+ie)][po+(wp—ie)] P 4

The first term corresponds to the l/)(m,w)llﬁ(m,w) terms
in the time-ordered product (7.1). The second term is as-
sociated with ¢(—m,—w)¢T(—m,—w) terms in (7.1). If
one requires positive-energy waves pg >0 then the second
term corresponds to the propagation of antiparticles in the
sense of the Stiickelberg-Feynman description. Since, the
integration in (C4) is over all p, and p,, this restriction
can be met without changing I, by letting po— —p, and
pr— —p,, in the second term. Then, upon integrating
over pg

(wp—p,) iw X, +ip-X
I — X 4 PO 3
1 e( o)f 2wp+iee dp
(—w,+p,) _i —ip-
+O(—Xo) [ TP Ko Xys, - (cs)

2w, +i€

To evaluate (C5), let w,=.# coshp and p,=.# sinhg.
Then,

I, = —iO(X,)(8/3X,—3/3X,) [ exp{i[.#(X,coshp+X, sinhg)+peXo+psX,])dpdpedp,
——iO(——Xo)(a/aXo—a/aX,)fexp{—i[./{(Xocosth+X, sinhp) +peXo+psX4sl}dedpedpy . (C6)

Then, if one proceeds as Bogoliubov and Shirkov,?® let A=X,2—X,2, then there are four cases:

(la) Xo>0 Xo>X,, (1b) Xu>0 Xp<X,; (2a) Xo<0 |Xo| >X,, (2b) Xo<0 |Xo| <X, ,

and four simplifying substitutions:

(1a) Xo=(A)'"2coshg,, X,=(A)"2sinhg,, (1b) Xo=(—A)?sinhg, X,=(—2A)""?coshgy ;

(2a) Xo=—(A)"2coshg,, X,=(A)"2sinhg,, (2b) Xo=—(—A)!"sinhg,,

Inserting these substitutions into (C6)

X, =(—2)""2coshgy .

I,=—i6(X,)O(A)(3/3X,—0/0X,) f dedpedpy expl{i[A(M)'/? cosh(p+@o) +peXo+PsX 41}
—iO(Xo)O(—A)(3/3Xo—0/3X,) [ dpdpedps exp{i[#(—L)""sinh(@+@o)+peXe+PsXs])
—iO(—X,)O(M)(3/3Xo—/3X,) [ dpdpedpy exp{ —i[# (1) cosh(p—@o)+PeXo+PsXs])
—iO(—X,)8(—A)(8/0Xo—3/3X,) [ dpdpedps exp{ —i[.#(—1)""*sinh(@—@o)+peXo+psX4]} - (C7)

These integrals are representations of Hankel functions.?’ Inserting these functions and executing the differentiations

yields

I, = — 1iOX)OM Xo+X, M)~ [ aH P[4 (M)e" 0 7 dpdp,

+(1/mOX)O(— M) Xo+ X, —M) =72 [ K [ (—1)]e" PoXO P8 8 gpoap,

—1i0(—X0)O(M(Xo+X, M)~ [ M HP[ A (M) 2]e ™ PP gy gp,

+(1/m)O(—X)O(— M (Xo + X, —A) ™12 [ K[t (—R)72)e " PO P8 gp odp, (C8)
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If (C8) is evaluated near the light cone, then |A|!/2—~0and | X, | >> | A|!/2. The Lorentz frame in which the integral
is being evaluated is boosted ultrarelativistically in the  direction with respect to the rest frame of the propagating parti-
cle waves. Thus, near the null cone Xy~ *X,. However, I, vanishes if Xq= —X,. Consequently, the relevant approxi-
mation is Xy~X,. Using this and the results of Bogoliubov and Shirkov, who have evaluated the integrands of (C8) near
the light cone, (C8) becomes?®

I~ —i®Xo) | X, | [ & P70t Pe 8 128(0) —2/mik— L M7O(N) +(id* /) | +.4(1)'? | Vdpodp

+iO(—Xo) | X, | [ & PN PO 28(0) 42 /mik— L MO0 + (i /m)In | T M (1) | dpodpy

+0((M)V2In|A]). (C9)

In light of the fact that X, ~X,, one has, effectively near the light cone,
O(X,)0(A)=6(X,—X,), (C10a)
O(—X(y)O(A)=06(X, —X,) . (C10b)

Recall the identity

8(Xo’—X,))=(75 | X, | [8(Xo—X,)+8(Xo+X,)] ,
with the constraint X=X,

8(Xo’—X,)=(5 | X, | )8(Xo—X,) . (C11)
Substituting (C10) and (C11) into (C9),
I = —i0X,) [ ({8(Xo—X,)—1/[mi (Xo—X,)]— +OXo—X,) | X, | (m,*+pg*+py))e 0 4% L | X, | Idpodp,

+i0(—Xo) [ ((8(Xo—X,)+1/[mi (Xo—X,)]— +OX, —Xo) | X, | (m,+pg?+ps2)}e " PoXoTPe¥s)

+ | X, |T*)dpedps+O((A)'?In|A]), (C12)

where T is the integrand

f-—_(i/v)(mez-i—pgz-{—pf)lnj %(mez+p92+p¢2)“2(X02—X,2)'/2|ei(p9X"+p¢X¢J )

Integrating I in the complex p, plane, one finds that the integral of (d /dA)T is zero, since it has no residues. The only
occasion that it does not vanish is when A is zero. One concludes that T is negligible to the integrand in (C12) when one
is not measuring lightlike separations, since the pole terms are much larger. Neglecting the contribution from T and us-
ing the correspondence (7.18)

I~ —i0(X)[8(Xo—X,)+i/m(Xg—X,)— 7O(Xo—X,) | X, | (m,>—3?/3X 4> —32/3X ") ]8(X)8(X 4)
+i0(—Xo)[8(Xo—X,)—i /m(Xo—X,)— 7O(X, —Xo) | X, | (m,>—3%/0X 4 —3?/3X %) 18(X)8(X ) . (C13)

It remains to show that the contribution due to m, in the numerator of (7.19) is negligible. Consider the distribution

m,e?*
I2=f md“p . (C14)
Proceeding as in (C2)—(C8)
L= m0(Xo) [ (OMHL (A (W)')+(2i /m)O(— WK o[ A (— 1)) P 24" gpoap,
+m,O(—Xo) [ (OHE (M (1)) +(2i /m)O(— MK o[ A (— 1) Tje o 0 P dp i, . (C15)

Then, using the limiting forms of the Bessel functions and taking into account the discontinuity on the null cone as in
Bogoliubov and Shirkov, I, near the null cone is?®

L~ mAOXo) [ [mi8(M)+1/k— Limd*O(Xo—X,)—+.a*In | A ()72 | 1" P07 P 8 4p oap,
+mAB(—Xo) [ [mid(h)—1/A—+imM?OX, —Xo)— + A2 In [ (1) 7? | 1e " PX P S dppdp, . (C16)

These are the same terms that appear in the expression (C12) for I, but are of the order m,A/X, as large. This ratio
is approximately 2(X,—X,)/(Compton wavelength of the electron). Near the null cone, this ratio is small as stated ear-
lier due to the large boost that is necessary to achieve p, of the waves.

Consequently, I, is much smaller than I,. It can be concluded that (C13) is a good approximation to (7.19).
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