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Low-energy p, p, and d vertical intensities at mountain altitude

G. H. Sembroski, T. Bowen, E. W. Jenkins, J. J. Jones, and A. E. Pifer
Department of Physics, Uniuersity ofArizona, Tucson, Arizona 85721

(Received 2 August 198S)

A cosmic-ray magnetic-particle spectrometer utilizing wire spark chambers and a superconduct-

ing magnet for momentum determination and scintillators for charge and velocity determination has
been operated at an atmospheric depth of 747 g/cm2. Twenty weeks of data were taken and the pro-
ton (p) energy spectrum in the momentum range of 0.6 to 2.4 GeV/c has been determined. Antipro-
ton (p) events were observed and a lt/p ratio of 1.5+09' at a momentum of 1.05 GeV/c was mea-

sured. Deuteron intensities and a-particle upper limits for this energy region are also presented.

Cosmic-ray particles have long provided both a probe
of solar and galactic astrophysics and a source for the in-
vestigation of the properties of elementary particles. As a
particle source, cosmic rays still retain some impressive
advantages because the primary-cosmic-ray energy spec-
trum extends many orders of magnitude beyond that
available at accelerators, up to 10 eV. Intensities at
these energies are extremely low, but such high energies
do provide hope of being able to demonstrate unexpected
new physical processes in their interactions with matter.

As an astrophysical probe, the composition of cosmic
rays gives information about the source regions and the
interstellar medium. Study of the spectra of the various
cosmic-ray components should give insight into the mech-
anisms of particle acceleration and energy loss, perhaps in
regions where matter under very extreme physical condi-
tions exists. Finally, comparisons of the abundances and
spectra of primary and secondary cosmic rays will provide
information on their propagation through interstellar
matter and through the Earth's atmosphere.

An area of great interest in cosmic-ray physics is that
of the propagation of cosmic-ray primaries through inter-
stellar and intergalactic matter. Recent measurements'
have found evidence for anomalously high fluxes of p s in
the primary-cosmic-ray spectrum: far too many to be ac-
counted for by the present theories on p production from
the interactions of the primary-cosmic-ray flux with inter-
stellar matter. Many authors have advanced new pos-
sible primary p sources to obtain enough p s to explain
these ineasurements. An unambiguous measurement of
the p flux at mountain altitude, where they are all pro-
duced by interactions of cosmic-ray particles with the at-
mosphere, would help greatly in determining whether the
P excess found in the primary measurements was pro-
duced by interactions with the interstellar matter or
originated in some unknown galactic or extragalactic
source.

An experiment which would attempt to measure the p
flux and perform a search for charged particles of abnor-
mal mass must be able to sort particles by their masses.
Most previous mass-sensitive particle search experi-
ments' ' at sea level have used range and energy-loss
techniques to determine particle energy and mass. These
experiments therefore have suffered the inherent problem

of ambiguous mass resolution for strongly interacting par-
ticles.

An alternative method of particle mass separation is to
determine the momentum of each event by measuring its
trajectory in a magnetic field and its velocity by a time-
of-flight measurement. Such magnetic particle mass spec-
trometers have the advantage of low mass in the particle
path and thus enjoy high-mass resolution for strongly in-
teracting particles. A program of experiments of this type
was initiated by the High Energy Physics Group at the
University of Arizona beginning in 1973 using sophisti
cated accelerator techniques and equipment used by the
group in its accelerator experiments. The first-generation
experiment of the program' ' took data for one week
during January of 1974 in the group's mountain-altitude
laboratory. (This experiment is designated as Arizona
cosmic-ray experiment I, or simply ACRE I in this pa-
per. } The results of this experiment were very encourag-
ing, and it was decided to perform a vastly improved
second-generation version of the ACRE I experiment.
The results of this second experiment (designated as
ACRE II) are the basis of this work. ACRE II incor-
porated many significant improvements over ACRE I, in-
cluding improved multiplane spark chambers to increase
the particle-track-identification efficiency and more tim-
ing and charge-determination scintillation counters to im-
prove velocity determination. Perhaps the most signifi-
cant difference was the order-of-magnitude increase in
statistics ACRE II achieved over ACRE I by taking data
for a much longer period of time: 20 wo:ks for ACRE II
versus 1 week for ACRE I.

This experiment was operated in the University of
Arizona High Energy Physics Group's Cosmic Ray Labo-
ratory building near the summit of Mt. Lemmon in the
Santa Catalina Mountains 30 km northeast of Tucson,
Arizona. The site of the laboratory building has a
vertical-geomagnetic-rigidity cutoff of 5.59 GV, an alti-
tude of 2.75 km, and an atmospheric depth of 747 g/cm .

EXPERIMENTAL ARRANGEMENT

The apparatus was basically a particle mass spectrome-
ter using a superconducting magnet as an analyzing mag-
net, wire spark chambers for trajectory determination, and
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scintillation counters for velocity measurement (see Fig.
1). With this equipment, the experiment measured three
quantities associated vnth each detected particle: the
particle s trajectory in a transverse magnetic field, its time
of flight between several scintillation counters, and the
amount of ionization energy it deposited in each of these
counters. A fourth quantity, a rough measure of the
particle's range, vedas also measured, but this range deter-
mination was used primarily to distinguish hadrons from
muons.

The trajectory information from the wire spark
chambers allowed the value of a particle's rigidity, R,

array, S3 directly over the magnet, and S4 and S5 near the
bottom of the array (see Fig. 1). The timing of a particle's
passage through these detectors was used to find its velo-

city, which is useful for mass determination for p=vlc
less than 0.9.

The magnitude of the charge of an event, which when
used with the rigidity value gives the momentum of a par-
ticle, was determined from the pulse heights in the scintil-
lation counters which reflect the ionization loss of a parti-
cle as it traverses each of these detectors. With the charge
Z, rigidity R, and velocity p of an event known, its mass
is then calculated from

Zg (1 p2)l/2
M= (3)

where ew, s is is rsdisns sna J 8 dl =92 Msv/c for the

superconducting magnet when energized to 130 A. The
trajectory was determined by use of six wire spark
chambers {1—6) placed almost symmetrically with three
above and three below the magnet.

The velocity of each particle was determined by a group
of five scintillation detectors: Sl and S2 at the top of the
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FIG. 1. Experimental arrangement: (left) view showing the y
axis in which direction almost no track bending occurs in the
magnetic field; (right) view showing the x axis, the magnetic-
bend direction.
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FIG. 2. Diagram of the superconducting magnet, vacuum
jacket, and reservoir system. The magnet-coil assembly is
suspended by stainless-steel wires.
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(niobium-titanium imbedded in copper} Helmholtz-coil
pair with an average radius of 18.9 cm and an average coil
separation of 29.5 cm. For use during data taking, the
coils were charged to a steady-state current through exter-
nal leads, and then a superconducting switch was activat-
ed which shorted the leads at the coils. The complete cir-
cuit in the magnet was superconducting except for some
very small resistances at joints. The field in the magnet
was effectively constant with a decay time of the order of
many years. At a current of 130 A, the field had a max-
imum strength of 17 kG and stored 500 kJ of energy. At
130 A, the magnet had an J8 dl =2.7 kG m for a path
near the coil axis between the two coils. The liquid-
helium boil-off rate was 0.28 1/h.

The magnet was run at three different current settings
during the data taking, 30, 80, and 130 A, with approxi-
mately half the data taken with the current running in the
opposite polarity at each of those values, but the data at
30 A was not utilized. The magnet system worked flaw-
lessly during the 5.5 months it was energized and was al-
lowed to warm up only when weather conditions produced
snow-blocked roads„which prevented the transport of fur-
ther replacement cryogenic liquids to the magnet.

In order to calculate the momentum of an event, it was
necessary to know the magnetic field in all regions of the
particle trajectories. The field was measured six times
during the run at a large number of points on a three-
dimensional lattice with 25.4-mm spacing, though not all
the same points were measured each time. During opera-
tion at each current and polarity, the axial component of
the field near the axis of the magnet on one lattice plane
was measured frequently to provide information on the
stability of the field. These measurements, with typical
accuracies -0.1%, showed no measurable decay in the
field over periods of a month.

Scintillation detectors

There were four types of scintillation detectors used in
this experiment (see Fig. 1). The octagonal (Oct) counters
( S 1 =Getup, S4=Octdown) placed at opposite ends
of the array were used for trigger, charge, and velocity
determination. The hodoscopes ( S2 =Hodoup, S5
=Hododown), one group placed directly under each of
the Oct counters, were used for charge, velocity, and posi-
tion measurements. The middle (Mid} counter (S3) was
situated approxiinately halfway between the two Oct
counters directly over the top magnet window and was
used to ensure that the particles went primarily through
this opening. The range counters (R 1,R 2,R 3), placed at
the very bottom of the array directly below the bottom
hodoscope detector, were used to provide range informa-
tion and to identify muons, a major source of background.

The construction of the Oct, Mid, and range counters
was identical to that of ACRE I.' *' Each Hodo counter
consisted of 10 independent plastic scintillation counters,
each 15.2 cm wide by 5.1 cm thick by 96.5 cm long
viewed at one end through a 15-cm-long tapered light pipe
by an RCA 8575 photomultiplier tube. As shown in Fig.
1, these counters were oriented with the narrow, 15.2 cm,
dimension in the magnetic bend (x) direction, enabling

the Hodo counters to serve as a crude spectrometer, as
well as detect air showers and provide timing information.

The range counters were sandwiched between layers of
iron and the pulse heights were recorded. The ranges
from Octdown to the three range counters along with the
momenta necessary for various particles to travel these
ranges are given in Table I. As can be seen, a particle
would have had to traverse 299.4 g/cm of copper
equivalent to reach range counter R3. This corresponds
to 3.6 nuclear collision lengths for hadrons and an initial
minimum momentum of 1370 MeV/c for p's, so less than
3% would have produced a pulse in R3, whereas most
muons with momenta & 570 MeV/c are recorded in R 3.

Electronics

The electronics includes a fast trigger system and a data
acquisition system, as shown in Fig. 3. The trigger sys-
tem was required to identify a possible good event in a

TABLE I. Range and momentum of various particles in the
range-counter stack.

Range
(g/cmi Cu equiv)

Momentum (CxeV/c)

p d

81
R2
R3

77
188
299

0.24
0.41
0.57

0.82
1.14
1.37

1.27
1.73
2.05

3.20
4.53
5.53

Spark chambers

There were six wire spark chambers (1—6) used in the
ACRE II experiment, with those chambers farthest froin
the magnet having the largest areas to increase the geome-
trical acceptance. All the chambers employed magneto-
strictive readout digitized with a 20-MHz clock. Single-

gap chambers 2 and 5, with X and Y readouts of 0.5-
mm-spaced wires, were identical to the corresponding
units in ACRE I.' Dual-gap chambers 1, 3, 4, and 6,
with X, U, V, and Y readouts of 1-mm-spaced wires, were
constructed by LBL.' Chambers 1 and 6, measuring 1.5
m in the X direction by 1.0 m in the F direction, had U
and V planes with the wire directions rotated +30' with
respect to those in the X plane. Chambers 3 and 4, whose
active areas were 45'-rotated 61-cm&(50-cm rectangles
covering the 22-em&34-cm magnet vacuum chamber
windows, had U and Vplanes with the wire directions ro-
tated +45' with respect to those in the X direction.

Each spark-chamber gap was pulsed with an individual
5C22 hydrogen thyratron, all of which were triggered by a
Science Accessories avalanche-transistor Marx-generator
pulser, as diagramed in Fig. 3. For each event, the
LeCroy 801 readout system was able to digitize either 4
sparks or & 3 sparks and the second fiducial. In general,
the spark chambers did not work as well at the 0.72-atm
pressure at the mountain laboratory as they had nearer to
sea level, with a much greater tendency to exhibit spurious
sparks in addition to the one produced by passage of a
charged particle. The performance of chambers 2 and 5
was especially poor, so their data was ignored in most of
the data analysis.
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FIG. 3. Block diagram of electronics: (left) trigger system and data-acquisition computers; (right) CAMAC data-acquisition sys-
tem.

time short enough (less than 100 n) to apply the high-
voltage pulse to the spark chambers before the ionized
track produced by the triggering particle dissipated.

The fast trigger was designed to respond only to
downward-going particles which went through all six
spark chambers and the windows of the magnet. Three
separate triggers were available: u=c (u~0.9c), u&c
(v&0.28c), and u &c (0.28c&u &0.9c), where c is the
speed of light. The trigger utilized three fast scintillation
counters: Sl (Getup), S3 (Mid counter), and S4 (Oct-
down). The velocity determination of an event was ac-
complished by utilizing the timing relationships of the
signals from the three counters as in ACRE I.' The re-
sulting u & c trigger rate (without readout dead time) was
1.5 events/s; the v & c rate was 2.S events/s.

Most of the data were taken using the u&c trigger,
since the error in calculating a mass from a velocity found
from a time-of-flight error o, is

'2

M Py asP~l, (4)

where d is the flight distance between timing counters and
y—=(1—P ) '~ . As the error gets very large for P=u/c
close to 1, only events with @&0.9 are of interest. The
u =c and u &c triggers were employed for calibration of
the system.

The data-acquisition process was controlled by a Digi-
tal Equipment Corporation (DEC) LSI 11 microcomputer
interfaced to the experiment (see Fig. 3}. All event infor-
mation received from the two data-acquisition systems
(CAMAC and LeCroy) was packed, buffered, and
transmitted at 1200 baud over a dedicated phone link to a
DEC POP-11/34 campus computer located 30 km away,
where the data were stored on magnetic tape. Selected

parts of this data were displayed in real time in the form
of scatter plots and histograms on a Tektronix 4012
graphics display terminal. The computer program also
monitored various voltage levels used by the equipment in
the experiment and notified the experiment operators
whenever any of these levels ranged outside of previously
set limits.

DATA ANALYSIS

The data-analysis process first found the momentum,
velocity, and charge of each event. The calculation of
each of these quantities required a detailed understanding
of the particular apparatus by which it was measured. As
an example, to calculate the momentum of an event, the
positions of the sparks of that event had to be calculated,
a track identified from this spark information, and the
momentum calculated for such a track passing through
the magnet. This required, among other things,
knowledge of the magnetic field everywhere in the volume
of space that the particle traversed, the alignment of all
the chambers with respect to the center of the magnet, the
distances between all the wand fiducials, and the propaga-
tion speeds in the wands. All this calibration information
was derived from the raw data and was determined before
calculating the momentum of any events. Similar analy-
ses were made for the velocity and charge determinations,
requiring similar parameter and calibration calculations
using the raw data as the source of the necessary informa-
tion.

The relative times of aH pulses froin Sl—S5 were
corrected for fixed and trajectory-dependent transit-time
delays and cross compared with the help of background
events due to highly relativistic (u=c) muons, each of
whose velocity and trajectory were accurately known.
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The dependence of every relative time on the various de-

lay and position parameters was investiIIated with the help
of time versus parameter scatter plots. ' The standard de-
viations of the residual errors for the hodoscope counters
ranged from 0.46 to 0.8 ns, and were 0.81, 1.74, and 0.90
ns for Sl, S3, and S4, respectively. The Mid counter (S3)
was not employed for velocity measurements because it
can be shown that the timing information of a counter
midway between two others docs not improve the statisti-
cal accuracy of the calculated delay time. However, the
Mid counter is very helpful in rejecting spurious events.

The pulse heights of the Oct counters (Sl and S4)
were useful in order to search for evidence of a particles
(Z =2) in the data. Saturation corrections for scintillator
light output and photomultiplier-tube (PMT) response had
to be independently determined and then separately ap-
plied to each event because trajectory position affected the
amount of scintillation light reaching the PMT. Slow p's
provided particles with known dE/dx and trajectory.
The resulting saturation curves' indicated that some, but
not all, Z =2 particles would be unambiguously identifi-
able; however, no strong a candidate was found.

Tracks were identified by the computer by independent-

ly examining the sets of x coordinates (X track), which is
the magnetic bend direction, and the sets of y coordinates
( Y track), where each track should be nearly a straight
line. The correspondence between X and Y tracks, when
there was more than one possible pairing, was established
by those x,y pairs (hits) which were linked by u or v plane
coordinates.

A good Y track was defined as a track of at least three
Y sparks, including at least one chamber above and anoth-
er below the magnet, which fit a straight line with a max-
imum X~ per degree of freedom such that there was less
than a 1% probability of exceeding that X . The tracks
were found using the method of stringing' in which the
first spark (or hit) in the first chamber is taken and two
lines extended from it to either side of the magnet opening
(only tracks which did not go through any material in the
magnet were considered). These lines were extended
through the remaining five chambers and defined
"search" windows in each of these chambers. The pmcess
would then continue by looking in successive chambers
within their search windows for a second spark for the
track. This second spark would then be incorporated in

defining new and more restricted search windows. This
process would continue until all six chambers were
searched for sparks, and if a track with three or more
sparks was found which satisfied the X criteria, it would
be recorded. The sparks (and hits) in this track would
then be removed from the spark arrays and the whole pro-
cess repeated with the remaining sparks.

Once all the possible tracks were identified, the best and
second-best tracks would be selected. The selection basis
went according to the following priorities. The best track
was defined as that track with the most hits. If there was
a tie under this criterion, then the track with the most to-
tal number of hits plus sparks was chosen from this sub-
set. If still more than one track fit this second criterion,
then the track with the smallest X was designated as the
best track. The second-best track was identified in a simi-
lar manner.

A good X-track signal required two- or three-spark line

segments above and below the magnet, each having an im-

pact parameter b; with the magnet axis, such that
hb=b„~~, bi,„«h—ad a magnitude

~

hb
~

&4 cm. The
track also was required to intersect the Hodo counter, if
one had triggered, and to utilize the x values of x,y "hit"
pairs which belonged to the best (if none, second best) Y
track.

The momentum of an event was determined by making
an initial guess as to the momentum, direction, and point
of entry to an array of inagnetic field intensities, tracing
the track of such a particle through the magnetic field ar-

ray, and computing the Xi fit of this track to the mea-
sured data. These initial parameters were then varied un-
til the smallest Xi of the calculated to the measured track
was achieved. The errors in the parameters found with
the Xi fit, especially the moinentum error, came directly
from the minimization algorithm. ~

The experiment generated a total of 81 raw data tapes
(with 65000 events each) over the 5.5 months of running,
of which 68 contained runs with the v &c trigger (see
Table II). Before being processed to find tracks, these
v &c events were first filtered by requiring a good event to
register at least one counter in either Hodoup or Hodo-
down (this eliminated & 1.4'%/of good events), but reject-
ing multiple track events where more than a single pair of
side-by-side hodoscope counters in either Hodoup or
Hododown fired (this eliminated &1% of events with

TABLE II. Data-processing statistics.

Current
setting

{A)

+ 30
—30
+80
—80

+ 130
—130

No. of tapes
at this
setting

No. of tapes with
U ~c trigger

data

6
4

11
18
21

7

No. of events with
U ~c trigger

365 982
242 259
681 621

1 060 228
1 433 257

422 148

No. of U &c single-track
events with minimum

of 1 hodoscope hit

47 151
23 303
78 938
91 388
94 733
19910

Totals 4 214495 355 423
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TABLE III. Mass resolutions af proton and deuteron peaks, o(M)/M. Equation 5(b) was fit to 80-A data.

interval
0~ (80 A)

observed calculated
ug (80 A)
calculated

Op (130 A)
observed calculated

og (130 A)
calculated

0.48—0.61
0.61—0.71
0.71—0.81
0.81—0.86
0.86—0.91

0.62
0.83
1.12
1.44
1.82

0.11
0.13
0.16
0.18
0.21

0.115
0.127
0.150
0.184
0.229

0.154
0.188
0.237
0.301
0.376

0.09
0.10
0.13
0.17
0.18

0.104
0.110
0.124
0.148
0.184

0.122
0.140
0.169
0.208
0.260

resolvable tracks). Table II lists the number of events
which remained for each magnet current setting.

Mass resolution

The mass resolution is given by'
'2

0,015 GeV 1

I 2

alignment for spark chambers 3 and 4, nearest to the mag-
net, resulting in a constant bend-angle error; all +130-A
data were corrected for this effect.

Protons

The incident vertical differential momentum intensity
can be written

2 4p)' (5a) Np

bPAQ(P)TC ' (6)

P'y'+ CP'y'+D, (5b)

where I./I. d ls the thickness of the multiple-scattering
material in units of the radiation length, assumed concen-
trated at the center of the bending magnet„P is the
maximum dctcctablc momentum„o'i ls tlic rlIls t1111111ger-
ror, c is the speed of light, and d is the path length be-
tween time-of-fiight counters. In Eq. 5(b) the parameters
which depend only upon the apparatus are incorporated in
the constants A, 8, and C, the first term representing the
multiple-scattering error, the second, the coordinate-
measuring errors, and the third, the timing errors; the
constant D has been arbitrarily added; and I,s is the
magnet current. After evaluating the timing constant
C =0.00088 from the times of flight of muons, a two-
parameter fit was attempted to determine A and 8 from
the p-mass-peak widths far p intervals 0.47—0.61,
0.61—0.71, 0.71—0.81, 0.81—0.86, and 0.86—0.91 at mag-
net currents of 80 and 130 A. In order to obtain a reason-
able fit for A and 8, it was found necessary to assume
D =0.0073, corresponding to a constant 8.5% random er-
ror in the bend angle of unknown origin. At this value of
D, A =0.00051, as in ACRE 1,14 and 8 (M~) =52.5 A',
in agreement with the bend-angle distribution of u =c
events at zero magnetic field. Table III shows the results
when Eq. 5(b), first fitted to the 80-A data, was used to
predict the mass-peak widths at 130 A for p's and d's.
Typical mass distributions are sho~n in Fig. 4.

In the data at the 80-A magnet current, the peaks af the

p mass distributions remained at a fixed position indepen-
dent of p or the magnet polarity. However, in the 130-A
data, the mass peak shifted as p changed, the direction of
the shift being opposite for the two magnet polarities.
These shifts were attributed to a change of coordinate

where IiIp is the net number of particles seen in the
momentum interval M' around average momentum I'
during a sensitive time T for a detection apparatus which
had a geometry factar A Q(P) and a detection efficiency e.
Since AQ(P), e, and T were different for each polarity
and setting of the current in the magnet, I(P) was calcu-
lated separately for each current to confirm that the data
were internally consistent. Table IV lists all the p data
and parameters employed in Eq. (6).

To find the number of p's in each momentum interval
(or corresponding p interval) in this experiment, histo-
grams of the mass distributions for each interval and
current were formed. Since these histograms were ta be
used to get absolute values of the p intensities, they had
the minimum possible number of cuts. Muon contamina-
tion was negligible for p&0.81, and was made negligible
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FIG. 4. Typical positive-charge mass distributions: (a)
0.47& p&0.61 at %80-A magnet current; (b) 0.47 &p&0.61 at
+130 A; (c) 0.61&p&0. 81 at +130 A; (d) 0.86&p&0.91 at
+130A.
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for P&0.81 by rejix:ting all events with a pulse in range
counter R3. The smallest possible contribution to the
widths of the mass distributions due to timing errors were
obtained by requiring timing information from both
hodoscope detectors for each event. Since the hodoscope
timing information was much better than that of the Oct
counters and, more importantly, was an independent mea-
surement of the time of flight from that used in the
trigger (which used both Oct counters), only the hodo-
scope timing was used to calculate the velocities of these
events.

The number of p's in a mass peak was determined by
simply counting the number of particles in each histo-
gram peak for ln(M/Mz ) limits between —0.46 and 0.41.
This logarithmic form for the mass variable was chosen
since it produced more nearly Gaussian plots of the mass
distribution. It is also normalized to give a value of zero
for the p mass M~. It was estimated that these limits
eliminate less than 1% of the p's in any P interval, mag-
net polarity, or current. The backgrounds to be subtract-
ed were determined by counting the number of events be-
tween these same limits in the histograms of negatively
charged particles using the same cuts. Since these back-
grounds were very small compared to the numbers in the

p peaks, any corrections for charge asymmetry would be
negligible.

The geometry factor AQ(P) of each momentum inter-
val depended on the momentum P, so a Monte Carlo cal-
culation was carried out at 28 momenta. Above 1 GeV/c
30=29 cm sr, independent of momentum. ' 2'

The detection efficiency e was the product of the
trigger efficiency, e,„sand the spark-chamber efficiency
&eh:

t~gGch

e,„s,the fraction of all events with timing information
from both hodoscopes, was 0.60+0.04. e,h was estimated
by computing the efficiency of each spark-chamber gap i
by examining all tracks initially found without using the
ith chamber which satisfy all the normal track criteria. It
was found that the Y-track efficiency was about 95%
throughout the experiment, but the I-track (bend-
direction) efficienc was often below 50%. The resulting
efficiency e, as shown in Table IV, varied with the magnet
current.

The resulting p intensities, after a weighted averaging
of the results from the four inagnet currents, are listed in
the last column of Table IV and plotted in Fig. 5, along
with data from ACRE I.' When the data for p spectra at
all atmospheric depths are fit by a Monte Carlo calcula-
tion, such as by Barber et al. ,

' or to a one-dimensional
diffusion equation calculation, such as by Bowen and
Moats, the three highest-momentum points from this
experiment seem to fall too low, as shown in Fig. 5. This
might be attributable to our employing a single
momentum-independent efficiency factor to account for
triggering and spark-chamber efficiencies. Both efficien-
cies may tend to fall as ionization energy losses dE/dx
decrease with rising momentum, since reduced dE/dx de-
creases both scintillation-counter pulse heights and spark
efficiencies.
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FIG. 5. Vertical proton intensities at 747 g/cm atmospheric
depth. The dashed curve was obtained from a Monte Carlo cal-
culation by Barber et al. , ACRE I, Ref. 14, and the solid curve
from a one-dimensional diffusion calculation by Bowen and

Moats, Ref. 22.

It should be stated here that while this experiment was
operated at a mountain altitude corresponding to an at-
mospheric thickness of 747 g/cm, all events, in order to
fit the trigger requirements, traversed an additional 21
g/cm of material in the experimental array and roof of
the building before entering the momentum-measuring
volume of the array.

Antiprotons

Unlike p's whose signal was far above the background
in the uncut data„ the p signal was buried deep within it.
This background consisted at high P's of mistimed muons
and at low P of p's that were multiple scattered to nega-
tive angles and events which had incorrect track assign-
ments. To reduce this background and bring out the p s,
several additional cuts were made to all the data for posi-
tively and negatively charged events.

To discriminate against mistimed events, three timing
cuts which used information from the Octup, Octdown,
and Mid counters were utilized. Since the time of fiight
of a particle between adjacent Oct and Hodo counters can
be neglected, the first two timing cuts compared the rela-
tive timing of each hodoscope counter to the Oct counter
directly above it. The third timing cut compared the Mid
counter (S3) timing to the appropriately weighted mean
of the Hodoup (S2) and Hododown (S5). For each com-
parison of times r, and rb, X:—(r, tb) /(crt +ob ) was-
computed; any event which exceeded the 95% X proba-
bility limit (X ~ 4.0) in any of these three X was rejected.
A further cut was made on the sum of the three X at the
95% level (g, iX; &10.5).

Events with bad bend angles due to multiple scattering
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FIG. 6. Observed negative-charge events within +6crz of the

p mass from data at +80- and F130-A magnet currents. The
number of p's surviving the same analysis cuts is indicated for
each velocity group.

or incorrect track assignment were rejected by a series of
three more cuts. For p's, the distribution of the difference
in impact parameters between the upper and lower fitted
X tracks, hb, appeared to consist of two Gaussian curves
of different widths, both centered at hb =0. By requiring

~

5b
~

( I cm, only events in the narrow peak were ac-
cepted. This cut combined with the timing cuts reduced
the number of events in the p peaks by one-third. The
next two cuts were at the 95% X level on the fit of the
straight F track, and on the fit of the momentum-finding
routine to the total track. These last two cuts eliminated
a further 10% of the remaining events in the p peaks.

A cut applied early to all p candidates eliminated any
event in any P interval which had a pulse in 8 3 in order
to minimize muon contamination. While this cut had a
negligible effect for p s, it may have preferentially elim-
inated some p s, relative to p's because some annihilation
secondaries may reach R 3, but this would only underesti-
mate the p fluxes. The mass-distribution standard devia-
tions oz were estimated for the cut-data p peak in each P
interval by fitting an integral Gaussian distribution to the
central two-thirds of the integral logarithmic mass distri-
bution; they were essentially unchanged from the o's for
uncut data listed in Table III.

After applying all cuts, 21 negatively charged events
remained with masses within +6az of the p mass for P
between 0.48 and 0.86, as shown in Fig. 6, along with the
numbers of p's surviving the same cuts. The data for the
80- and 130-A magnet currents are shown separately; it is
clear that the higher current„which produced greater bend
angles, significantly reduced spurious background. Three
clear p events are observed in the 130-A data; the proba-
bility that three such events would be selected from a ran-
dom background uniformly distributed between +6oz
which fall within +1.8, +0.9, and +0 9rrz of the. p mass
is 7&10 3.

The +80-A runs collected approximately twice as many
p's as the +130-A runs, and, although some spurious
background is present, the numbers of events within +2o~
of the p mass corroborate the +130-A results. In fact, in
the 0.71—0.81 P interval, the probability that four out of
six random background events would be positioned within
+0.1, +0.1, +0.6, and +0.90, z in a +6crz interval is
6y 10-'.
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TABLE V. Antiproton intensity parameters at 747 g/cm. 90%%uo-confidence coefficient for each

upper or lower limit.

interval

P
(GeV/c)

Number of Number of P p/p ratio I
in +2cz~ (10 3I /I~) [10 6 cm 2sr 's '(GeV/c) ']

0.48—0.61
0.61—0.71
0.71—0.81
0.81—0.86
0.86—0.91

0.62
0.83
1.12
1.44
1.82

2249
855
840
303
259

0
1

1

1

0( 21crp)

&1.1

1 2+3'

3 3+9.6

&13

& 1.2

1 0-+o.9
&2. 1

Second, third, and fourth intervals combined:
0.61—0.86 1.05 1998 1 5gi.9 1+1.3

The lowest interval in the combined 80- and 130-A data
had no events in the +2rrz interval around the p mass.
There were 2249 p's in this P interval after all the cuts
were applied. Thus an upper limit at the 90%-confidence
level for the p/p ratio of 1.06X 10 can be estimated for
this interval. In the 0.61—0.71, 0.71—0.81, and 0.81—0.86
intervals, the 80-A data had some spurious background,
and so only the 130-A data are used to calculate the p/p
ratio. The highest interval, because of its large back-
ground, which included possible K mesons near
—3.6o~, was used only to calculate an upper limit for the

p/p ratio, based upon four events within Icrz of the p
mass. The results of these calculations can be seen in
Table V and are shown in Fig. 7. The error bars for these
data designate the 90%-confidence limits. Since the p in-
tensities are also known (Table IV), they can be used to
calculate the p intensities. These intensities are also given
in Table V and are further shown in Fig. 8.

As can be seen in Fig. 8, the observed p intensity is 2 10-'. ) ) I ~ ) I

orders of magnitude above the Monte Carlo calculations
of Barber et ol. ' which used the p-production cross-
section estimates of Badhwar and Golden to predict the

p intensities at mountain altitude. These p-production
cross-section estimates have recently been shown to have
been in error, but the corrected cross sections only serve
to enhance the observed disagreement between the calcu-
lated curve and the measured data. Puzzled by the ap-
parently large discrepancy, Bowen and Moats carried
out an independent one-dimensional diffusion equation
calculation utilizing recent p-nucleus cross-section data;
this curve, shown in Fig. 8, seems to be in reasonable
agreement with the experimental observations. It was
found that the calculated intensities deep in the atmo-
sphere are very sensitive to the assumed p-air annihilation
and inelastic-scattering cross sections.
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FIG. 7. p/p intensity ratios observed at 747 I/cm atmos-
pheric depth. Error bars are 90%-confidence limits.

FIG. 8. P vertical intensities observed at 747 g/cm atmos-
pheric depth. Error bars are 90%%u~-confidence limits. Curves are
estimated from a Monte Carlo calculation by Barber et aI., Ref.
14, and one-dimensional diffusion equation by Bowen and
Moats, Ref. 22.
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Deuterons

The deuteron (d) mass distributions were obscured by
two sources of background: randomly distributed spuri-
ous events, and the upper tail of the p mass peak. Using
the logarithmic form of the mass variable, ln(M/M~ ), the

p peaks were centered at zero and the d's at ln2=0. 69.
Employing 130-A data to minimize p and d peak overlap,
cut as described for the p analysis, the predicted d-peak
standard deviations cr~ ranged from 0.12 in the
0.47&P&0.61 interval to 0.26 in the 0.86&P&0.91 in-
terval. In order to remain at least 2crz away from the p
peak, the d mass interval was originally chosen from 0.41
to 0.69+2oz. Spurious d background, as indicated by the
negatively charged data, was limited to one event in the
0.48—0.61 P interval, two in the 0.81—0.86 interval, four
in the 0.81—0.91 interval, and none in the others. As
there was still excessive overlap with the upper tail of the

p distribution, only events in the upper half of the mass
distribution from 0.69 to 0.69+2oq were employed to
determine d/p ratios and d intensities in all but the
lowest P interval. In the lowest P interval,
0.41(P&0.47, the entire well-separated d peak was em-
ployed, but a d/p ratio could not be estimated because p's
in this P range cannot penetrate to reach the required
scintillators. The results are listed in Table VI and plotted
in Fig. 9 along with earlier results and predictions from
ACRE I (Ref. 14) and Kinoshita and Price. In Fig. 9,
all curves and data from ACRE I and II have been scaled
by a factor [exp( —603/125)]/[exp( —747/125)] =3.2 in or-
der to normalize all data to 603 g/cm depth, at which
Kinoshita and Price carried out their measurements. The
upper solid curve in Fig. 9 was calculated for d's by Ki-
noshita and Price as a refinement to the earlier dashed
curve calculated by Barber et al. '

Determination of the flux of a particles was hampered
by the fact that they share the same charge-to-mass ratio
as d's, appearing in the mass plots (where all events were
assumed to be charge Z =1) in the same position as d's.
To separate the a's from the d's, a Z determination for
each event had to be made using the dE/dx pulse height
information from the Oct and Hodoscope counters. This
charge determination was difficult due to saturation ef-
fects in the photomultiplier tubes of these counters and re-
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FIG. 9. d and a vertical differential energy spectra at 603
g/cm2 atmospheric depth. Solid curves estimated by Kinoshita
and Price, Ref. 24. Dashed curve estimated by Barber et al. ,
Ref. 14, for 747 g/cm~, but scaled by a factor 3.2 to 603 g/cm'.
All experimental points above 100 MeV were measured at 747
g/cm2 and scaled by a factor 3.2 to 603 g/cmi.

suited in no clearly separated Z =1 and Z =2 regions for
the pulse-height distribution from a single counter. A
plot of the hodoscope dE/dx distribution for events in
the p mass peaks displayed a smoothly falling tail extend-
ing well above charge Z=2. The 95% point for these
plots occurred at Z =1.56, which was chosen as a reason-
able cutoff level.

A mass plot was made of the 130-A data which had
undergone the cuts used in the p analysis and which fur-
ther satisfied the following requirement: only events that
had a pulse height in either Octup or Hodoup which indi-
cated a charge greater than 1.56 and that had a pulse
height in either Octdown or Hododown which also indi-
cated a charge greater than 1.56 were included in the mass
plot. Study of this mass plot revealed that the number of
a candidates observed in the d mass range, when com-
pared with the number of p's which survived the charge

TABLE VI. Deuteron vertical intensities at 747 g/cm~ atmospheric depth. All data for d/p based upon 130-A data with p cuts.

Upper limit at 90%-confidence level. The ratio d/p is for stated velocity interval, corrected by factor ( 3Q)~/(3 Q)d.

interval
Pg

(GeV/c)
LP AA Number of d-mass events

(GeV/c) (cm sr) Pull distance Upper half
d/p

[10 Ig/I~]
Ig

[10 ' cm 2sr 's ' (GeV/c) ']

0.41—0.47
0.47—0.61
0.61—0.71
0.71—0.81
0.81—0.86
0.86—0.91

0.92
1.22
1.67
2.24
2.88
3.64

0.17
0.45
0.45
0.70
0.57
0.96

25.9
26.8
27.5
28.1

28.3
28.5

14
32
35
37
12
17

15
8

11
2
6

2.8+0.7
1.5+0.5

2.3+0.7
1.1+0.8

«6. 5

2.0+0.5
1.5 +0.4
0.9+0.3
0.9+0.3
0.18+0.12

&..0.5
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cut, was consistent with the hypothesis that the a candi-
dates were actually d's with unusually high pulse heights
in the scintillation counters. Thus, no a s were seen in the
data and upper limits at the 90%-confidence level for the
a/p ratios of 1.4X10 for the interval p=0.48—0.71
and 1.6X10 for the interval p=0.71—0.91 could be
determined. This corresponds to upper limits of the a
vertical intensities for these P intervals of

&a(0.48&P&0.71) &6.0X10 cm sr 's ' (GeV/c)

and

Ia(0.71(P&0.91)&1.6X10 cm sr 's '(GeV/c)

The comparison of the result at the lower P interval with
the result' of ACRE I and the calculation by Kinoshita
and Price is shown in Fig. 9. This upper limit from
ACRE II appears to be consistent with an extrapolation
of the calculated a intensity curve, and casts doubt on the
events identified as a's in ACRE I.

with calculations. This provides a strong argument for
the validity of the p results. The upper limits found for a
intensities are consistent with calculated predictions, but
bring into question the events identified as a particles by
Barber et aI."

The successful operation of this superconducting-
magnet, time-of-fiight spectrometer indicates that an in-
strument of this type to measure low-energy p fluxes
could be designed for balloon-borne or satellite-borne ex-
periments. Obvious changes might include the use of
multiwire proportional chambers or drift chambers in-
stead of spark chambers for trajectory information, and
Cherenkov counters instead of range counters to assist in
discriminating against the high flux of relativistic parti-
cles.
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