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Hydrogenlike atoms consisting of a pion and a muon can be formed in ECL, ~mpv decays. In an

experiment at Fermilab, 320 pi-mu atoms were detected and simultaneously the KI. flux was moni-

tored by recording ordinary KL, ~mpv decays. The first measurement of the branching ratio

R =I (Kl. ~pi-mu atom+v)/I (KL ~mpv)=(3. 90%0.39))&10 is reported, based on a subset of
155 atoms. This ratio may be sensitive to anomalous interactions between the pion and the muon.

In the absence of such interactions, theory predicts R =(4.31+0.08) X 10 '.

I. INTRODUCTION

In 1971, Nemenov' first considered the decay of the KL,
to a neutrino and a Coulomb-bound state consisting of a
pion and a muon, the pi-mu atom. Several years later, in
an experiment performed at Brookhaven National Labora-
tory, Coombes et al. ' succeeded in detecting 18 exam-
ples of this rare decay. This sample of pi-mu atoms
represented the first observation of an atom composed of
two unstable particles and the first observation of an
atomic decay of an elementary particle.

The properties of pi-mu atoms depend upon the nature
of the sr p, intera-ction. Assuming that the interaction is
purely electromagnetic, the pi-mu-atom's properties may
be calculated by applying the same formalism used to
describe the hydrogen atom. Since the pi-mu-atom's re-
duced mass is 60.13 MeV/c, about 120 times that of hy-
drogen, its Bohr radius is 120 times smaller and its bind-
ing energy 120 times greater. %%ereas hydrogen is stable,
the pi-mu atom should decay with a lifetime nearly equal
to that of its shorter-lived constituent, the pion.

All hydrogenlike atoms, presumably including the pi-
mu atom, may be described quite accurately using the
nonrelativistic Schrodinger equation assuming a Coulomb
potential. Relativistic corrections, however, contribute
differently to the energy levels of pi-mu atoms than to
those of hydrogen. These effects have been discussed at
length in the literature. For example, the 2P&&2-2SI&2
splitting (the Lamb shift) is expected to be four orders of
magnitude larger than in hydrogen and of opposite sign.
This may be understood qualitatively as follows. Because
of the smallness of the pi-mu-atom's Bohr radius, the pion
and muon spend considerable time in the region in which
the Coulomb potential is modified by the electron-
positron vacuum polarization. This effect contributes
77.17X10 eV to a splitting of 79.45X10 eV in the
pi-mu atom (neglecting pion size corrections), whereas in
hydrogen it amounts to about 3% of 4.376X10 6 eV.
Bar-Gadda and Cho have calculated that an additional
0.5 to 1.0X 10- eV is due to the finite size of the pion,

which means that a measurement of the 2P«z-2S&&z split-
ting accurate to a part in a thousand could provide an in-
dependent measurement of the pion charge radius.

The physics of the pi-mu atom is also reflected in the
rate of formation of pi-mu atoms in Kt decay,
1(KL ~(mls)„, v). The calculation of this rate is out-
lined in Sec. II below. Because of the pointlike nature of
the weak interaction, the rate depends directly upon the
square of the pi-mu-atom wave function at zero separa-
tion,

~
f(0)

~
. A measurement of this formation rate can

therefore be used as a probe of the short-range interac-
tions between pions and muons. A deviation from the ex-
pected rate might signal the presence of an anomalous m.-p,

interaction. Staffin examined various sources of such in-
teractions and, using measurements of energy levels in
muonic atoms and the measured muon g —2 value and
capture rate, placed limits on any change to

~
g(0)

~
from

those sources.
In this paper we describe in detail an experiment per-

formed at Fermilab in which we made the first measure-
ment of the rate of formation of pi-mu atoms. Two-body
Kt. ~(mls)„, v deca'ys were detected while the KL flux
was simultaneously measured by observing three-body
KL, ~rrpv (K&3) decays The bran.ching ratio

I'(KL ~(try, )„, v)R=
I (KL ~trav)

was then calculated, taking into account the relative
detection efficiencies for the two decay modes. We com-
pare our result to the current theoretical prediction for R.
A brief account of this work has been published previous-
ly. Further details may a1so be found in Ref. 7.

II. CALCULATION OF THE RATE OF FORMATION
IN KL, DECAY

The partial width for KL decay into the pi-mu-atom
state of principal quantum number n, (nit )„,is given by
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r(KL ~(i')„v) CLPl ~Pl ~

&~atom

3

(4)

(2n) iM i
8 (pz —p„, p—„)da)„, den„, (2)2'g

where I= ((np)„,v
~
H

~
KL ) is the matrix element of the

weak-interaction Hamiltonian H between initial and final
states, and p; =(p;,p; ) is the four-momentum of particle i
with dco=d p&/(2n) 2p, . This partial width has been
calculated by several authors'59'0 and becomes, when
summed over n,

r(K~ (ir+p-)„, . v)

GF' sin'ec(mx' in—sion')'

1&rrmg'm~

x[2m +m„+g(q )m„]'~ f+(q )
~

X g ~g.(r=0) I' ~ (3)

GF and ec are the Fermi coupling constant and the Ca-
bibbo angle, while m denotes mass. The square of the
Coulomb wave function evaluated at the origin is

where n is the fine-structure constant. Summing over fi-
nal states of principal quantum number n increases the
rate by about 20%%uo.

The decay rate depends upon the hadronic part of the ma-
trix element through the K» form factors f+(q ) and

f (q ), which are found experimentally to depend linear-
ly upon q as follows:"

f+ (q ) =f+(0)(1+I+q /m ~ ),

g( ')=-
f+(q')

where q—:(pz —p ) =0.092 (GeV/c ) for atom forma-
tion.

It is convenient to normalize the decay rate to pi-mu
atoms by the K„i decay rate. The partial width for
EL ~mdiv decays may be written'

0 + GF sin 8(;inirr«L & P v)=
~

f+(0)~'X10-'
16m

X 0.9255+0.4221K+(ms ~/m ~i) —0. 1900[1 —g(0)]

—0.0544[1—k(0)](inx'/iii~') g++ +0.0219[1—g(0)]~
A, + —g(0)A,

1 —g(0)

+0 0141[1—g(0)](m /m„)[A, —g'(0)A, ]

The factor Gz sin Hc
~
f+(0)

~

then cancels in forming
the ratio R given by Eq. (1).

Four corrections to the value of 8 have been calculated.
The effects of the finite size of the pion, vacuum polariza-
tion, and the first-order relativistic correction to the atom-
ic wave function lower the decay rate to pi-mu atoms by
0.4%, 0.2%, and 3.8%, respectively, ' while radiative
corrections increase the Kf, ~rrpv width by 2.1%.' The
ratio R can then be expressed as a function of the Kp3
form factors and written to first order as

R =4.31[1.05+0.33$'(0)](0.85+4.05k.+)X 10 7 . (7)

Using the world averages" of g(0}=—0.11+0.09 and
A, +——0.034+0.005 (A, is consistent with zero} with a
correlation of dg(0)/dA, + ———14, the predicted value of
E. is

R =(4.31+0.08) x 10-' .

The quoted error is determined by propagating the corre-
lated errors on the form factors. '

III. EXPERIMENTAL TECHNIQUE
AND APPARATUS

A. Overvie~

Because the pi-mu-atom branching ratio was expected
to be small, -10, the experiment could not have been
performed in a reasonable time without an intense source
of decaying kaons. More important, the experiment could
not have been performed at all without an efficient means
of detecting pi-mu atoms and separating them unambigu-
ously from KI ~npv decays. Before describing the ap-
paratus and our experimental technique in detail, we out-
line the way in which we addressed these two require-
ments.

The source of kaons was a large solid-angle neutral
beam produced by high-energy protons incident upon a
beryllium target. Our detector was sensitive to decays
that occurred within a 250-m-long stretch of the neutral
beam (the decay region). Pi-mu atoms produced in KL
decays with sufficient momentum transverse to the Kz
direction emerged from the beam and were detected. The
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beam traveled in an uninterrupted vacuum outside the
detection apparatus in order to minimize the flux of
secondary particles from interactions of beam particles
with air.

Figure 1 shows the detection apparatus. The last ten
meters of the decay region contained a system of magnets
and a thin foil which allowed us to dissociate (ionize) pi-
mu atoms and separate their constituents, the pion and
muon. The neutral atoms traveled undeflected through
magnet V, which bent charged tracks (e.g., unbound pions
and muons) vertically. A thin aluminum foil, mounted
vertically just above the neutral beam, ionized the atoms.
Calculations have shown that approximately 0.01 in. of
aluminum is sufficient to ionize a pi-mu atom. We col-
lected roughly half of our data with a 0.020-in. aluminum
foil and the remainder with a 0.035-in. aluminum foil to
allow verification that in each sample all the atoms were
dissociated. After passage through the foil, the two
charged particles traveled essentially collinearly and with
the same velocity, since they originated in a bound state
and the impulse required to separate them was negligible
compared to the laboratory momentum of the atom. A
horizontally deflecting magnet (magnet H) then separated
the oppositely charged constituents in the plan view. The
pion and muon emerged from the vacuum region through
a thin window and traversed a magnetic spectrometer fol-
lowed by particle identification elements.

Similarly, photons could convert in the foil and produce
e+e pairs. The e+ and the e would also emerge from
the foil nearly collinear (although typically not at the
same velocity) and be separated by magnet H.

This arrangement of foil and magnets yielded two dis-
tinct classes of events, as illustrated in Fig. 2. States

which were neutral when they passed through magnet V
and then ionized (pi-mu atoms) or converted (photons) in
the foil produced tracks in the spectrometer which, due to
magnet H, lay in a plane. Such states yielded two track
projections in the plan (top) view with an apparent vertex
in magnet H but only one track projection in the elevation
(side) view. Events with this topology were called "foil"
events. States consisting of separate charged particles
upstream of magnet V (such as ordinary Ii.i, decays) pro-
duced tracks in the apparatus which were separated in
both projections by the combined effects of magnet V and
magnet H. Such nonplanar topologies, with two or more
track projections in each view, were called "nonfoil"
events.

The data-acquisition trigger used two hodoscopes of
horizontal scintillation counters ( W and H) to distinguish
the two classes of events: foil events were required to
have exactly one struck counter in each hodoscope while
nonfoil events were allowed one or more in each. To fur-
ther simplify the identification of foil events, we operated
the main spectrometer magnet, magnet A, with a field in-
tegral equal in magnitude to that of magnet H, but with
opposite polarity. This arrangement restored the parallel-
ism of the trajectories of the charged particles of foil
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FIG. 1. (a) Plan view and (b) elevation view of the detection
apparatus. Also shown in the elevation view is the vacuum sys-
tem in which the neutral beam traveled. The horizontal scale is
in meters from the target.

FIG. 2. Schematic illustration of differing topologies of foil
and nonfoil events. (a) Plan view and (b) elevation view of a pi-
mu atom which is ionized in the foil. (c) Plan view and (d)
elevation view of a Ir „3 event, with pion and muon clearly
separated.
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events. It also restored the initial opening angle between

tracks from nonfoil events, yielding approximately paral-
lel trajectories. Equally spaced hits in two banks of verti-
cal scintillation counters (A and 8) identified events with

approximately parallel tracks. By requiring a11 events to
pass a parallelism requirement in the trigger, we avoided a
potential difference between the foil and nonfoil triggers,
while reducing somewhat the acceptance of the copious

j:&3 decays. Magnet V also served to lower the accep-
tance of K„i decays. These effects combined to allow

triggering on both atoms and K»'s at an acceptable rate.
The experimental technique thus consisted of collecting

both classes of events concurrently and then identifying
pi-mu atoms and K»'s. A Monte Carlo calculation of
the relative pi-mu atom and K» detection efficiencies
then enabled the branching ratio to be determined.

While following the procedure just described, we were

also able to identify events with y-+e+e conversions in
the foil. These events came primarily from KL ~3m de-

cay and were topologically similar to pi-mu atoms. Thus,
the ratio of the number of observed e+e pairs to the
number of recorded K&i events was related to the ratio of
atoms to K»'s and served as a monitor of the quality of
the data over the course of the experiment.

B. Beaax and decay region

We performed the experiment in the Meson Laboratory
at Fermilab using the M3 neutral beam line, which was
rebuilt in order to provide an intense KL beam. The beam
was produced by 400-GeV/c protons striking a 30.5-cm-
long beryllium target at targeting angles varying from
0.75 to 1.25 mr. The solid angle of the beam was defined
by a hole in a 14-m-long primary steel collimator placed
immediately downstream of the target and by two pairs of
variable horizontal and vertical collimators located 113
and 200 in from the target. The solid angle as defined by
the primary colhmator was 0.9 IM,sr. A settling of the
bum pipe at about 300 m (in an inaccessible underground
area) reduced the usable solid angle to 0.1 @sr, which was
reasonably compatible with the dimensions of the beam
pipe underneath the spectrometer. At a distance from the
target of 200 m, the maximum beam size during data tak-
ing was 5.5 X 1.5 in. Magnets placed downstream of each
pair of collimators swept aside charged particles. We in-

serted from 1.0 to 3.0 in. of lead in the beam at 113 m to
reduce the photon component of the beam.

The principal components of this beam were neutrons
and KL, 's. The KL, flux was approximately 2.4X10 KI 's

per psr per 10' protons on target, which under normal
data-taking conditions of 5 X 10' protons/pulse and
6.S X 10 @sr gave an intensity of about S X 10
KLO/pulse. Each pulse lasted one second. The relative
fluxes of neutrons and kaons depended on the targeting
angle. The n:K ratio varied from approximately 50:1 to
125:1 (Ref. 15). A typical trigger rate in the apparatus
was about 250 triggers/pulse. At an accelerator repetition
rate of 4 pulses per minute, we detected about one pi-mu
atom every two hours. The beam intensity was limited by
the singles rate that could be withstood by the spectrome-
ter, which in turn was dominated by the neutron flux. A
rate of 5X10 particles/pulse in the first wire chamber
was maintained by varying either the solid angle of the
beam or the amount of lead at 113 m.

The vacuum decay region began at 212 m and the neu-
tral beam traveled through an uninterrupted vacuum to
535 m. At 459 m the decay region ended but the neutral
beam continued, running underneath the spectrometer in a
continuous vacuum to a concrete and steel dump far
downstream. Particles emerging from the decay region
and entering the detector passed through a thin
(2.5 X 10 radiation lengths) vacuum window constructed
primarily from a urethane-coated biaxial woven fabric. '6

This window was approximately D-shaped and filled the
upper —', of the vacuum pipe cross section. The region
from 212 to 459 m was held at a pressure of approximate-
ly 12 microns of mercury throughout the data-taking
period. Neutron interactions in the residual air did not
contribute to either the pi-mu atom or the E„3 signals.

The principal features of the M3 neutral beam line as
used in this experiment are summarized in Table I.

C. Spectrometer magnets

%e used three magnet systems in the spectrometer:
magnet V, magnet H, and magnet A. Magnet V deflecte
particles in the vertical plane; magnets H and A deflected
particles in the horizontal plane. The latter two magnets
were operated with magnetic field integrals approximately
equal in magnitude but with opposite polarities.

TABLE I. Properties of the Fermilab M3 neutral beam.

Target composition, length
Targeting angle
Solid angle
Length of decay region
Volume of decay region
Decay region vacuum
No. of KL per pulse and per 5&10' protons
Proton beam momentum
Average EL momentum
Neutron/KL ratio

Be, 30.5 crn
0.75—1.25 mr
1& 10 sr
250 m
125 m
12 rnicrons of mercury
8~10'
400 GeV/e
65 GeV/e
(50—125)/1
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The main spectrometer magnet, magnet A, was used to
measure the momenta of charged particles. It had an
aperture 100 in. wideX40 in. high)(40 in. along the beam
and was operated with an integrated vertical field of 5.51
kGm. The three components of the magnetic field had
been previously measured at a magnetic field integral of
12.6 kGm (Ref. 17). We checked this field map and
determined its overall normahzation by inserting a —,-in. -

thick aluminum target in the beam 400 m from the pri-
mary target and then requiring that the invariant mass of
reconstructed pn decays of A 's produced in the alumi-
num target be centered on the known A mass. The nor™
malization was determined to 0.4% and the field map
found to be adequate.

Magnet H was formed by placing two 33 in. X40
in. )(44 in. magnets end-to-end. These magnets were nor-
mally run with a combined field integral of 5.70 kGm.
The magnetic field of each magnet, including the fringe
fields, had been previously measured at an integrated field
of 3.36 kGm (Ref. 18). We explored this field map and
determined the magnitude of the field relative to that of
magnet A using single pions produced in the aluminum
target at 400 m by a beam of small cross-sectional area.
The momenta of these pions were measured using magnet
A, and then their trajectories were tracked upstream
through magnet H. By adjusting the field strength as a
function of position in magnet H, the pions were made to
project to the known beam location at the aluminum tar-
get. We determined the overall strength of magnet H rel-
ative to magnet A to 0.3% in this way and found that the
deviations from the previously measured field map were
less than 1%.

Magnet V consisted of two magnets identical to those
used in magnet H. These magnets were rotated about the
beam axis by 90' relative to magnet H and run at a com-
bined field integral of 2.80 kGm. To verify the field map
of magnet V, we followed the same procedure used for
magnet H.

D. Ionizing foil

The aluminum foil used to ionize pi-mu atoms and con-
vert photons was placed inside the vacuum pipe midway
between magnet V and magnet H. The two different
thicknesses used, 0.020 and 0.035 in. , gave photon-
conversion probabilities of 4.5 X 10 and 7.7X 10
respectively. As noted above, approximately equal
amounts of data were collected with each in order to veri-

fy that all the atoms in each sample were dissociated.
Each foil was D-shaped and filled the upper —,

' of the vac-
uum pipe cross section.

E. Counters and trigger logic

The elements of the spectrometer are shown in Fig. 1.
There were six scintillation-counter banks: 8' A, G, H,
8, and M. The 8' counter bank was placed immediately
after the D-shaped vacuum window and consisted of
seven horizontal —,', -in. -thick counters. The active area
approximated that of the window. The H bank was
formed from eleven scintillators mounted horizontally
and was located about 5 m downstream of the last wire

chamber. The A, 6, 8, and M banks all consisted of
vertical counters. The A, 6, and 8 banks consisted of 22,
24, and 22 counters, respectively, and were also after the
last wire chamber about 5 m apart from one another. The
22 M counters were arranged in two rows of eleven over-
lapping counters behind a 3-m-thick steel wall. In each
bank, each counter was connected to a single photomulti-
plier tube. The signal from each tube was discriminated
and then the signals were logically combined for each
bank to determine if a specific requirement had been met,
e.g., =23 if two and only two A counters were struck,
& 2A if two or more were struck, etc.

A bank of shower counters was placed just before the
steel wall. Each of the seven modules was made from fif-
teen —,

' -in. -thick layers of lead, interleaved with —,
' -in. -

thick acrylic sheets (17.3 radiation lengths total). Adja-
cent counters were overlapped 1 in. The pulse from each
tube was passively split into two signals. One of these was
added to the signals from the other six tubes, and the
resultant signal was discriminated at a level corresponding
to an electromagnetic energy deposition of about 4 GeV in
the bank. The other signal was integrated and digitized in
an ADC and the value stored for off-line analysis. The
calibration and use of these counters is described below in
Sec. VB.

The pattern of hits in the A and 8 banks was used in
selecting events of interest and reducing rates from
unwanted triggers. A signal PT was formed if the pattern
of struck A and 8 counters corresponded to two particles
with approximately parallel trajectories. This signal was
formed by requiring that the pattern be identical to one of
a set of patterns residing in electronic memory. The elec-
tronics used to produce this signal in 190 ns has been
described previously. '9

Three different triggers were defined. The KMU3

trigger was a general trigger for two-track events with a
muon. The more restrictive ATOM and E+E— triggers
were designed to favor triggering on foil topologies over
nonfoil topologies. The logic signature for E„i events
was

KMU3=—(&1K}(=23)~ (&26)~ (& 1H)

X(2, 3, or 48) ~ ( &1M) PT .

(The restrictive PT requirement on the A and 8 banks
aided in reducing the total trigger rate without biasing the
pi-mu atom to E&i branching-ratio determination. ) The
ATOM trigger was a subclass of KMU3, defined as

ATOM=KMU3 (=1&) (=1H) .

A separate trigger for e+e events was made by replac-
ing the M-counter (muon) requirement of the ATOM

trigger by the requirement that more than 4 CieV be de-
posited in the shower counters:

E+a-—=(=1W)~ (=22) ~ ( &26) ~(= 1H)

X (2, 3, or 48) PT.( & 4 GeV) .

Under normal data-taking conditions, the KMU3 trigger
was prescaled by 32. Events that satisfied any of the three
triggers were recorded concurrently.
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F. %ire chambers

The particles' trajectories were measured using mul-
tiwire proportional chambers (MWPC's) which had been
used in previous experiments. Each of the five
chambers contained two orthogonal signal planes.
Chambers 1, 3, and 4 (see Fig. 1) had sets of vertical and
horizontal wires which measured positions in the top and
side view, respectively. Chamber 2 had wires inclined at
+45' to the vertical, whereas chamber 5 was rotated by 42
mr relative to 1, 3, and 4. Chamber 3 was split, with
separate readouts for the left and right halves of the hor-
izontal wires. The first three chambers had 24 in. &(48 in.
active areas while chambers 4 and 5 were each 39 in. g 55
in. The chambers had —,', -in. anode wire spacing with a
—,', -in. gap between the anode and cathode planes. The
working gas was Ar-CO2-Freon in the ratio 0.8:0.2:0.0025.
The efficiencies of the chamber planes depended upon the
particle fiux through them and varied from about 89% to
98%. We discuss the effect of these inefficiencies in Sec.
V A. Thin-walled bags filled with helium (not shown in
Fig. 1) were inserted among the last four chambers to
reduce multiple scattering.

G. Data acquisition

The data-acquisition system was controlled by a PDP
11/45 computer. An auxiliary memory consisting of
64 X 1024 (64K) 16-bit words was used as an interface be-

tween the computer and the readout electronics of the
proportional chambers.

The data-acquisition sequence was as follows. Whenev-
er a trigger occurred, up to 64 words of chamber hit infor-
mation were written directly into the 64K memory. Then
the computer was interrupted and the data-acquisition

program continued the readout. The trigger counters' hit
information, which had been latched in ten 16-channel
coincidence registers interfaced directly to the PDP 11
UNIBUS, was transferred to the 64K meinory. Then the
pulse-height information from the shower counters was
deposited in the 64K memory. Pulse heights were digi-
tized by a LeCroy 2249 10-bit ADC module that had been
modified to communicate with the PDP 11/45 directly
over the UNIBUS rather than through CAMAC. The en-
tire readout sequence for one event required 250 ps, dur-
ing which time no new trigger was accepted. A typical
event record length was 50 words. All of the data from
one beam pulse were temporarily stored in the 64K
memory and then the accumulated contents were
transferred to magnetic tape between beam pulses.

IV. MONTE CARLO CALCULATION

We carried out a detailed Monte Carlo simulation of
the experiment in order to determine the ratio of the
detmtion efficiencies for pi-mu atoms and K„i decays.
By comparing Monte Carlo —generated events to data, we
were also able to search for and study potential sources of
systematic errors. In addition, we calculated backgrounds
from decays such as KL ~nev (K,3) and KI ~n.+n n.

(K 3) using the same Monte Carlo program.
KL, 's were produced at the target according to an input

momentum distribution and then decayed over the length
of the decay volume. For each event the KL direction was
chosen randomly within a beam of cross-sectional area 3
in. )& 1 in. , 4 in. )& 1 in. , 5 in. & 1 in. , or 5.5 in. & 1.5 in. at
200 m. These beam solid angles corresponded to the
predominant coBimator settings during data taking. The
input KL momentum spectrum was determined by an
iterative comparison of K&3 events in the data with Monte
Carlo —generated events. The starting point in this pro-
cedure was a spectrum derived from the parametrizations
of the inclusive Ks differential cross section obtained by
Edwards et al. ' and Skubic et al. ' for 200- and 300-
GeV/c protons incident upon a beryllium target. Figure 3
shows the final input momentum distribution.

Events from many Kt decay modes were generated.
Pi-mu atoms were generated isotropically in the KL rest
frame with a momentum of 188 MeV/c. The atoms were
tracked as neutral particles to the stripping foil where
they were immediately considered ionized to their charged
components which were then allowed to multiple scatter
in the foil. The pion and muon energies for K&i events
were chosen according to a standard parametrization of
the matrix element, " supplemented by the order-a
virtual-photon radiative corrections calculated by
Ginsberg. ' The energies of the decay products for K, i
and K 3 events were also chosen according to standard
expressions for the Dalitz-plot density" but without in-

cluding radiative corrections.
Photons arising from KL decay came primarily from

the decays KL~m. ~ n. , KL ~~++ m. , and KI ~m m,
each followed by m. ~yy. The decays KL ~yy and

KL ~chevy were also present and simulated, the latter us-

ing the theoretical photon energy spectrum of Fearing,
Fischbach, and Smith. ' The photons were projected to
the stripping foil where they were converted to e+e
pairs. Another source of e+e pairs at the foil was
electron trident production by electrons from K, & decay.
Tridents could fake converting photons if the energy of
the produced positron was large and one of the two elec-
trons in the final state was lost. These events were simu-
lated using calculated distributions.
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FIG. 3. Kaon momentum spectrum (at the target) used as in-

put to the Monte Carlo calculation.



S. H. ARONSON et al. 33

Pion and muon decays were included for all Monte
Carlo events. Pi-mu-atom events were not accepted if ei-

ther the pion or the muon decayed before the atom
reached the foil. Otherwise, pion and muon decays were

handled no differently for pi-mu-atom events than they
were for other kaon-decay modes.

In generating events with an e+e pair produced by a
photon converted in the foil, we studied the other photons
from the KL, decay (up to 5 in Ki ~3m ) to see if they in-

terfered with the event. Showers produced by these pho-

tons were generated using the EGs program. If the
shower products which entered the detector caused the
event to fail to satisfy the trigger, the event was rejected.

Each particle from the EI decay was tracked through
the apparatus. The position of the target, the direction of
the beam, the location of the beam pipe, and the location
of each element of the detector were determined either by
surveying or through analysis of the data itself. We es-
timated errors on these measurements and studied their
effect on the relative acceptance. All magnetic fields were
approximated by step functions which turned on at the
magnets' pole pieces. Charged particles were tracked
through each magnet in helical trajectories using the maps
of field integrals that had been measured for each magnet.

Multiple scattering in each element of the detector was
simulated using one of two techniques. For the thin ele-
ments (all but the shower counters and the steel wall), we
used the normalized scattering angle distributions of
Marion and Zimmerman 5 scaled by the parametrization
of Highland. The algorithm used to determine the an-
gular and transverse displacement of the particles in the
two thicker elements followed that of Rossing and includ-
ed the ionization energy loss.

Energy loss by bremsstrahlung radiation was simulated
for electrons using the Bethe-Heitler formula. The tail
of this distribution was manifest in the slight departure of
the electron and positron tracks from parallelism down-
stream of the analyzing magnet.

The intercepts of tracks in the MWPC planes were con-
verted to wire hits using the following approximation.
The distance between two adjacent wires was divided into
three regions with the middle one equidistant from both
wires. If a track passed through the central region, both
wires were considered struck. A track in one of the other
two regions struck just the nearest wire. The width of the
middle region was determined by the observed frequency
of one-wire and two-wire hit events in the data. The posi-
tion resolution obtained in this manner agreed with that
found in the data. In addition, the measured global effi-
ciency of each plane was included.

Hits were also recorded for each struck counter.
Counter inefficiencies caused small differences in the ratio
of the total pi-mu-atom to K„i acceptances, due to slight-
ly different illuminations. Therefore, the efficiencies of
all counters were included in the Monte Carlo calculation.
Also, each track could have associated with it extra hits
from 5 rays. The probability and pattern of these extra
hits were determined using single nuons collected with a
steel beam stop inserted in the neutral beam.

Monte Carlo events were required to satisfy the same
trigger requirements as the raw data, and then both Monte

Carlo and data events were processed by the same analysis

programs.

V. DATA ANALYSIS

A. Track-finding method

Ten MWPC planes, with an average efficiency of 94'%f,

were used to measure positions along the tracks. Two dif-
ferent, complementary, track-finding algorithms were
developed. The goal of the first track-finding method was
to maximize the number of pi-mu-atom events identified
without compromising our understanding of the relative
retrieval efficiency for atom and E&i events. The goal of
the second track-finding method was strictly to maximize
the number of pi-mu atoms which could be retrieved from
the raw data. The differences between the two stemmed
from the fact that the side-view projections of the two pi-
mu-atom tracks lay virtually on top of one another,
whereas, due to magnet V, E&& events always had two
separated tracks when viewed from the side. Events in
which only one side-view track was found were considered
good pi-mu-atom candidates and that one side-view track
was assigned to both top-view tracks. Atomlike events
were thus inherently easier to retrieve than j'„3 events be-
cause only one of the two side-view tracks needed to be
identified. Furthermore, since the two side-view tracks of
atomlike events were virtually identical, it was unneces-
sary to make an unambiguous correlation between the top
and side-view tracks. For E„i events, however, it was
necessary to utilize the information in the two rotated
chambers in order to correlate the two top and two side-
view tracks. Again, this made it relatively simpler to re-
trieve pi-mu-atom events.

The first track-finding method purposely did not take
full advantage of these simple atom features when their
effect on retrieval efficiency was difficult to calibrate in
the presence of inefficient chainbers. However, the first
method did succeed in finding a sample of atoms which
could be used to make a reliable measurement of the ratio
R [Eq. (1)]. The procedure was as follows. Any side-view
track segment was allowed to be missing a hit in any one
of chambers 1, 2, 3, or 4. Since chamber 5 had been rotat-
ed by 42 mr, the two tracks in a foil event could be dif-
ferentiated in this chamber, allowing the hit requirements
here to be the same for both classes. In addition, the
orthogonal projections of at least one of the tracks were
required to be correlated using chamber 2 (which had
wires rotated by 45' ). This technique reduced the sensi-
tivity of the ratio of the retrieval efficiencies for the two
classes to the chambers' efficiencies. Using the measured
efficiencies, the foil to nonfoil event retrieval ratio was
found to be 1.024+0.027, normalized to the relative re-
trieval efficiency for perfectly efficient chambers. The er-
ror on this ratio includes a contribution from possible
biases in the track-finding algorithm itself, as well as a
contribution from the errors on the measurements of indi-
vidual chamber efficiencies.

The second track-finding algorithm took full advantage
of all the topological features of pi-mu atoms (two tracks
emerging from a vertex in the center of magnet H in the
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B. Particle identification

Leptons were identified using the lead-Lucite shower
counters and the M hodoscope which followed a 3-m-
thick steel wall. Hadrons could be identified only by the
absence of a lepton signal. The shower counters were
tuned and studied using well-identified e+e pairs and
It.,3 events.

A quantity called F„(wh reen was 1 or 2 for two-track
events) was defined as the fraction of the nth particle's en-

ergy (as measured by the magnetic spectrometer) which
was deposited in the shower counter it struck. An elec-
tron typically deposited about 98% of its energy in the
shower counters. Figure 4 gives the F„distrib uti onfor
electrons from photon conversions. For particles incident
on the overlapped regions of the shower counters, F„was
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FIG. 4. The quantity F„,defined as the energy in the struck
shower counter divided by the momentum of the particle as
measured by the magnetic spectrometer.

top view, parallel after magnet A in the top view, nearly
coincident in the side view, etc.). As a result, less infor-
mation was needed from the two rotated chambers, and
the adverse. effects of chamber noise and inefficiencies
were minimized. This method succeeded in finding 65%
more pi-mu atoms than the first. These were used to
study shapes of kinematic distributions (transverse
momentum, lifetime, etc.), where an absolute normaliza-
tion was not necessary. A large sample of e+e events
was also retrieved, due to their topological similarity to
pi-mu atoms. These e+e events were used to verify that
the shapes of kinematic distributions were independent of
the track-finding algorithm. A simple version of the
second method was also implemented on line in PDP 11
assembly language, so that e+e events could be
displayed and monitored during data acquisition.

In the following discussion, all quantities and figures
relevant to the measurement of the branching ratio R
were obtained using the first track-finding method.

determined by summing I'„ for the two overlapped
counters. For about 5% of the events, both tracks pro-
jected to the same counter, in which case F„could not be
determined separately for each particle. A different quan-
tity F„«i was then defined to be the ratio of the total en-

ergy deposited in the shower-counter bank to the sum of
the two charged momenta.

Kinematically identified K, i events were used to deter-
mine the F„distribution for pions (pions had about a
40% probability of interacting in the shower counters). If
the F„of one of the particles from these events was

greater than 0.85, it was identified as an electron and the
other particle was called a pion. Figure 4 also shows the
F„distrib uti on for these pions.

In selecting m-p events (pi-mu atoms and K&&'s), either
both particles were required to have I'„ less than 0.7 with
one less than 0.2, or F„„~was required to be less than 0.6.
Electron-positron pairs were required to have either both
F„'s greater than 0.7 or E„„~greater than 0.7. From the
distributions in Fig. 4 we determined that 96% of the
pions and 2.7% of the electrons had F„below 0.7.

Though the F„requirements for n.-p events just
described were used to select a muon (F„&0.2) and a pion
(F„&0."I), the shower counters were not used to determine
which particle was the muon. That was accomplished us-

ing the M hodoscope information. First, the probability
that a particle had scattered into the area of a struck
counter was calculated assuming a Gaussian shape for the
probability of displacement by a radial distance from a
straight line trajectory at the hodoscope. Then, for two-

track events, the particle with the highest probability was

labeled the muon. If instead the muon had been identified

simply as the track which projected closest to a struck M
counter, then greater than 98% of the events would have
had identical muon assignments following either pro-
cedure, thus demonstrating that muon identification was
not sensitive to the labeling technique. In order that the
muon identification be unambiguous for n @candid-ates,
events were rejected if two or more nonoverlapping M
counters were struck, or if the projections of the two par-
ticle trajectories at the M hodoscope were separated (in
the plan view) by less than one M counter width.

As the respective final-state particles for pi-mu atoms
and I(.» events had similar momentum distributions and
counter bank illuminations, systematic errors in particle
identification were presumed to cancel in determining the
branching ratio R.

C. Event selection

There were 43&10 events written to tape during this
experiment. 6.7X10 two-track events remained after
track reconstruction. Qf these, 4.2 & 10 were ATGM

triggers, 3&10 were KMU3 triggers, and 2.2&10 were
E+E triggers. These events were divided into the two
classes, foil and nonfoil, described in Sec. III A above (and
shown in Fig. 2). The nonfoil type consisted of ICp3 K
and X & events. The foil type included neutral particles,
namely, pi-mu atoms and photons, which ionized or con-
verted to two charged particles in the aluminum foil. In
this section, further attention is drawn to the topological
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and kinematic differences between foil and nonfoil events
which facilitated their clean separation.

In a foil event, the reconstructed tracks satisfied three
different geometrical requirements. The two tracks were
required to converge in the plan view to a point (vertex)
near the midplane of magnet H, to coincide in the side
view, and to be parallel downstream of magnet A. Taken
together, these requirements selected events in which two
charged particles followed identical trajectories immedi-
ately downstream of the aluminum foil.

The study of the convergence near the midplane of
magnet H was begun by extrapolating the two tracks in
three dimensions without bending from the first three
chambers into the vacuum decay region. A vertex of the
two tracks was defined to be the midpoint of the line seg-
ment joining the two extrapolated tracks at their closest
approach to one another. The longitudinal position of the
vertex is shown for raw AToM, KMU3, and E+E—triggers
in Fig. 5. The vertex for foil-event candidates was re-
quired to lie within 21 cm of the center of magnet, which
corresponds to the peak of the distribution; the vertex for
nonfoil-event candidates was required to be greater than
14 cm from the center. Figure 6 shows the separation in
space of the two tracks at the vertex for the E+F—
triggers. The tracks for foil events were required to have
a distance of closest approach less than 6 mm.

In foil-event candidates for which more than one side-
view track was found, the tracks were required to nearly
coincide. The maximum side-view vertical separation
achieved by the two tracks between chambers 1 and 5 is
shown in Fig. 7 for raw triggers. The tracks of foil events
were required to have a maximum vertical separation less
than 3.4 cm. In addition, the two tracks had to come at
least as close as 4.8 mm somewhere between chambers 1

and 5. The tracks of nonfoil events were required to
achieve a maximum side-view separation greater than 1.3
cm.
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FIG. 6. Distance of closest approach of the extrapolation of
the two reconstructed tracks for foil events.

The deviation of the two tracks from parallelism in the
plan view downstream of magnet A is shown in Fig. S.
The quantity histogrammed is the track separation at
chamber 4 minus the track separation at chamber 5, nor-
malized to the separation at chamber 4. The peak at zero
difference contains foil events, the tracks of which were
parallel. The magnitude of the change in track separation
of foil events was required to be less than 16%. The
smaller peak to the left contains valid K» events, the
tracks of which were slightly diverging since their original
angles were restored after magnet A. No parallehsm re-
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Contamination by E„3 events is apparent in (a), while a small
contamination by e+e pairs is apparent in (b).

FIG. 5. Longitudinal position of the vertex of the two tracks
when projected without bending through magnets V and H, for
(a) ATOM, (b) KMU3, and {c)E+E—triggers.
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6 x 105 classes. The transverse momentum pT was calculated
from

ur =b ' —(p.n)']'" (9)

where p=p +p„was the pair momentum and n was the

reconstructed EL direction (determined by the ray from
the target to the reconstructed vertex). Because the neu-
trino went undetected, there was a twofold ambiguity in
determining the magnitude of the El momentum for n-p
events. The two solutions and a quantity 5 were calculat-
ed according to

0 I

25.0 -
I 5.0 - 5.0 5.0 I 5.0 25.0

DEVIATION FROM PARALLELISM

(PER CENT)

FIG. 8. The track separation at chamber 4 minus the separa-

tion at chamber 5, expressed as a percentage of the track separa-

tion at chamber 4, for both foil and nonfoil events. Foil events

are peaked at zero.

(1+Mb, )
(p n)X

2[E2 (, )2]2
(10)

[(p n) —E ](X'—4E~mz2)
5=1—— (11)

(p n) X
where E =E +E„was the energy of the pair and we de-
fined X=mg p+E —. The EL momentum was taken
to be the average of the two solutions.

quirement was imposed on these nonfoil events, other
than the crude requirement imposed by the trigger logic.

Two techniques were used in tracking particles through
magnet H and magnet V to determine the KL decay
point. The technique depended upon the event type. For
foil events, the two particles were tracked through magnet
H only and then combined to determine the momentum
and trajectory of the neutral parent from which it was as-
sumed they originated. Magnet V would have had no ef-
fect upon this trajectory. The intersection of this parent
particle trajectory with the pyramid of the beam was then
determined, with the position of the assumed decay point
located midway between the point where the line entered
the beam and where it exited. The reconstructed parent
trajectory of some foil events did not intersect the beam.
This was noted and an alternate decay point found by
determining the position of closest approach between the
line of the parent particle and the center line of the beam.
A foil event was accepted if either the horizontal coordi-
nate of the decay point fell within the beam profile or the
line of the parent particle trajectory intersected the beam.
The reconstructed decay point was also required to be in
the vacuum region between 240 and 440 m from the tar-
get.

Particles from nonfoil events were tracked through both
magnet 0 and magnet V. A decay point was then deter-
mined from the point of closest approach. A quantity 5,
defined as the distance of closest approach divided by the
distance of the decay point from M&PC plane 1, served
as a useful measure of the quahty of the decay vertex. A
nonfoil event was rejected if its decay vertex location was
outside the beam or if 5 was greater than 0.0015. Fur-
thermore, nonfoil events were accepted only if the vertex
was between 250 and 430 m from the target.

VA'th the decay vertex location known, aII necessary
kinematic quantities could be calculated for both event

1. Pi-mu atoms

Pi-mu atoms were isolated by looking at events with the
following characteristics: (a) &ToM trigger, (b) two parti-
cles of opposite charge, (c) foil-event topology, (d) unam-
biguous muon identification, and (e) n p, signatu-re in the
shower counters.

The shower-counter cut (e) was imposed as described in
Sec. V B above. As a further illustration, we show in Fig.
9 a histogram of F«„~ for events that satisfied cuts
(a)—(d). A clear separation between a dominant e+e
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FIG. 9. The quantity F, „1, the fraction of the event's
momentum which appears as energy deposited in the shower
counters, for pi-rnu-atom candidates. The large peak at 1.0 was
due to e+e pairs with an accidental muon; these events were
subsequently rejected.
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(p —p„)
(p +p„)

(12}

For dissociated atoms, the pion and muon have nearly the
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FIG. 10. Transverse momentum of events passing previous
pi-mu-atom cuts: (a) real atom data and (b) background shape
simulated by removing one side-view track from real EC» events

and processing them as if they were AToM triggers.

signal (seen in the peak around 1.0) and ~-p events is ap-
parent. These e+e events were due to normal photon
conversions with a random M counter struck.

A remaining source of background was K&3 events in
which, due to inefficiencies in the side-view wire planes,
only one side-view track was found. Evidence for a
second track could be seen in most of these events. This
background was simulated by taking E„i events from the
data and disregarding one of the side-view tracks. Be-
cause of the missing side-view track, the event was mis-
taken for a foil event; the effect of magnet V was thus not
properly taken into account. As a result, these back-
ground events had decay vertex characteristics and
kinematic distributions different from those of atoms.
Curve A in Fig. 10 shows the pr distribution for atom
candidates which passed the shower-counter cuts. Curve
B is the simulated background, the shape of which is evi-
dent in the excess events at higher and lower pr in Curve
A. The events at high pT were rejected outright by re-

quiring that atoms have a transverse momentum less than
the kinematically allowed maximum, allowing for finite
resolution. The background at low p~ was controlled by
the subsequent requirement that the atom extrapolate
back to the beam. Thus, the last two cuts were the fol-
lowing: (f) pr &210 MeV/c, and (g) good KLO decay ver-
tex.

We now introduce a dimensionless quantity a, defined
by

I l I ) I 1 150
CO

40— Pn' Pp,
4J Q

Pm+Pe.~ 30—
O

20—
Lal
IXI
X IO—

P

0 A RA 6 h P1 A f1 fk
i i i i I

-0.5 -0.4 -0.3 -0.2 -0. I 0
flA 0 ~ r

Q. I 0.2 0.3 0.4 0,5

FIG. 11. Histogram of the variable a after a11 cuts, for atoms

retrieved by the first track-finding method.

I 00—
CAI-
& 80-
LU)
UJ

U
O

40-
le
Cl
X 20

-0.5 -0.4 -0.3 -0.2 -Q. I 0 0, I

I

I

I

I

~ nW~ nD
I

0.2 0.3 0.4

FIG. 12. Histogram of the variable a after all cuts, for atoms
retrieved by the second track-finding method, with some cuts re-
laxed.

same velocity, and hence a should be the difference over
the sum of the pion and muon masses, equal to 0.14. Fig-
ure 11 shows the distribution of a after all requirements
were imposed; a clear pi-mu-atom signal is centered at
0.14. There is another peak at —0.14 containing 0.015
times as many events as seen at + 0.14. These are valid
pi-mu-atom events for which the pion and muon assign-
ments were reversed. This ratio was consistent with the
Monte Carlo simulation, as was the width of the peaks
(determined by the momentum resolution of the spectrom-
eter}.

The remnant pi-mu-atom background outside the peaks
has the shape predicted by the simulation described above
of E„i events with a missing side-view track. A back-
ground subtraction using this shape to extrapolate under-
neath the peaks left an atom signal of 154.8 events in the
range 0.08&a&0.20 above a background of 8.2+2. 1

events. Of these 163 candidates, 90 were m+p and 73
were m p+.

By using the second track-finding method (Sec. VA)
and relaxing other requirements relevant only to absolute
normalization, we could enlarge the sample of pi-mu-
atom candidates. The histogram of a for this larger sam-
ple is shown in Fig. 12, where 320 signal events are in the
peak above a background of 35+7 events. Starting from
the sample of 163 events, an additional 123 events were
obtained by relaxing the track-finding requirements. Al-
lowing events which passed outside of the active area of
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FIG. 15. Data and Monte Carlo prediction for the transverse
momentum of pi-mu atoms.

various wire planes (primarily MWPC 2, see Fig. 1) gave
44 additional events. Finally, 25 pi-mu atoms were col-
lected during runs with nonstandard KMU3 triggers (but
with the normal AToM trigger).

Figures 13—16 are histograms of quantities associated
with the atoms in the larger sample, with the Monte Carlo
predictions superimposed. Figure 13 shows the distribu-
tion in the longitudinal position of the reconstructed
kaon-decay point. Figure 14 shows the laboratory
momentum. Figure 15 shows the component of momen-
tum transverse to the ro:onstructed kaon's direction. The
Jacobian peak in the data is in excellent agreement with
the Monte Carlo prediction. Finally, Fig. 16 shows the
distribution in proper time from creation to ionization,
i.e., the reconstructed time, in the pi-mu-atom's rest
frame, that the atom spent traveling from the kaon-decay
point to the aluminum foil. All of the data distributions
are statistically indistinguishable from the Monte Carlo
distributions.

2. EC„3's

K„3's were required to have the following characteris-
tics: (a) KMU3 trigger; (b) two particles of opposite
charge; (c) nonfoil-event topology; (d) unambiguous muon
identification; (e) m-y, signature in the shower counters; (f)
90 MeV/c &pT &195 MeV/c; (g) good KL, decay vertex.
In addition, we followed previous experimenters in de-

fining a quantity po by

(mx —m+ —m/ ) 4(m—+ m/ +mx pT )
2 2 22 2 2 2 2

5'o = , (13)
4(pr +m+2)

where m+ represents the invariant mass of the two
charged particles assuming both were pions. This quanti-
ty, when computed assuming a E 3 decay, is positive for
K~3 events and negative for E&3 events, in the absence of
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FIG. 14. Data and Monte Carlo prediction for the laboratory
momentum of pi-mu atoms.
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FIG. 18. The transverse momentum of unbound pi-mu
events after decay vertex cuts. Events in which the pion and
muon had opposite charges are shown in curve A; those with
hke charge are shown in curve B.

measurement errors. A histogram of po for E» candi-
dates passing all of the above cuts is shown in Fig 17. We
required that po be between —0.047 (GeV/c)i and 0.002
(GeV/c) and thereby eliminated some residual E 3 and
E,3 events.

There were two broad classes of remaining background
to E&i events. The first came from single EL decays,
such as K & and E,&, with a subsequent pion decay.
About 20% of these pions decayed before they reached
the shower counters. The size of this background was cal-
culated by Monte Carlo technique using the known

branching ratios for these decay modes. This calculation
gave a background contribution of 0.76% from K 3's and,
assuming 2.7% of e-p, events were misidentified as m-p

events, 0.07% from E,&'s.

The second class of K&& background arose either from
different El decays producing two randomly coincident
tracks or from neutrons and Ki decay products in the
beam halo that interacted with the beam pipe producing
two-track events. Neither source was a single EL decay;
the two sources were collectively called "nonbeam" back-
ground. We devised four methods of estimating the non-

beam background contribution. Their average was then
used.

The first method simulated the nonbeam background
by combining two particles from separate KMU3 trigger
events. A variety of distributions for those simulated
events which had particles of like charge agreed with the
corresponding distributions in the real like-charge data.
(Real like-charge data were overwhelmingly from sources
other than events with a single kaon decay. ) The E„&
background was then determined using the simulated
opposite-charge events.

TABLE II. Sources of Kp3 background.

Source

A. EL~m+m. vr fo11owed by m.~pe
B. KL, ~mev followed by m~pv
C. Nonbeam background

Method 1: 7.40+0.35
Method 2: 4.39+0.17
Method 3: 3.S6+0.16
Method 4: 3.88+0.53
Average nonbeam background

Contribution (%)

0.76+0.10
0.07+0.04

4.41+0.57

Total K„3 background 5.24+0.S8

The other three background estimation methods made
use of the pr distributions for opposite-charge and like-
charge events following EI decay vertex requirements,
shown in Fig. 18. The E&3 events (curve A) have a
kinematic cutoff at about 195 MeV/c whereas the events
with same-sign charge (curve 8) are distributed uniformly
through this region. The distribution in any variable for
opposite-charge nonbeam background events with pT be-
tween 195 and 250 MeV/c should be similar to those
whose pT is less than 195 MeV/c. Studies of like-charge
events confirmed this expectation. Accordingly, methods
2—4 each used a distribution of a different variable to es-
timate the total nonbeam background. Those used were
the pT itself, the horizontal distance of the kaon-decay
vertex from the beam center, and the longitudinal position
of the vertex In each. of these distributions a region exist-
ed which was dominated by background events. We es-
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FIG. 19. Data and Monte Carlo prediction for the kinematic
variable 6 [defined in Eq. (11)) for E„3events.

timated the total number of background events using the
higher-pz events in these regions.

The average of these four techniques gave a nonbeam
background contribution of (4.41+0.57)% where the error
has been scaled by a factor of (X2/DF) I~i. This gave a to-
tal E„i background of (5.24+0.58)%. A summary of all

ECp3 background sources is given in Table II.
We now describe some of the ways in which E„i events

were used to study various properties of the apparatus and
to confirm the Monte Carlo calculation. The b, distribu-
tion, defined by Eq. (11), is shown in Fig. 19 for K„i data

and Monte Carlo events. This parameter is extremely sen-
sitive to measurement and calibration errors. Of particu-
lar interest is the fraction of events with

~

b,
~

&0.01 (re-
ferred to as "unambiguous" events: those whose two Kg
momentum solutions differed from their average by less
than 10%). In Fig. 20, this fraction is plotted for Monte
Carlo events in which the EL production target's vertical
position used in the reconstruction program differed from
that used to generate the events. The sensitivity of this
parameter to the target position allowed us to determine
the target position to about 1 cm using the reconstruction
program. As the target was 450 m from the apparatus,
this gave a sensitivity of about 20 grad on the El. beam
direction. Figure 20 also shows the target sweep for the
data, from which the actual target position was deter-
mined.

Another parameter sensitive to the measurement of the
particles' trajectories was the quality of the Kz& vertex as
measured by 5, the suitably scaled distance of closest ap-
proach defmed previously. Agreement between plots of 5
for data and Monte Carlo events is evident in Fig. 21,
demonstrating that the requirement that the 5 be less than
0.0015 had the same effect on both the data and Monte
Carlo events.

Figure 22 shows the data versus Monte Carlo compar-
ison for the longitudinal decay vertex distribution. A
slight excess of Monte Carlo events is seen in the far
upstream region. We could have removed this excess by
varying the location of the pipe at 321 m within its mea-
surement error in the Monte Carlo calculation. Instead,
the Monte Carlo program used the pipe's surveyed loca-
tion; the effect of the disagreement was included in the
systematic errors. This and other uncertainties in the
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vertex for E„~ events.
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Monte Carlo calculation are discussed in Sec. VII.
For completeness, we show in Fig. 23 the histogram of

the reconstructed laboratory momentum of the parent
kaon [the average of the two solutions in Eq. (10}]. The
input momentum spectrum (Fig. 3) was tuned within er-

FIG, 24. Reconstructed sum of the transverse momenta of
the pion and muon in EC„3 events, showing data compared with
the Monte Carlo simulation.

I04

rors in order to minimize the disagreement between the
data and the Monte Carlo prediction. We plot the trans-
verse momentum of the unbound pi-mu system relative to
the kaon direction in Fig. 24.

3. Electron-positron pairs
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FIG. 23. Reconstructed EI laboratory momentum for K@3
events, showing data compared with the Monte Carlo simula-
tion

Electron-positron (e+e ) pairs were selected by the
following requirements: (a) E+E trigger; (b) two parti-
cles of opposite charge; (c) foil-event topology; (d) e-e sig-
nature in the shower counters; (e) good KL decay vertex.

While not used directly to measure the rate of produc-
tion of pi-mu atoms, e+e pairs were extremely useful
for enhancing and verifying our understanding of the
detector performance and the data analysis programs. As
emphasized earlier, e+e pairs from photons which con-
verted in the aluminum foil had topologies similar to pi-
mu-atom events. The analysis of these events is described
in detail in Ref. 7. We limit ourselves here to a discussion
of the distribution of the component of momentum of the
reconstructed photon transverse to the kaon direction (as
determined from the known target position and the recon-
structed kaon-decay vertex}. This pT spectrum for single
photons contained components from various EI decays,
as well as two known sources of background: neutral
pions made in interactions of the neutral bemn with resi-
dual gas in the decay region, and tridents created by elec-
trons hitting the aluminum foil. The shape of the beam-
gas background was measured by taking data with the
vacuum spoiled so that these events dominated kaon de-
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FIG, 25. Transverse-momentum spectrum of reconstructed
single photons, showing data (solid line), full Monte Carlo pre-
diction after fit (dots), and Monte Carlo prediction for the com-

ponent due to ELO ~yy (dashed line).

VI. TRIGGER CORRECTIONS

As described in detail in Sec. IIIE, the ATOM trigger
was a subclass of the KMU3 trigger and required one and
only one struck counter in each of the two banks of hor-
izontal counters ( W and H). In order to measure the pi-
mu-atom rate of formation, it was necessary to know the
number of atom events which failed this trigger because
more than one counter was hit in either of these banks.
More than one 8 or 8' counter could be hit in a pi-
mu-atom event either because the pion and muon trajec-
tories deviated in the side view due to multiple scattering
or because there were additional particles in the event.
Multiple scattering caused 4.5% of the pi-mu atoms to

cays. The trident background was simulated as described
above (Sec. IV} with the aid of distributions of the frac-
tion of the pair's momentum which was carried by the
electron. A fit to a sum of the Monte Carlo predictions
for the shapes of the various components of the spectrum
was made. All of the shapes were Axed, and only the rela-
tive scales of the various components were allowed to
vary. The results of the fit were consistent with known
branching ratios.

Figure 25 shows the pr distribution for the data and
the result of the fitted simulated data. The large peak at
low pz is due to three-pion decays of the ELO. Two-pion
decays yield photons of intermediate pr. Of particular in-
terest is the two-body decay Er -+yy, for which there is a
Jacobian peak similar to that seen for atoms in Fig. 15.
The events beyond the sharp cutoff of this component are
background from tridents and beam-gas interactions. The
agreement between the data and simulation over several
orders of magnitude demonstrates our understanding of
the response of the spectrometer to events with the foil to-
pology.

Systematic errors in the calculation of the ratio of the
pi-mu-atom acceptance to the K&3 acceptance stemmed
from uncertainties in the values of various parameters
used in the Monte Carlo simulation of the experiment and
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FIG. 26. Measured probability of an extra hit in the 8'
counter bank, as a function of the (separately) measured singles
rate in that bank.

fail the trigger requirement, according to Monte Carlo
calculations.

There were two sources of additional particles: 5 rays
produced by the pion or muon, and random particles from
other j'L decays or neutron interactions. The 5 ray con-
tribution was measured using the single-muon data set;
the probability of observing such an extra track was 1.1%
in the W bank and 2.5% in the H bank. The effect of 5
rays was incorporated into the Monte Carlo generation of
pi-mu-atom and E&3 events using these results.

The probability that an extra counter was struck by a
random track was found by comparing the number of hits
in the two banks in K» events to that of Monte Carlo
events (which included multiple scattering and 5 rays) and
assuming the excess in the data was due to random tracks.
This gave an extra-hit probability due to random tracks of
(6.8+1.0}%. Since the Monte Carlo program included the
first two causes of extra hits, this error represents the sys-
tematic uncertainty on the percentage of pi-mu-atom
events which did not satisfy the trigger due to all causes.

Figure 26 shows the probability of an extra hit versus
the singles rate in the W bank. The probability increases
linearly with the singles rate. This supports the assump-
tion that the extra struck counters were due to multiple
scattering and 5 rays (the intercept of this line) and to ran-
dom tracks dependent upon the rate. The net result of the
above three effects, after suitably averaging over the actu-
al W and 8 counter rates, was that pi-mu-atom events
which satisfied the trigger represented (85.8+0.9)% of all
atom events which traversed the spectrometer.

VII. SYSTEMATIC ERRORS
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in the analysis of data and Monte Carlo events. We ex-
amined a number of possible sources of systematic error
by varying the Monte Carlo input parameters and study-
ing the resulting change in the calculated acceptance.

As noted above, we adjusted the shape of the Kl
momentum spectrum at the target in the Monte Carlo
simulation until the reconstructed Kl momentum spec-
trum agreed with the data, as shown in Fig. 23 for K»
events. Since the measurements of Ks production by Sku-
bic et al. ' did not extend below Feynman x of 0.2, the
extrapolation of the spectrum based upon their parame-
trization of the invariant differential cross section was as-
sumed to be unreliable below 60 GeV/c. However, varia-
tions in the integral of the KL flux below 60 GeV/c of up
to +20% led to changes in the pi-mu-atom to K„3 accep-
tance ratio of only +1.2%. Changes in the shape of the
entire spectrum also had little effect on the acceptance ra-
tio. We concluded that the systematic error on our mea-
surement of the branching ratio was 1.5% from this
source.

The K„3 acceptance had a marked dependence on the
values of the K„3 form factors g(0) and A, +. In general,
larger values of g(0) tend to increase the number of events
along the Dalitz-plot border where the pion and muon
have a small opening angle. Larger values of A, + lower
the average pion energy. Both of these effects increase the
population of the Dalitz plot in the region where our K&3
acceptance was highest. The acceptance varied by +3.5'
over A, + ——0.034+0.005 and by + 1.9% over g(0)
= —0. 11+0.09. However, one must keep in mind that
the correlation dg(0)/dk+ ——14 is negative, which re-
sults in a smaller net error on the acceptance than would
be naively expected. Including the effect of this correla-
tion, we calculated the systematic error on the acceptance
to be 2.4%.

The location of the components of the apparatus with
respect to the beam was critical in determining the accep-
tances. The ratio of acceptances was calculated with the
components positions varied within their measured er-
rors. The error on the target location gave a 2.1% error
while that on the location of the pipe at 321 m yielded a
0.6% error. All other position measurement errors contri-
buted less than 0.2%.

The field strength of magnet A was determined within
0.4% using A ~pm decays. The pi-mu-atom to K» ac-
ceptance ratio was found to vary by less than 2.1% over
that range. The strengths of magnet H and magnet V rel-
ative to magnet A were measured to better than 0.3%. By
analyzing Monte Carlo —generated events with magnet
A's field 0.3% higher and lower than that at which the
events were generated, we found that the acceptance ratio
varied by less than 1.8%. An overall systematic error of
2.8% on the relative pi-mu-atom to E„3 acceptances was
attributed to the uncertainties in the magnetic field
strengths.

All Kp 3 events were required to have a reconstructed
El decay vertex within the beam. By imposing this re-
quirement, events were lost due to a combination of vertex
position resolution and uncertainty as to the cross-
sectional dimensions of the beam. In order to estimate the
size of any systematic effect of the decay vertex require-

TABLE III. Sources of errors on the branching ratio R.

Source

Systematic errors
1. Track finding
2. E„3 background subtraction
3. Trigger corrections
4. EL, momentum spectrum
5. JC„3 form factors
6. Apparatus location
7. Magnetic field strengths
8. Decay vertex requirements

Total systematic error
Total statistical error
Total error

Contribution (%)

2.7
0.6
1.0
1.5
2.4
2.2
2.8
1.7
5.7
8.4

10.1

VIII. RESULTS AND CONCLUSIONS

There were 163 events in the range 0.08 ~ a g 0.20 when
all atom requirements were imposed. After subtraction of
a measured background of 8.2+2.1 events, 154.8 atoms
remained in the data sample. A total of 109469 events,
collected concurrently, satisfied all the K» criteria. Sub-
tracting a background of (5.2+0.6)% left 103 734 K» de-
cays with which to normalize the sample of pi-mu atoms.
The ratio of the pi-mu-atom and E&3 acceptances was
found to be 119.6 (where errors on this ratio are included
in the systeinatic errors). Including the KMU3 trigger
prescale factor of 32, the ratio R of the rate of formation
of pi-mu atoms to the E„3 decay rate was measured to
b 29

ments, the size of the area in which the vertex had to lie
was increased by as much as a factor of 2 horizontally
and 3 vertically. The ratio of accepted data and Monte
Carlo events varied by less than +0.9% over that range.
The measurement of this source of error was complicated
by background events, since the background increased as
the size of the allowed vertex region was increased. The
requirements on the decay vertex of the pi-mu atoms in-
troduced a similar source of systematic error. The total
effect of all the decay vertex requirements, including the
effo:t of K» background, was a systematic error on the
ratio R of 1.7%.

Table III summarizes our estimates of the systematic
errors. A number of tests were performed to search for
other effects. The data were divided into two subsamples
according to the longitudinal position of the KL decay
point. The difference between the branching ratio results
for decay vertices upstream and downstream of 340 m
was less than 3%. A subdivision of the data into five
groups of runs by beam solid angle yielded a I of 4.8 for
4 degrees of freedom, using only the statistical errors. In
order to verify the constancy of the data-taking condi-
tions, the ratio of the number of detected e+e pairs to
the number of detected K„3 decays was monitored run by
run. No runs were discarded on this basis.
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r(Zu
R=, =(3.90+0.39)x10 '.

f'(EL ~trav)

Rzc —(4.20+0.51)X 10

g3s ——(3.55+0.51)X 10
(15)

where the statistical and systematic errors have been com-
bined. The consistency of these results supports the as-
sumption that pi-mu atoms were dissociated in the foil
with 100% probability.

The theoretically predicted value for R is
(4.31+0.08)&(10,where the error reflects the (correlat-
ed) errors on the E„3 form factors, I,+ and ((0), used in
the calculation. The errors on these same form factors
contributed to the error on the experimental measurement
of 8 via the calculation of the acceptance of the ap-
paratus for IC&3 decay. In order to lessen somewhat the
dependence of our result on the value of these Kp3 form
factors, a ratio of the measured and predicted branching
ratios can be formed, yielding the value

~experiment =0.905+0.091,~ theory

where the calculation of the error has included the effects

The total systematic error (5.7%) and the total statistical
error (8.4%) have been added in quadrature. Using the

E» branching fraction of (27.1+0.4)%, we determined
the branching fraction for EL decay into a pi-mu atom
and neutrino to be (1.06+0.11)&( 10

Two different foil thicknesses were used in this experi-
ment: 0.020 and 0.035 in. The branching ratio R was
measured for each subsample of the data and found to be

of cancellations and correlations of terms with form fac-
tors. This value is consistent with unity.

A property of pi-mu atoms that affects somewhat the
present determination of the branching ratio is the life-
time. In our Monte Carlo simulation, we assumed that
the atom lifetime is determined by the pion and muon
lifetimes. If we allow the atom lifetime to vary, then the
only measurable effect is to change the number of atoms
which decay before reaching the foil, and hence alter the
number of pi-mu atoms we would expect to detect. The
effect is small because atoms typically lived only 8% of a
pion lifetime before they were dissociated in the foil. We
note, for example, that if we had assumed in our analysis
that the atom lifetime was one third the expected value,
our measured branching ratio would have increased by
18% to 4.6 X 10-'.

In conclusion, we have observed 320 examples of the
rare decay

Kl —+pi-mu atom+ v

and have used a subset to measure the dray rate relative
to the decay EL~mpv. The theoretical prediction for
this ratio, calculated on the assumption that the interac-
tion between the muon and the pion at small distances is
just the Coulomb interaction, is in agreement with our ex-
perimental result.
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