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In theories which describe the reduction of the state vector as a physical process, the possibility
exists, for certain experiments, of predictions which differ from those of quantum theory. These are
“interrupted reduction interference” experiments, characterized by an interaction which triggers the
reduction, followed rapidly (before the reduction is completed) by a measurement of interference be-
tween the superposed states that make up the state vector (possible examples: double Stern-Gerlach
experiment, two-slit neutron interference). We consider the general class of stochastic reduction
theories, and ask whether they allow superluminal communication by means of such experiments.
We show that, if the state vector that precedes reduction is precisely reproducible, then superluminal
communication can occur in certain circumstances, unless the off-diagonal elements of the density
matrix decay exponentially, with a universal time constant. We also show, in that case, that no state
vector ever reduces in a finite time, so such a theory is not satisfactory. However, superluminal
communication can be avoided if reduction is triggered only in irreproducible state vectors, of such
complexity that prior to reduction the “effective” density matrix, constructed from the ensemble of
such state vectors and traced over the variables outside the experimenter’s control, is diagonal. Then
predictions are identical to those of quantum theory for “interrupted reduction interference” experi-
ments and thus apparently for all experiments. The lesson of this paper is that the “effective” den-
sity matrix must always be used to make physical predictions in dynamical reduction theories. This
supplies a resolution of the problem of reconciling state-vector reduction with relativity: even if the
reduction dynamics is not relativistically invariant, its experimental predictions are. It also implies
that the “effective” entropy increases during a measurement, but remains constant during reduction,
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which is the reverse of a common dictum.

I. INTRODUCTION: EXAMPLE OF A STOCHASTIC
DYNAMICAL REDUCTION THEORY

When a measurement is described by quantum theory,
the final result is a state vector

[$,t) =3 a,(t) | dnst) , (1.1)

where the squared amplitudes | a,(t)|? (corresponding to
the different experimental outcomes described by |¢,,?))
do not thereafter change with time.

The reduction of the state vector is the replacement of
(1.1) by

[¥,t)=1Xe | mst)

if the measurement actually results in the mth outcome.
Equation (1.2) then serves as the starting state vector for
the description of a subsequent experiment.

Is the reduction of the state vector a necessary part of
the formalism of quantum theory? So far, no resolution
of this question has been given by experiment. Partly be-
cause of this, it is possible to apply a number of different
interpretations to quantum theory, which may or may not
require state-vector reduction. For example, if the state
vector is interpreted as describing an ensemble of systems,
state-vector reduction is not required (although it may be
employed as a calculational convenience). Indeed, the
great appeal of this interpretation is the avoidance of any

i6,,(2) (1.2)
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time evolution other than the linear evolution of
Schrodinger. But this interpretation renounces the possi-
bility of physics describing, through quantum theory,
what we know exists in nature, an individual physical sys-
tem.

In this paper we wish to pursue consequences of anoth-
er interpretation, that the state vector is in one-to-one
correspondence with the physical state of an individual
system in nature. Then, in order to maintain consistency
of the interpretation with the formalism, the reduction of
the state vector is necessary.

A dynamical reduction theory describes how the state
vector evolves from (1.1) to (1.2), i.e., how all the ampli-
tudes a,(¢) vanish except one whose magnitude reaches 1.
An instantaneous reduction [e.g., Eq. (1.1) holds for ¢ <0,
Eq. (1.2) holds for ¢>0] is a possible dynamics, but it is
not a natural one, as physical systems generally do not un-
dergo such discontinuous evolution (even a phase transi-
tion takes time). One is led to look for equations which
describe the continuous evolution of (1.1) into (1.2).

Because dynamical reduction theories are still in a rudi-
mentary stage, there is unfortunately still some abruptness
involved, namely, the discontinuous replacement of the
Schrodinger evolution by the reduction evolution.
Presumably a single equation of motion ought to be all
that is necessary. It should be the Schrodinger equation
to a high degree of accuracy until the states |¢,,?) be-
come ‘“macroscopically distinct” (whatever that means—
this important point will not be discussed here) and there-
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after be the dynamical reduction equation until the reduc-
tion is completed.

There is a hint that this may be possible. Remarkably,
the Schrodinger equation itself, properly written, serves as
an excellent example of a dynamical reduction theory.!
Starting with

ida,(t)/dt = 3 Hppm()ay (1) (1.3)

we introduce the squared amplitudes x, and phases 6,

a,(=vx (e " (1.4)

as well as the Hermitian matrix B,,(t) by
H,,,(t)=dB,,,(t)/dt, and rewrite Eq. (1.3) as two real
equations:

Axy =i 'S (XpXpn )/ HdBpme' " %
m

—i(6,,—6,)

—dB,,e ), (1.5a)

d0,=—2""S (x, ™ '%p) " HdBpme' "’
m

+dane—i(0m—8,,)) .

(1.5b)

Of course, if dB,,, is a continuous function of time, in
the limit as dr—0 we recover the Schrédinger equation
(1.3) that we started with. But if dB,,, changes abruptly
and randomly over the time interval dt, then Egs. (1.5)
describe reduction dynamics in the limit dt—0, as we
shall see. More precisely, we model this behavior by inter-
preting Eqgs. (1.5) as Itd stochastic differential equations,’
where B,,(t) is a Hermitian matrix of independent

Brownian motion functions:
2 (1.6)
(dBp (1)AB 5 (1)) =858y O pm *dt

Then it can be shown that the ensemble of solutions of
Egs. (1.5) obeys the diffusion equation’
2

G 1 2| @ d
2y - = G
a2 % Tnm 3%, ox, | M
+i2‘7 2 _Qz_i”'_G_i___.__a.2~_G (1.7)
2 nm 36,2 x, 96,06, ’ )

where G (x,0;x0,0;t) is the probability density of solu-
tions with initial values x(0)=x,,0(0)=80,,.

Equations (1.5) or (1.7) describe a stochastic dynamical
reduction theory. The occurrence of a particular experi-
mental outcome, about which ordinary quantum theory
has absolutely nothing to say, is here determined by the
particular fluctuations of certain coefficients. A more
complete theory (so far not known) ought to explain those
fluctuations.

Parenthetically, it should be made clear that it is only
as It equations in x,,8, that the Schrodinger equation
and the stochastic reduction equation assume the same
form (1.5). As Itd equations for the amplitudes a,, Eq.
(1.5) is equivalent to

LS om?lan |4t (150)

*
2a, ‘m

ida,= Y dBuynam —

while as Stratonovich equations for the amplitudes, Eq.
(1.5) is equivalent to

.da . 1
i n=2Bnmam+__;zanm2(|an|2—Iamiz)'
m 2a,

dt
(1.5d)

These are all nonlinear equations as they must be to pro-
duce the nonunitary reduction evolution.

The analysis of this paper will be based upon the reduc-
tion evolution of the ensemble of state vectors described
by diffusion equations which appropriately generalize
(1.7). Most of this analysis is in the Appendixes, the main
body of the paper being devoted to quoting, illustrating,
and discussing the results.

In the remainder of this section we will illustrate prop-
erties of stochastic dynamical reduction theories with the
specific example (1.7). To see that its solution satisfac-
torily describes the reduction process, we first note [by
multiplying (1.7) by x,x,, and integrating—by parts when
necessary—over all x,0] that

d{XpXp ) /At = — Oy * XpXp ), n#£m , (1.8)
where

(f(x,0)= [dxd(0/21)G(x,6;0)f(x,0). (19

According to Eq. (1.8), {x,x,, ) vanishes at ¢ = o, and
that is only possible if, for each state vector, all x,,’s van-
ish except perhaps one. That nonzero x, must achieve
the value 1 because it follows from Eq. (1.7) that
G~8(1— 3, x,) at all times if it is true initially. Thus
each state vector reduces.

Moreover, each state vector reduces in a finite time.
This is not clear from the exponential decay of {x,x,, ),
which could be due to x,’s decaying exponentially. This
would mean that each state vector is in a superposition
(all x,’s nonzero) at all finite times. Such behavior is
unacceptable in a dynamical reduction theory, whose goal
is to produce a unique macroscopic state vector in a finite
time. However, the exponential decay of (x,x,, ) could
also be due to the complete reduction of all but an ex-
ponentially decreasing number of state vectors. That is
what occurs in this case, for it can be shown that the
mean time for complete reduction to occur is finite* (also
see Appendix C).

The diffusion equation for the x,’s in Eq. (1.7) arises in
some other circumstances. Equation (1.7) (with o, >=0?
and no € dependence) has been known for some time to
population geneticists as the diffusion approximation to
the “Wright-Fisher model” of genetic drift.” Geneticists
consider the evolution of a large finite population of indi-
viduals possessing a few alleles (variant genes such as eye
colors), where x,, is the frequency of the nth allele in the
population. The evolutionary model is that the next gen-
eration of alleles is determined by randomly sampling the
previous generation with replacement (the model is called
“neutral” because it employs no mutation or natural selec-
tion). Of interest are the statistics of when a particular al-
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lele becomes “fixed,” that is, when the whole population
possesses that allele—when it is what we call “reduced.”

There is another model that produces the same dif-
fusion equation, to which we prefer to compare the reduc-
tion process.® This is a “gambler’s ruin game,” in which
x, represents the nth gambler’s fraction of the total mo-
ney possessed by all gamblers in the game. The (n —m)th
pair of gamblers toss a fair coin every At sec, exchanging
Ax, = — Ax,, ~ +(x,x,, At)!”? of the money, depending on
the outcome of the toss. Eventually one of the gamblers
wins all the money. Thus we may think of the various
possible outcomes of an experiment as competing in “the
reduction game” until one of them wins.

Of course not only must the state vector reduce, but the
tested predictions of quantum theory must be achieved in
a satisfactory theory. If a measurement is completed at
t=0, quantum theory predicts that x,(0) is the probabili-
ty of the nth experimental outcome. If the reduction
starts at t=0, the nth outcome must “win” a fraction
x,(0) of the “games.” This is ensured because [from
(1.5a) or (1.7)] the evolution is a “martingale” or “fair
game,”

d(x,)/dt =0, (1.10)
and it follows from (1.10) that x,(0)=(x,(0))
=(x,(0))=1X(probability that the nth outcome
“wins”).

This result, in the context of the two models cited
above, is well known (the fixation probability of an allele
equals its initial frequency, the probability a gambler wins
equals his initial fraction of the game’s wealth).

Although the “martingale” property (1.10) ensures that
x,(0)={(x,( o)), which is all that is needed for the above
argument, it has a further important consequence, ensur-
ing agreement with the predictions of quantum theory for
the overwhelming majority of experiments’ (see Sec. III
for a more precise statement). Because of this valuable
behavior, we have suggested® that any dynamical reduc-
tion theory should satisfy Eq. (1.10), calling it the “con-
stant mean” hypothesis. It is not a property of the first
dynamical reduction theory constructed by Bohm and
Bub,’ which achieved x,(0)={(x,( %)) by causal (nonsto-
chastic) evolution.

Another important property possessed by the diffusion
equation (1.7) is that the solutions are independent of the
choice of arbitrary phase factors incorporated in the basis
states | ¢,,0), as in usual quantum theory. If |¢,,0) is
replaced by e 'om | #,,0) in the initial state vector (1.1),
the amplitude a,(0)’s initial phase angle 6,(0) is replaced
by 6,(0)+A,. Invariance of physical results under such
phase translations will certainly be achieved if G is a
function of §—86,. This is the case if the diffusion and
drift coefficients are independent of @, as in Eq. (1.7).
Actually, all that is required is a weaker condition on the
density matrix, which is discussed in Appendix A. We
note that the evolution of an individual state vector may
depend upon the choice of initial phase angles 6,(0). A
dynamical reduction theory may give significance to
phase angles belonging to an individual state vector that is
absent in ordinary quantum theory, as we have comment-
ed elsewhere.>® However, the behavior of the ensemble of
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state vectors, which is what the experimenter sees, should
be phase translation invariant.

Other useful properties of the dynamical equations (1.5)
are that the physical results are invariant under state vec-
tor renormalization (uniform rescaling of the x,’s) and
that separated uncorrelated systems can reduce indepen-
dently.® These are not properties of all such theories.
Indeed, there is a family of stochastic dynamical reduc-
tion theories® which obey the (Stratonovich) stochastic
differential equations

ida,/dt =3 Byna¥a,’/a} . (1.11)
m

It is only for r=1 that these properties hold [in this case

the It dynamical equations are identical to Egs. (1.5) ex-

cept for a minus sign on the right-hand side of (1.5a); Eq.

(1.7) is the diffusion equation also].

II. GISIN’S STOCHASTIC DYNAMICAL
REDUCTION THEORY

Recently, Gisin has published another stochastic dy-

namical reduction model.!® The It6 dynamical equations
are
xm
dxp, =X, >, |— —8um |dB, , (2.1a)
m
de,=0, (2.1b)

where s= Y, x, and where the B, () are real indepen-
dent Brownian motion functions ({dB,dB,, ) =5,,0%dt:
actually Gisin chose o?=1, but we introduce a time scale
for later purposes). The associated diffusion equation is
readily found to be

6 _otg|d 3 |
o 4 &~ idx, Ox, | "
x 2
InyiIn s [—" la. 2.2)
S N k

To see that the ensemble of solutions reduces, we calcu-
late from Eq. (2.2) that

2
d(\/x,‘x,,,)/dt=—UT(Vx,,xm), ns£m . (2.3)

As in the case of Eq. (1.8), it follows, for each state vec-
tor, that all x,’s vanish except perhaps one at ¢ = «, and
the appearance of the derivatives in (2.2) in the combina-
tion (3/0x, —3/9x,,) ensures that G ~8(1—s) if that is
true initially. Finally, the model obeys the constant mean
hypothesis (1.10), so the probabilities predicted by quan-
tum theory should be obtained for completely reduced
state vectors.

However, in this model no state vector reduces in a fi-
nite time. We pointed out this serious defect in a Com-
ment'! (see also Appendix C for another discussion of this
important point). In his response'? Gisin acknowledged
the defect, but raised an interesting new issue. He first
notes that in his model the “‘density matrix undergoes a
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closed linear evolution.” He then goes on to assert,
without proof, “... in models which deny superluminal
communication the density matrix evolves in a closed
form (i.e., p depends only upon p and not upon a particu-
lar mixture of pure states). Models in which, on the con-
trary, the evolution of p depends upon a particular mix-
ture (such as the models referred to by Pearle in his Com-
ment) predict superluminal communication, and thus con-
tradict relativity.” He concludes, “The challenge now is
thus to combine the existing models, keeping the attrac-
tive characteristics of each (finite reduction time, closed
evolution of the density matrix, and thus no superluminal
communication, etc.) without introducing undesirable
features.”

In this paper we are going to examine the conditions
under which superluminal communication can or cannot
occur in stochastic dynamical reduction theories. We first
distinguish between two hypotheses about the nature of
the state vector at the onset of reduction, the “reproduci-
ble” and the “irreproducible.” The reproducible hy-
pothesis assumes that the state vector (1.1) immediately
preceding reduction can be precisely reproduced by an ex-
perimenter. The irreproducible hypothesis is that, im-
mediately prior to the onset of reduction, neither the
phases 6,,(0) nor the states |¢,,0) are precisely under the
experiment’s control in otherwise identically performed
experiments, so that the effective density matrix is diago-
nal. We shall make three major points.

First, in Appendix A we show that, under the reprodu-
cible hypothesis, superluminal communication can occur
unless the off-diagonal elements of the density matrix ex-
ponentially decay with a universal time constant [the di-
agonal elements of course are constant, by (1.10)]. So, it is
not so much that “the density matrix evolves in a closed
form” which characterizes nonsuperluminal communica-
tion, as a very specific time evolution. Gisin’s model has
precisely this time evolution. Since, in the basis | ¢, ),

pnmE(ana:x )=(v xnxmeiw"—e'")) (2.4a)
= (Vxoxy, ye' 0o (2.4b)

[where (2.4b) obtains because the phase angles remain con-

stant according to (2.1b)], it follows from (2.3) that
o2

dppm /dt = — —4—p,,,,,, n+m . (2.5)

Second, in any stochastic dynamical reduction theory
which obeys (2.5), all state vectors take infinite time to
reduce (see Appendixes B and C). It turns out that Gisin’s
model is the essentially unique model obeying Eq. (2.5) in
which the angles 6, do not evolve: we show that no angu-
lar evolution can make the infinite reduction time finite.
Thus it appears that a satisfactory theory cannot be found
following Gisin’s concluding suggestion.

Third, to obtain an acceptable stochastic dynamical
reduction theory, in which no superluminal communica-
tion occurs and in which the reduction time is finite, we
turn to the irreproducible hypothesis. We show, in Sec. V,
under this hypothesis, that superluminal communication
does not occur for the theory in Sec. I (which is one of a
broader class of theories), which therefore does not “con-

2243

tradict relativity.” On the contrary, in Sec. VI, it is ar-
gued that this theory together with the irreproducibility
hypothesis provides a relativistically invariant set of pre-
dictions even though the reduction dynamics of any par-
ticular state vector is not relativistically invariant. This
provides an unexpected answer to the question of how to
construct a relativistically invariant reduction: it is not
necessary.

The next two sections discuss the measurement process
in a dynamical reduction theory, and introduce and illus-
trate the results of the Appendixes.

III. INTERRUPTED REDUCTION EXPERIMENTS

A dynamical reduction theory is designed to produce
the same predictions as quantum theory provided the
reduction goes to completion. Therefore it is to a sequence
of measurements separated by less than the characteristic
reduction time (“interrupted reduction” experiments) that
we must look to seek predictions different from quantum
theory’s.

In most sequences of measurements, the basis vectors
describing the various possible sequences of outcomes are
orthogonal. This is because each measurement in the se-
quence usually involves a macroscopic apparatus that is
correlated to each outcome, and the macroscopic ap-
paratus states are orthogonal. It turns out that in these
most common circumstances, the constant mean hy-
pothesis (1.10) ensures agreement with quantum theory’s
predictions.” We review the argument here.

Consider the state vector (1.1) describing a just complet-
ed measurement at time =0, which commences reducing.
At some time T the density matrix corresponding to the
ensemble of such state vectors is

p(T)=3 (ayap) 1|60, T){¢m,T | (3.1a)
=2 13n(0)|? 6, T){¢n,T |
+ 2 <alla:l>T'¢n)T>(¢m9T| (31b)

n#Em

using the constant mean hypothesis (1.10). If T is so large
that reduction is completed, then (a,an )r—0 (n*£m),
and the diagonal density matrix describes a mixture iden-
tical to that obtained by procedures generally used in ap-
plying quantum theory. However, suppose that T is less
than the mean reduction time, and another measurement
is performed at 7. The state vector | $,,T) evolves into

[¢n’T+>=2bnm|¢nm7T> ) (3.2)

where | @,,,T) refers to the nth and mth outcomes of
the first and second measurements, respectively. We are
supposing here that the measurement takes place over
such a short duration compared to the reduction time that
it can be regarded as an instantaneous measurement. [The
state vectors |@,,t), |dum.t), etc., evolve according to
the usual Schrodinger dynamics, whereas the amplitudes
a,(t), etc., evolve according to the reduction dynamics,
analogous to what takes place in the interaction picture.]
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Thereafter each state vector in the ensemble continues
reducing, with

[9,8)= apm(t) | Gpmst), t>T, (3.3a)

[ @um(T) | 2= | ap(T) |* | bpm |2, (3.3b)
and density matrix for the ensemble given by

PO=3 (apma’): | Pum:t){Dr,t | (3.4)

nmrs

We could consider subsequent additional measurements,
but this example is typical. When the reduction goes to
completion, the off-diagonal terms in (3.4) vanish and the
density matrix is

p(t)=2( lanm l2)1|¢nm’t>(¢nm’t I (3.5a)
(3.5b)

=2< Ianm |2>Tl¢um’t)<¢nm’t i
=318 |7 | bum | *| Sumst ) {bpmst | (3.50)

=3 8,(0) || bum | 2| rmst ) Gumst | , (3.5d)

where (3.5b) follows from (3.5a) by the constant mean hy-
pothesis (1.10), (3.5¢c) follows because (3.3b) is true for
every amplitude in the ensemble, and (3.5d) follows again
because of (1.10). The result is identical to quantum
theory’s result.

To obtain possible disagreement with quantum theory
predictions, we must therefore consider interrupted reduc-
tion experiments where a later experiment in the sequence
measures interference between states produced by an ear-
lier experiment (an “interrupted reduction interference”
experiment). If such experimental tests are to be possible,
the state vector prior to reduction must be reproducible.

Moreover, we must make certain hypotheses concerning
the cause of the onset of the reduction process. It is not
unreasonable to hypothesize that the rate of the reduction
“competition” between two states increases as the states
become more macroscopically distinct. Perhaps it is an
increasing function of the spatial separation between the
particles in the states, and/or an increasing function of
the mass of the particles. Thus we might assume that a
Stern-Gerlach magnet’s separation of the packets describ-
ing a spinning particle triggers reduction if the packets are
separated far enough and if the particle is massive
enough. If a second Stern-Gerlach magnet later recom-
bines the packets (a “double-Stern-Gerlach” experiment)
whose amplitudes have been altered during the reduction
“competition,” a subsequent spin-projection measurement
should obtain results different from those of quantum
theory.

Another possible experimental test of interrupted reduc-
tion interference, a two-slit neutron interference experi-
ment, has actually been performed.'® If we assume that
the neutron is massive enough and the slit separation
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(=~0.01 cm) large enough, the two packets separated by
the slits may be supposed to compete in the reduction
“game.” When they reinterfere at the detector, the altered
amplitudes of the packets should result in a “washed-out”
interference pattern.” The nonobservation of such a
phenomenon to 1% accuracy in this experiment translated
to a lower limit of 8 sec on the mean reduction time.!3

To conclude, since superluminal communication is in
disagreement with the predictions of quantum theory, and
since only interrupted reduction interference experiments
may produce disagreement with the predictions of quan-
tum theory, it is to such experiments we must turn for the
possibility of superluminal communication.

IV. CORRELATED INTERRUPTED REDUCTION
INTERFERENCE EXPERIMENTS
AND SUPERLUMINAL COMMUNICATION

We consider two experimenters together with their
respective apparatuses, so far separated that no communi-
cation with the speed of light can pass from one to the
other during the duration of their experiments and the
subsequent reduction. We suppose that the state vector
describing their situation at =0 is a correlated one

[4,0)=3 a,(0)|r,0)],0), 4.1)
rl

where | 7,t) and |I,¢) denote the basis states describing,
respectively, the equipment of the “right experimenter”
and the “left experimenter.”

We consider any interrupted reduction interference se-
quence of measurements by both experimenters. Suppose
the density matrix after the reduction has been completed
is calculated, and the trace is taken over, say, the left-
experimenter basis. The resulting density matrix which
describes the right-experimenter experience should be in-
dependent of anything the left experimenter has done, if
there is to be no superluminal communication. In partic-
ular, it should be independent of the times the left experi-
ments have been performed, and which left superpositions
have been measured.

To illustrate these considerations, consider the follow-
ing sequence of measurements. We suppose that both left
and right experimenters have by prearranged agreement
each completed an experiment at t=0 where the macros-
copically distinguishable states are {]|r,2)},{|L1)},
respectively, and so the state vector (4.1) begins to reduce.
At time 7 the left experimenter performs an instantaneous
experiment such that |,7) evolves into |/7%)
= Yquj|I,7%) (ul is some unitary transformation),
where { |7,t)|r,t)} are the macroscopically distinguish-
able states that compete in the reduction game thereafter.
At time T > 7, the right experimenter does likewise, pro-
ducing competing states |F,t). Following this, the reduc-
tion is permitted to proceed to completion. (We could
consider more general sequences, but the results obtained
will not differ.)

In Appendix A we consider this case, and show that the
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only evolution of the off-diagonal density matrix con-
sistent with nonsuperluminal communication is exponen-
tial decay with a universal time constant.

Here we will be content to illustrate how superluminal
communication can occur when the off-diagonal density-
matrix elements decay exponentially, but with different

|

p= 2, ay(0)ap(0) |r,t) [Le){r',t|{I't| [e_k‘t+8,,:8"r(1—e_

rir't’

and forrt <t <T

p= 3 0,1(0)0,"1'(0)117%11117;: [rt) | Le)(re | (T [e_)"f+8,,'81p(l—e—k‘f)][e

rriTT

time constants A, and A, for the time intervals 0<t <7,
and 7<t < T, respectively. This could be the case if the
left experiment at time 7 produces states { | 1)}, which are
more macroscopically distinctive than the states { | )}, as
hypothesized in the previous section.

The density matrix for 0 <t <7 in this case is

My 4.2)

—Ay(t —7) Ayt —1)

8,871 .

(4.3)

The density matrix following the right experiment is similarly found by replacing | 7,¢) in (4.3) by u,f |F,t) and
treating {7’,¢ | similarly, letting ¢ become T in the second set of brackets in (4.3), and multiplying inside the summation
by [e %3 ~T+8,,.8;7.(1—e ™"~ T)]. When t = w, this last term becomes 8;7877 and the sum over 7' and 7' can be

performed with the resulting diagonal density matrix

p= 3 a,I(O)a,'q'(O)u{,“u,’r;u#uﬁ;]7") |7 | (T
rr'l'Fl

—A7—Ay (T —171)
X[e V2

+6 (e —kl-r_e —AT—=AyT —7
rr

) +8,,8,(1—e

. 4.4)

When the left trace is taken over this density matrix we finally obtain

—(Ay—=A,))T—A
Trip= 3 a1(0)a(Ouful |F)(F|[e ™M
rr'l

We see that Eq. (4.5) depends upon 7, so the right ex-
perimenter superluminally receives the message of when
the left experimenter performed his experiment, unless
Ay=A,, i.e., unless there is a universal reduction rate.

However, a theory with exponentially decaying off-
diagonal density-matrix elements with a universal time
constant A~! is not satisfactory on another score. It is
shown in Appendixes B and C that the most general sto-
chastic reduction theory giving rise to such behavior never
completely reduces in a finite time. Essentially what hap-
pens is that the exponentially decaying behavior requires
the diffusion to proceed so slowly in the neighborhood of
the boundary x, =0 that it can never be reached.

V. HOW TO AVOID SUPERLUMINAL
COMMUNICATION

Thus we turn to the hypothesis of irreproducible state
vectors for a satisfactory means of avoiding superluminal
communication yet retaining a finite reduction time.
That is, we hypothesize that when an experimenter repeat-
edly performs an experiment, the state vector correspond-
ing to the physical system at t=0, immediately prior to
reduction, cannot be precisely reproduced. In particular,
while the magnitude corresponding to the nth outcome,
| @,(0) | =[x,(0)]"? in Eq. (1.1), is reproducible, the
phases 6,(0) are not reproducible, and moreover each is
uniformly and independently distributed over the interval

+6,(1—

e—(/\l—kz)r—sz)] - 4.5)

f

0 to 27. Neither is the state |¢,,0) precisely reproduci-
ble, although its macroscopic behavior (e.g., its “pointer
position”) is.

It is a common hypothesis to suppose that such irrepro-
ducibility is the result of the measurement process, wheth-
er because of uncontrollable interaction with the environ-
ment, as argued by Zeh,* Zurek,'® and others, or because
of the complexity of the measurement apparatus.'® What
we are adding here is the assumption that such irreprodu-
cibility is either a prerequisite or a corequisite for the on-
set of the dynamical reduction process.

In this case, an experimenter is confronted with an en-
semble of possible state vectors:

10, )= S Vx50 ™ 4,00, (5.1)
n

each with probability p,. Therefore the density matrix
that must be used by the experimenter to describe his ex-
perience is the “effective” density matrix

p(= 3 [xp(O)xy (]2
X EPLeilo"'*(')'H"‘*("lT{|¢n,t>u<¢m,t | .
A, €x

(5.2)
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In Eq. (5.2) the trace is over extraneous and/or external
states which are outside the experimenter’s control.

Our hypothesis is that at =0 the sum over A in (5.2)
vanishes unless n =m. This could be because the states
| $,,0)2 and |¢,,,0)s, corresponding to different out-
comes as they do, engender different states in extraneous
or external variables (differences in one environmental
particle’s state could make the trace vanish). It could be
because of the randomness of the phases, even though the
states might differ very little in the external or extraneous
states. It could be because of a combination of the two ef-
fects.

Thus it is only the diagonal elements of the effective
density matrix that do not vanish at t=0. Moreover, this
should be true for #>0 as the reduction takes place. The
diffusion equation describes the evolution of each state
vector regardless of A and therefore it describes the whole
ensemble’s diffusion, which proceeds from an initial dis-
tribution with each phase uniformly and randomly distri-
buted. Such a random-phase distribution is maintained by
the diffusion equation, provided the diffusion coefficients
are independent of 6, as in all models presented to date.
This, together with the unitary evolution of the states
| @t )2, argues that, for t> 0,

p(t)=szpA 3 (xn(0)) | Gn,t ) al@nst | (5.3a)
ext A n

=T52pkzx,,(0)[¢,,,t)“~(¢,,,t], t>0, (53b)
€x A n

where we have used the constant mean hypothesis (1.10)
in going from (5.3a) to (5.3b).

We see that no superluminal communication can be
achieved in these circumstances. The effective density
matrix (5.2) before, during, and after reduction is identical
to that obtained by applying quantum theory without any
reduction to the same ensemble with the same hypothesis,
and this never leads to superluminal communication.
Another way to view this is to regard the inner sum in
(5.3b) as a density matrix associated with a single state
vector (the Ath) in which the off-diagonal elements decay
with universal time constant but zero initial values. Then
there is no superluminal communication, as we have ar-
gued in this paper.

We regard the theory described in Sec. I, together with
the irreproducible hypothesis, as a satisfactory dynamical
reduction theory in so far as there is no superluminal
communication, and the reduction time is finite.

V1. CONCLUDING REMARKS

In Sec. III we argued that the only experimental tests
that can distinguish between a dynamical reduction theory
and quantum theory are interrupted reduction interference
experiments. Such tests depend upon state vector repro-
ducibility. In order to avoid superluminal communication
we have had to hypothesize state vector irreproducibility,
implying that the only appropriate density matrix to use
to describe an experiment is the “effective” one, (5.2),
which is diagonal during the reduction process. This
means that no interrupted reduction interference
experiments—and therefore no experiments—can distin-
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guish between the two theories.

This has bad and good aspects. The possibility of ex-
perimental tests is a stimulation of physics activity (as we
have seen in the past decade of excitement over testing
Bell’s inequality), and this is lacking. Moreover, all that is
left to enable one to choose between identically predictive
theories are philosophical or aesthetic grounds. While
physicists do make choices on these grounds, unless
dynamical reduction theories are developed to the point
where they are more strikingly compelling than at present,
most physicists will opt for the simpler structure of quan-
tum theory.

On the other hand, the results of this paper unexpected-
ly give support to a possible resolution of the problem of
reconciling relativity with reduction, whose difficulty has
been pointed out by a number of authors.!” (It is interest-
ing that considerations of the requirements for nonsuper-
luminal communication may shed light on the broader
question of relativistic invariance.) An unreduced state
vector or density matrix undergoes only unitary evolution,
and one knows how to describe that evolution in another
Lorentz frame. However, during reduction the evolution
is not unitary, and no prescription is known for a
Lorentz-invariant transformation. Furthermore, one can
argue that if there are state vectors describing spatially ex-
tended systems which in one frame undergo unitary evolu-
tion followed by reduction, in another frame part of the
state vector may evolve unitarily and part reduce, and no
consistent dynamics of this kind is known.

The dynamics of the stochastic reduction theory
described in Sec. I takes place with respect to a parameter
t which is presumably the time in some preferred frame
(perhaps the frame comoving with the Universe’s expan-
sion, perhaps the center-of-mass frame—it has so far not
been found necessary to prescribe it). The interaction be-
tween amplitudes playing the reduction “game” is instan-
taneous and can be nonlocal. Moreover, the dynamics is
different when translated to another Lorentz frame. This
is obviously a nonrelativistic description.

Nonetheless, we have shown that it gives rise to predic-
tions identical to those of quantum theory in this pre-
ferred frame. In a relativistic quantum theory, predicted
results in any frame may be Lorentz transformed to
another frame. We can adopt this same prescription for
the dynamical reduction theory. Thus we have a prescrip-
tion for predicting experimental results in any Lorentz
frame, and those results are identical to the results of the
relativistic quantum theory. So the dynamical reduction
theory, although not relativistic in its formulation, is rela-
tivistic in its predictions.

The results of this paper also suggest a different answer
to the problem of determining when it is that entropy in-
creases during a measurement than that given by von
Neumann.

According to von Neumann, a measurement is
described by an evolving state vector, and the entropy
S=—kTiplnp is zero during the measurement. It is
only reduction, which according to von Neumann requires
the replacement of the pure density matrix corresponding
to the state vector by a mixed density matrix correspond-
ing to the experimental outcomes, that brings about the
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increase in entropy.

From the point of view adopted here, one is forced to
use the effective density matrix (5.2) to describe experi-
ments. During the measurement, when each individual
state vector evolves unitarily, the effective density matrix
does not evolve unitarily because it is constructed by tak-
ing the partial trace of a unitarily evolving density matrix.
Using von Neumann’s expression, the entropy increases
during the measurement. However, during the reduction,
when each individual state vector does not evolve unitari-
ly, the effective density matrix (5.3) does, and the entropy
remains constant.

One final comment: based upon considerations of
Bell’s inequality, some people believe that there should be
a hidden-variables dynamics behind quantum theory, in
which correlated particles communicate superluminally,
but an associated statistical behavior masks the super-
luminal communication so that it cannot be used by ex-
perimenters. In this paper we have seen an example of
how, in a dynamical reduction theory, the possibility of
superluminal communication is masked by the statistical
behavior required by the irreproducible hypothesis.
Perhaps there is a connection.

APPENDIX A

In this appendix we shall show that the condition of no
superluminal communication implies that the off-diagonal
elements of the density matrix must necessarily exponen-
tially decay with a universal time constant, in stochastic
reduction theories.

The argument is somewhat involved, so we shall num-
ber the separate main points.

(1) Such theories give rise to diffusion equations whose
most general form [incorporating the constant mean hy-
pothesis (1.10)] is

3G 1 ?? 92
2% |3x,0xp, bum + 3x,36,, Crnm
3 3
9 po16-=3 2,6, (A
+ 36,06, " |C~ 2 3q, > (

where G is the density function. If the initial state vector
|,0)= 3 aq |s) is reproducible, then G is the Green’s
function with the initial condition

G (a,a%;ap,af;t)= ] 8(x; —x0s)8(8; —6q) , (A2)
s

where dada*=da, - - da} - - is the
volume element in x,0 space.
G also satisfies the backward (adjoint) diffusion equa-

tion

=dx; -~ df- -

G 1|, _ @ 2
t - 2 nm Onm axo,,axo,,, Onm a 0"890,,,
3 3
b P,
+bom 36 50, O ? Yo 3, ©
(A3)
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(bonm means the arguments x,0 in b,, are replaced by
X0, 0o, €tc.).
(2) Each element of the density matrix

Dnm(amaa’t)E (anar:l >t

= f dada*a,a,, G(a,a*;apaj;t) (A4)
also satisfies the backward diffusion equation (A3), as can
be seen by taking the derivative of (A4) with respect to ¢,
and using (A3). The initial condition is

D, (ap,80;0)=v xOn-’c()mei(eo’l ~om?

which follows from (A4) and (A2).

Now, we require invariance of experimental results
(in particular, for interrupted reduction interference
experiments—for other experiments the reduction of the
density matrix to diagonal form ensures that the phase in-
variance plays no role) under arbitrary fixed phase
transformations of the basis vectors |¢,,t)
—e " |¢n,t), as discussed in Sec. I. This means that
the density-matrix elements (A4) must be related to the
density-matrix elements describing the evolution with
translated phases by

(AS)

—iA,,

Dy (%0, 00+ A1) =Dy (X0, O51)e " (A6)

(We have replaced ag,aj by Xxo,6; as D,,,’s arguments for
clarity.)

D, (x0,600+ A;t) also satisfies the backward diffusion
equation (A3), where the argument 6, in the diffusion and
drift coefficients is replaced by 0o+ A. Substituting (A6)
into this equation, we find that D,,,(xq,0q;t) satisfies it
also. Taking the derivative with respect to Ay, say, and
letting A go to zero, we find

bl 82 ’ 82
O 3x0,0%qr | O 3x0,300

1
0-_2§

hy —O
A0 364,000,

aD,
D,,, + 2 Uos g ’

2 36s, (A7)

where b, =03b,s /36, etc.

If (A7) is evaluated at as many different times as there
are coefficients, we get a sufficient number of homogene-
ous equations to solve for the coefficients. Provided the
matrix composed of derivatives of D is nonsingular, the
solution is b'=c’'=h’'=v'=0, and so the coefficients are
independent of the angles. Then an expansion of D,, in a
Fourier exponential series in the angles, and substitution
into the backward diffusion equation, reveals that each
Fourier coefficient—in particular, the coefficient of
e onT%m__qatisfies a closed differential equation. This,
combined with the initial condition (AS5), yields the expli-
cit angular dependence of D,,,:

(6, —O0m)

Dy (X0,00;8) =onm (X, 1)e (A8)

However, the matrix composed of derivatives of D may
not be nonsingular. Nonetheless, we can achieve the re-
sult (A8) in the following way. By taking the derivative
of the backward diffusion equation for D,,, with respect
to Ok, and using (A7), we find that dD,,, /36 also satis-
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fies the backward diffusion equation. The initial condi-
tion here is

9D, (x9,00;0) /96
=iV XX om(Btn — im0 %" (A9a)
—iD,y (X,06;0) (81 — i) - (A9b)

The solution of the diffusion equation with a given initial
condition is unique: because of this, the linearity of the
equation, and the equality (up to a multiplicative con-
stant) of the initial conditions for D,, and D,,, Eq.
(A9b), we can extend (A9D) to ¢> 0:

0D, (X0,00;t) /360 =iDyypm (X0,00;8 ) (B — S ) - (A10)

The solution of Eq. (A10) with initial condition (AS5) is
(A8).

(3) Now, as in Sec. IV, we consider a correlated state
vector which at =0 is

|9,0)= 3 aon|r,0)|10), (A11)
rl

where |r) and |!) describe widely separated experi-
ments “to the right” and “to the left.”” We suppose that
both right and left experimenters, by prearrangement,
have just completed experiments at =0 thereby trigger-
ing the reduction process for ¢>0. The density-matrix
elements are, by (A4),

D, (ag,ad;t)= fdada‘a,,a,*'pG(a,a“;ao,as;t). (A12)

Because these theories treat all amplitudes equivalently,
the diffusion equation and the initial conditions and there-
fore G are invariant under the exchange of any pair of
amplitudes

* * * *
A<>Qgm, A<Ggn, Qog<>Aosm, A0on<>A0sm - (Al3)

(If there are numerical coefficients in the diffusion equa-
tion depending upon the indices, it is understood that they
must be exchanged, too.)

The result (A8) of point (2) of this appendix reads, in
this context,

Dyypi(80,8830) =t pp(xg, 1) =001 (A14)
The symmetry in G implies symmetry in the u’s: each
Hppp is invariant under exchange of all x,’s except those
with rl or r'I' indices, and p,;, [(r,])s4(r",I')] can be
turned into fgmem: [(s,m)5£(s’,m’)] by the exchange
(A13) and a similar exchange with primed indices (1,
can similarly be turned into g,y ).

In point (5) of this appendix we show that nonsuper-
luminal communication implies that

EDrlr'I(af)vaa;t)z zDrIr‘I(aou)aOu*;t) > (A15a)
[ I

where aou is an abbreviation for Y, ao,,uﬂ‘ for arbitrary
unitary transformation ul. This comes from the condi-

tion that an arbitrary left experiment at an arbitrary time

be undetected by the right experimenter. Similarly

> Dyn(agad;t)= 3 D,y (uag,uad;t) (A15b)
r r
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(where ua, represents 3 uXa,).

(4) We now have enough information to develop the
main argument. Equation (A15a) requires that >, D,
be a function only of the invariants under left-unitary
transformations, i.e., only of ¥, aggags. But according
to Eq. (A14)

zDrlr’I(aO’aa;t)
!
= 2#,1,'1(10,t)(xO,1x0,'1)_1/200,103,'1 . (A16)
!

Taking derivatives of (A16) with respect to its possible ar-
guments, the invariants, we find the y’s must be restricted
in form to

/"rlr'l(x();t)=ﬂrr‘ [ U szsm R 4 ](-’COrI-XOr'I)l/2 ’
m

rr’' .  (Al17)

For r =r' there is a much weaker constraint; but, regard-
less, we know D,;,;=x, by the constant mean hypothesis
(1.10).

The symmetry enjoyed by the u’s means that we can
promote the simplification of (A17) to any pairs of
unidentical indices, and (A 14) becomes

Drlr'l"‘#rr’ [ zx()sm N ]aOrIaOr'I' )
m

(r,~(r'1') . (Al8a)
The same argument based upon (A 15b) leads to
Drlr’l’=ﬁll’ [ e 2x0sm R 4 ]aoﬂaar'l’ ’
s
(r,D=£(r'I') . (A18b)

The only way D, can depend upon the left sums in
(A18a) and the right sums in (A18b) is if the u’s depend
only upon the single double sum 3, Xxoon=1 and ¢, i.e.,
on t alone:

D, p=D(thagpadyr, (r,D=-(r'l') (A19)

[with D(0)=1 implied by the initial condition on D, ].
Using the Chapman-Kolmogorov equation expressing
the Markov nature of the diffusion process
G(a,a*;apag;t)= f dbdb*G(a,a*;b,b*;r —7)
X G(b,b*;ap,a3;7) , (A20)
where T is arbitrary, we obtain, from (A12),
Dyyp= | dbdb*D,;p1(b,b*;t —7)G (b,b*;a0,a3;7) .
(A21)
By substituting (A19) into (A21) we find
D,y i(ag,a8;8)=D (t —7)Dyp(7) . (A22)

Using (A 19) once more allows us to conclude
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D(t)=D(t —7)D(7) or D(t)=e~M (A23)

which completes the demonstration that superluminal
communication implies exponential decay of the off-
diagonal density-matrix elements.
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suppose that the left experimenter chooses a time 7 at
which to perform another experiment before the reduction
has been completed. The experiment is “instantaneous”
(i.e., its duration is much less than the reduction time). It
is an interference experiment, so that a new basis of ma-
croscopically distinguishable state vectors |7) compete in

(5) The remaining chore is to prove Eq. (A15a). We  the reduction “game” for ¢ > 7. The density matrix at 7 is

D=3 |r)|D){r || fdada‘a,,a,"pG(a,a";ao,ag;T) (A24)
rir'l’
and at 7%, when | /) has evolved into 3, | T){T|u | I}, is
D=3 [r) | | (T fdada‘b,Tb .G (a,a*;apal;7)
rrT’
=3 |7 D¢ |(T"| [ dbdb*bzb%.G (bu'bu™;a0,a8;7) , (A25)
T

where b =au (bg= 3, a,uf;) and dbdb* =dada* because the transformation is unitary. The evolution continues until
time T (still less than the reduction time) when the density matrix is

D=3 |r)|I)r|(T'| [ dedc* dbdb*cc1.G (c,c*;b,b*;T —7)G (bu',bu™;a,a3;7) .
rir'?’

(A26)

At time T, the r experimenter makes an interference experiment resulting in the macroscopically distinguishable
basis |7). Thereafter the reduction proceeds to completion in the |F)|I) basis, so that only the diagonal elements
remain. We take the trace over the left basis to see the density matrix used by the right experimenter to describe his ex-
perience:

'I;TD= > | FXF| Zu,,,u,.,. fdcdc'dbdb‘ cg¢7G (c,c*;b,b*; T —7)G (bu',bu’;a5,a%;7) . (A27)

The condition of nonsuperluminal communication means that the right experlmenter must be unaware of the time of
the left experiment and of the left experimenter’s choice of basis { |7)}. That is, Eq. (A27) must be independent of 7 and
of ul. Setting 7 first equal to 0 and then equal to 7, and using the initial condition (A2), we find

0= Eu#u fdcdc 2c,7c,7[G(cu ,cu';a0,a8;T)— G (c,c*;a0u,80u*; 7]

=3 uRuRt (A28)

2 DrYr’Y‘ ag,a5;T)— 2 DrTr’T(aOu’ agu*;7)
7 7

[

where we have used dcdc*=dcu'd(cu’)* and
S cet= Sylcuh)fcu’)?y in evaluating the first in-
tegral.

Equation (A28) has the form (7|4 |F)=0, where |F) 32 32
is an arbitrarily chosen basis because the right experi- ——2 l " 3, 0x, +en 330
menter is free to choose his experiment. Thus the term in *rox Xr00s
large parentheses in (A28) vanishes, and this is Eq. 3?2 aD,,,
(A15a). +h, 20,0, |D,,,,,+ gv, 28

APPENDIX B (B2)

into this most general diffusion equation (for simplicity
we drop the zero subscripts) with zero drift in x,

aD,,,,,

In this appendix we prove that exponential decay of the
off-diagonal density-matrix elements in a stochastic
dynamical reduction theory implies that each state vector
takes infinite time to reduce.

We start with the observation that the density matrix

and taking the real part of the result leaves us with the
following constraints on the diffusion coefficients:

(A4) satisfies the backward diffusion equation (A3). Put- sl bum 1 bpn 1 bum
ting the presumed form T4 | xpx, 5 x2 2 X2
D,,,,,(a,a';t)-—-a,,,a,,' —At__ =1 /xmxnei(em_on)e—-l.t,
nstm  (Bl) +(hm = Than— Thmm )y nztm . (B3)
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In addition, since the diffusion coefficients b,, are ob-
tained from stochastic differential equations, with

by = (dx,dx,, ) /dt (B4)

and since Zm x,, =s where s is constant is required, we
have the additional equation

S by =0 .
m

(BS)

xkxl
A'nm + 2 <A'nk +}"mk

— Elkl

bnm =4x,Xp,

xm
=4Ax,x,, — + 6, | +4x,xm |H,

First consider the case where 4, =0 (no angular dif-
fusion). We see that the b,, in Eq. (B7) are identical to
the diffusion coefficients in Eq. (2.2). Thus we have
shown that the diffusion equation arising from Gisin’s
model is the unique one (without angular diffusion) that
gives rise to exponential decay of the off-diagonal
density-matrix elements.

We show in Appendix C that this diffusion equation
describes a state vector that never completely reduces; i.e.,
the vector x can approach but never reach any one of the
hyperplanes x, =0 that bound the region of diffusion
>, %xm=1. This is because b,, ~x,? for small x,, and
such a diffusion rate is too slow in the neighborhood of
the boundary to reach it in a finite time.

Thus the question remaining to be answered is whether
a choice of h,,,#0 can be made so that the additional
terms in Eq. (B7) produce a less rapid decrease of b,, in
the neighborhood of x, =0 (e.g., b, ~X,> "¢, €>0).

The answer to this question is no. We show below that
the extra terms in (B7) make a negative contribution to
bun. If such terms are to dominate the small x, behavior,
then b,, will be negative for sufficiently small x,. But,
by (B4), b,, must be positive. Thus it is impossible that
nonzero h,,, can render the reduction time finite.

We take an arbitrary vector £ and using (B7) form the
scalar product &-b-&:

Egnbnmgm=4}‘2un2_42unhnmum ’ (B8)
nm n nm
where
U, f-g-g" ] . (B9)
Now, h,, =(d6,d0,,)/dt is a positive-definite matrix.

Thus —473,  u,humt, is negative definite. When we
choose &, -8,,k we see that the contribution to by from
the second term in (B8) is negative, which concludes our
argument.
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In Egs. (B3) and (B5) we have sufficient equations to

solve for all b,,,. We define
Anm =AM =8 ) —Hop, (B6a)
Hppn =5 Ron + o — 2R ) (B6b)
The solution is readily found to be
XpX
nm E(an +Hmk '—+ ZHH k ! (B7)

APPENDIX C

In this appendix we show that the diffusion process
described by Eq. (A1) never reduces if each b,, ~x,, r >2
near x, =0.

Consider the general diffusion process described by

aZ
2 2
n

o 0Y,0V, n

9 v (y)G

b G —
am (Y) .

G
EY (¥;¥0;t) =

(Cn
in a region surrounded by an absorbing boundary 3. We
first outline the derivation of Dynkin’s equation® for the
mean absorption time m(yy) for a diffusion that starts
from yj:

2

d
1= zbnm(yo>5y——m

(yo)
On ay Om Yo

+ Ev (yO> (C2)

m (yo)
where m (y;) vanishes on 2.

Equation (C1) can be regarded as a conservation of
probability equation G +V-J=0 with the probability
current density

ab,
Ly;D= | = 3 —(y)+u.(y) |G . (C3)
m Wm
Since G obeys the backward diffusion equation
9°G
( )= b )'——-———
Y:Yo 2 nm YO ayOna.YOm
+ 2 v,,()'o) (C4)
a Y on

we can operate on both sides of this equation with the
operator in large parentheses of (C3), so J, as well as the
current to the boundary I(ygt)= f J-d A satisfy this
same backward diffusion equation. The mean reduction
time is m(yo)= o tI (yo;t)dt. By multiplying the back-
ward diffusion equation for I by ¢ and integrating over all



t, Eq. (C2) is obtained ( [“tidt=— [“Idt=—1on
the assumption that all the probability flows eventually to
the boundary).
The one-dimensional diffusion equation on 0 <x < 1
aG 2 a_2 r, r,
3 = axzx (1—-x)G (CS)
arises from stochastic dynamical reduction theories of two
states with x| =x,x,=1—x: the theory described in Sec.
I has r=1, Gisin’s theory described in Sec. II has r=2,
and the theories of Eq. (1.11) have arbitrary r. Equation
(C2) for the mean reduction time

aZ
aX02
can be solved exactly, in this case, with the solution

—1=0’x}§(1—x4) m(xg) (C6)

1 %o dy
——— 1__ —_—
mxo)="7 |(1=xo) f" y i —py

1 dy

— (CT
xq y’(l«y)’_’

+ Xo

For example, for =0 and 1 we have, from (C7),
m(xg)= %a_zxo( 1—xg)
and (C8)
—0Yxolnxo+(1—x¢)In(1—x4)] ,

respectively, but the solution is infinite for r >2. This
should be interpreted as meaning that the mean reduction
time is infinite, even though, strictly speaking, the prob-
lem we have posed is not defined [since (C7) does not
satisfy the boundary conditions at x,=0,1].

To illustrate this point, consider the diffusion (C5) for
r=2 on the interval (€,1— €) with absorbing boundaries at
x =¢€,1—e. Then Eq. (C6) and the boundary conditions
can be satisfied:

m(xq)=0"%1—2€)[In(1—¢€)—Ine]
— 0741 —=2x¢)[In(1—x¢)—Inx,] . (C9)

We observe that as €é—0, the mean reduction time from
any fixed point x, in the interval grows without bound.
What is happening is that for r>2, the region in the
neighborhood of the boundary acts like a quagmire: the
diffusion proceeds toward the boundary, but there the dif-
fusion coefficient o2x"(1—x)" is so small that the diffus-
ing points can never escape, nor can they reach the boun-
dary in a finite time.

We wish to apply these ideas to the more general
diffusion equation (A1) arising from stochastic reduction
theories. We consider the diffusion within the
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(hyper)plane x;+x;+ '-* +xy=1 bounded by the
(hyper)planes x, =0,x,=0,...,xy=0. For N=3 this is
a triangular area, for N=4 a tetrahedral volume, etc. We
wish to focus on the diffusion behavior in the neighbor-
hood of one of the boundary planes x, =0. If there is no
point near any boundary plane from which the diffusion
can reach the boundary in a finite time, then no x, can
vanish, and the state vector never reduces.

Consider diffusion in a small (hyper)cylindrical volume
bounded by the end “caps” x;=0 and x;=A, and the
surface

(xp—ap)*+ -+ +(xy—ay)?+(0,—B))?

+ +(9N—BN)2=€2 ’
ie, a cylinder with center axis line 0<x,
<Ax;=a,,...,0§y=Bx. If € is small enough, we can

consider that all diffusion and drift coefficients are only
functions of x,, since x,~a, ,...,0y~pBy are approxi-
mately constant. Suppose we consider diffusion with ab-
sorbing boundary conditions at x; =0 and x;=A but re-
flecting boundary conditions everywhere else (i.e., J-i=0,
where 1i is the boundary normal) if there is no angular
drift (v, =0). If the angular drift is nonvanishing, we will
impose periodic boundary conditions on the 6,’s, i.e.,
current exiting one side of the cylinder in a 6 direction
enters from the other side. In either case only end caps
x;=0,A and not the (hyper)cylindrical surface receives a
net nonzero probability current.

Furthermore, suppose that the initial probability densi-
ty distribution is uniform in the (hyper)disc x;=x¢,
(0<xo; <A) and zero elsewhere. Then the probability
density thereafter will be uniform in each disc x, =const,
since a solution G of Eq. (Al) in the cylinder can be
found that depends only upon x, and ¢, and satisfies the
initial and boundary conditions, and such a solution is
unique. The diffusion equation and initial condition satis-
fied by this solution are

G 1 9
—é_t‘(xl,t)z'ig'x—lz_b”(xl)G(Xl,t) s (C10a)
G(x,0)=8(x;—x01) , (C10b)

where we have suppressed the dependence of b;; on the
constants a,, . . . , By.

The problem of whether the plane x,=0 can be
reached is thus reduced to the one-dimensional problem
we discussed earlier. Thus if in the neighborhood of every
point on each bounding plane x, =0 the relevant diffusion
coefficient b,, ~x, with »>2, then there is no place on
the boundary that can be reached in a finite time, and the
reduction time is infinite.

IP. Pearle, in proceedings of the Oxford Quantum Gravity Dis-
cussion Conference, 1984 (unpublished).

2See, for example, E. Wong, Stochastic Processes in Information
and Dynamical Systems (McGraw-Hill, New York, 1971); or
L. Arnold, Stochastic Differential Equations: Theory and Ap-

plications (Wiley, New York, 1974); or Z. Schuss, Theory and
Applications of Stochastic Differential Equations (Wiley, New
York, 1980).

3P. Pearle, Int. J. Theor. Phys. 48, 489 (1979).

4P. Pearle, J. Stat. Phys. 41, 719 (1985).



2252

5W. J. Ewens, Mathematical Population Genetics (Springer, New
York, 1979).

6P. Pearle, Found. Phys. 12, 249 (1982).

7P. Pearle, Phys. Rev. D 29, 235 (1984).

8P. Pearle, Phys. Rev. D 13, 857 (1976); in The Wave-Particle
Dualism, edited by S. Diner, D. Fargue, G. Lochak, and F.
Selleri (Reidel, Dordrecht, 1984), p. 457.

9D. Bohm and J. Bub, Rev. Mod. Phys. 38, 453 (1966).

10N, Gisin, Phys. Rev. Lett. 52, 1657 (1984).

1P, Pearle, Phys. Rev. Lett. 53, 1775 (1984).

12N. Gisin, Phys. Rev. Lett. 53, 1776 (1984).

13A, Zeilinger, M. A. Horne, and C. G. Shull, in Proceedings of

PHILIP PEARLE 33

the International Symposium on the Foundations of Quantum
Mechanics in the Light of New Technology, Tokyo, 1983, edit-
ed by S. Kamefuchi et al. (Physical Society of Japan, Tokyo,
1984), p. 389.

14, D. Zeh, Found. Phys. 1, 69 (1970); E. Joos and H. D. Zeh,
Z. Phys. B 59, 223 (1985).

15W. H. Zurek, Phys. Rev. D 26, 1862 (1982).

16A. Daneri, A. Loinger, and G. M. Prosperi, Nucl. Phys. 33,
297 (1962).

171, Bloch, Phys. Rev. 156, 1377 (1967); Y. Aharonov and D. Z.
Albert, Phys. Rev. D 21, 3316 (1980); 24, 359 (1981); S. Ma-
lin, ibid. 26, 1330 (1982).



