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Using the Schwinger-Dyson equation in the Hartree-Fock approximation, we show that, within a
potential model motivated by the QCD Hamiltonian in the Coulomb gauge, chiral symmetry is re-
stored at finite densities. Two cases are studied: a 8-function potential and a linear confining poten-
tial. For the former case the phase diagram is obtained analytically, whereas for the latter case nu-
merical techniques are used. The values of physical quantities calculated for the linear confining
model are consistently smaller than the experimental ones indicating that a potential with additional
short-range attraction is needed to describe the quark interaction in the high-density regime.

I. INTRODUCTION

In heavy-ion collisions nuclei overlap over short time
intervals creating high-density matter. The structure of
the nucleons becomes important and the many-body as-
pects of QCD are expected to explain phenomena in this
regime. Similar situations leading to high-density matter
can be found in neutron stars and in the early Universe.
Recent calculations indicate that QCD exhibits a phase
transition at finite temperatures and densities.'! Decon-
finement and chiral-symmetry restoration occur leading
to a new phase of matter: the quark-gluon plasma.

Calculations have been done by using perturbation
theory and lattice simulation to locate both transitions.!2
Perturbative analysis is unfortunately limited to densities
much higher than those expected to give the transition
and convergence of the perturbation series does not seem
to be good enough to make reliable extrapolations. Lat-
tice simulations give accurate predictions only in the
high-temperature regime because the inverse temperature
determines the lattice size in the temporal direction. Low
temperatures require larger lattices and finite-size effects
produce sizable uncertainties. Furthermore, the inclusion
of fermions on a lattice is still problematic. Because of
these difficulties the relation between chiral-symmetry
restoration and deconfinement is still unclear and it is im-
portant to investigate other possibilities of describing this
regime of QCD.

In this paper chiral-symmetry restoration at zero tem-
perature and finite densities will be studied within the
framework of a potential model recently proposed by
Finger and co-workers.’

The accepted picture of the chiral-symmetry-breaking
mechanism is that for sufficiently strong couplings the
perturbative vacuum is unstable against the formation of
quark-antiquark bound states.* The physical ground state
is a quark pair condensate and it transforms in a nontrivi-
al way under the chiral group. The presence of surround-
ing quarks induces a shift in the energy of a quark-
antiquark bound state which is negative relative to an
empty state. This shift is due partly to the interaction be-
tween the surrounding quarks and those in the condensate
and partly to Pauli blocking. Increasing the density will
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diminish the strength of the interaction and eventually the
symmetric vacuum will be stabilized leading to chiral-
symmetry restoration.

In Sec. II we will review the model. In Sec. III the gen-
eralization to finite temperatures and densities will be
given. In order to gain some intuition about the nature of
the phase transition, a simple example of a §-function po-
tential will be worked out in detail in Sec. IV. This model
is not realistic, only pedagogical. Numerical solutions and
results for the confining potential are presented in Sec. V.
In Sec. VI relevant conclusions are drawn and we discuss
the limitations of the model and its possible extensions
and improvements.

II. REVIEW OF THE MODEL

Recently it was shown that in the Coulomb gauge the
QCD Hamiltonian can be written as’

H= [d* ¢’ (x)(—ia-V)y(x)

+-;-fd3x fd3yp“(x) 4;7-—? (x,9)p%(p)
+transverse gauge , (2.1)
where
=412y 2.2)

and A?/2 are generators of the SU(N) color group in the
fundamental representation.

Motivated by the fact that quarks are the relevant de-
grees of freedom responsible for chiral-symmetry break-
ing, we restrict our analysis to the quark sector of the
theory’s Fock space. In this case the “transverse gauge”
part of the Hamiltonian (2.1) does not enter the calcula-
tions and one can work with the effective Hamiltonian

Hear= [d*x ¢ x)(—ia-V)g(x)

% 2.3)

+%fd3x fd’yp“(x) (x,3)p%y) .

1785 ©1986 The American Physical Society



1786 ALEKSANDAR KOCIC 33

This procedure of dropping terms in Eq. (2.1) is discussed
in greater detail in Ref. 3.

The fermion gap equation obtained from H.y corre-
sponds to the instantaneous ladder approximation of the
Bethe-Salpeter kernel. This approximation is used in the
phenomenological treatment of heavy quarkonia and the
structure of H s admits the immediate generalization to
phenomenological potentials.

It is believed that the ground state of the strongly cou-
pled QCD is a quark pair condensate. The pairing mech-
anism is very similar in nature to the formation of Cooper
pairs in the theory of superconductivity and this analogy
has been exploited since the idea of spontaneous chiral-
symmetry breaking was first introduced by Nambu and
Jona-Lasinio.’

In the potential model we want to study, the ground
state is determined variationally starting with the BCS-
type ansatz>’

1
It//)—Nw]

exp |3 [ dp sy,b/(p,s)d/(—p,s) |10,
s

(2.4)

where |0) is an empty state and b,-T(p,s) and d,j(—p,s)
are quark and antiquark creation operators, respectively,
with momentum p, helicity s, and color i. The flavor in-
dices have been suppressed.

The trial function ¢, is determined from the extremum
condition

)
— (¢ |Hegx | ) =0 (2.5)
59, V| Hes | ¢
and the normalization constant is fixed by requiring
(Yly)=1. (2.6)

The quarklike excitations of the ground state (2.4) are
created by

1

Bl(pys)=—
TR

[6](ps)+s¥pdi(—ps)],  (2.72)

t 1 t
D,‘ ( —p,S)'—'— (—l—+—¢;2—)l—/5‘[d, ( —p,S) —Slllpbi(p,S)] . (2.7v)

The transformation from (b,d) to (B,D) is the
Bogoliubov-Valatin transformation® and we shall refer to
the excitations represented by B'and D' as pseudoparti-
cles or dressed quarks.

The equivalent approach to the calculation of a ground
state and a quark self-energy is to solve the Schwinger-
Dyson (SD) equation in the Hartree-Fock approximation.
This will prove to be the more convenient approach be-
cause it admits a straightforward extension to the case of
finite temperatures and densities. Derivations in the next
section will be done for a general potential ¥ (x).

III. SCHWINGER-DYSON EQUATION
AT FINITE TEMPERATURES AND DENSITIES

For the effective Hamiltonian in (2.3), the equation for
the quark self-energy is represented in Fig. 1. The

o - fo)

FIG. 1. Schwinger-Dyson equation for the quark self-energy.
The hatched circle is the proper self-energy; the open circle is
the screened potential, and the hatched triangle is the full ver-
tex.

Hartree-Fock approximation consists in replacing the
screened potential and the full vertex by their bare values,
Fig. 2. The Hartree term, Fig. 3, vanishes because SU(N)
generators are traceless.

In 6the imaginary-time formalism the fermion propaga-
tor is

Saop(xx' | 77')= —Tr{pT [¢a(xT)Pe(x'T)]} , (3.1)
where
o —BUH—pN)
p:m > (3.2)
where
1
B= T (3.3)

Quark fields satisfy antiperiodic boundary conditions in
the 7 direction with period B. The propagator (3.1) is di-
agonal in color and flavor indices and this dependence
will be suppressed. In terms of S, the equation in Fig. 2
can be written as

2p)=Cr [ V(o —97°Stan®, (3.4)

with fermion propagator

1
S(g)=—7, 5
(q) 71— (3.5
where
qo=iw,+U . (3.6)

V(k) is the Fourier transform of the potential, Cr is the
Casimir operator in the fundamental representation of
SU(N) color group, =(p) is the quark self-energy, and
stands for the integration over the three-momenta togeth!
er with summation over the discrete frequencies

o = 2n+1 7w
n=— ) B .
Since the interaction is instantaneous, V(k) depends on
|k | only. As a consequence, 2(p) is », independent and

the frequency sum in (3.4) can be performed easily. The
quark propagator has to be defined for this case as

Saplx,x")= lirx:‘ 5 [Yalx7), Pplx'7)]) . (3.8)

o - O

FIG. 2. SD equation in the Hartree-Fock approximation.

(3.7
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The general form of 2(p) is then
(3.9)

where the functions a,, b,, and c, depend on |p|.
Fourier transforming (3.8), we find

3(p)=a, +b,p-y+¢,7°,

S<p>=‘$2[e“""”sw |wn)+e"""S(p |,)],
n

(3.10)
where the limit 7—07% is understood. Using
iw,n 1 ,B
e " - = (3.11)
? Wy —x eﬂx+ 1
and
St ___ B (3.12)

n iw, —x B e—ﬁx+1 ’
it is straightforward to obtain S(p) which can be rewrit-

ten as

Sp)=— 55 3" ISt 0n)+S |p| 2T —0,
(3.13)

Define the pseudoparticle energy

wp=[ap?+(1+b,)%p?]'?, (3.14a)
shifted chemical potential

Vp=p—Cp (3.14b)
and Dirac Hamiltonian

Hy=v%,+(14b,)y%-y . (3.14¢)

In terms of these quantities, the quark propagator is

(iwp +v,)Y°+H,y°
S(p | wp)= TV T 25 (3.15)
(iwp+vp) +wp
Applying (3.11) and (3.12) we obtain
H, Y
S(p):Eyo(l——np—ﬁp)— S (np—Tp) (3.16)
with occupation number for fermions
1
n,=-————— (3.17a)
P eﬁ(wp—vp)+1
and antifermions
7 : (3.17b)

Ry=—"Ff .
P eﬁ(wp+vp)+1

The overall Fermi factor 1—n,—7, will appear often so

we denote it by F,
Fp=1—n,—n, . (3.18)

As a function of T and u, F, has the following limiting
behavior:

F,(0,0)=1, (3.19a)

FIG. 3. Hartree term for the quark self-energy.

P

F,(T,0)=tanh - |- (3.19b)

F,(0,u)=0(w,—v,) . (3.19¢)

The Schwinger-Dyson equation (3.4) now can be writ-
ten in terms of functions a,, by, and c,:

ap+bpp-y+cpy°

Cr 5 aq+(l+bq)q'7 =
=—2—qu(p—q) F,—Tq—————yo(nq—-nq) ,
(3.20)
and from now on
3
[=[44 (3.21)
q (2m)

This becomes a system of three coupled equations

Cp ~ aq
ap=—£—qu(p——q)Fq;)—q- , (3.22a)
Cr o - (1+b,)
(+bp=p+—- [ Vp—@F,— 129G, (3.22b)
q
Cr -
cp=—TquV(p—q)(nq—ﬁq) : (3.22¢)

The first two equations can be rewritten in terms of the
Bogoliubov angle ¢, defined by

a, =w,sing, , (3.23a)
(1+b,)p=wpcosd, . (3.23b)
The trial function ¢, and the angle ¢, are related by

2
sing, = '—LZ ) (3.242)
1+,
1— 2
cosg, = —'/"’2 : (3.24b)
1+,
'/’p =tan(¢p /2). (3.24¢)

In terms of ¢, Egs. (3.22) become
. Cr 5 . . ~
psing, = > fq V(p—Qq)F,(sind,cosd, —sing,cosd,p-q) ,
(3.25a)
Cr > L
®p =pcosd, + > fq V(p—Qq)F,(sing,sing,

+cos¢,cosd,p-q)
(3.25b)
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and the equation for ¢, is left unchanged.

It remains to solve the system (3.25) together with
(3.22c). The quark energy in the expression for n, and 7,
depends on temperature and density so the three equations
need to be treated self-consistently. Once the solution to
the gap equation (3.25a) is obtained, the quark propagator
is known and relevant physical quantities can be calculat-
ed.

IV. A SIMPLE EXAMPLE:
5-FUNCTION POTENTIAL

Before attempting to solve the gap equation (3.25a) for
a confining potential, it is useful to study a phase diagram
of a simple, exactly solvable model: the §-function poten-
tial. The reason we choose this example is the simplicity
rather than its physical significance. In three dimensions,
a 8 function produces short-distance singularities in most
physical quantities so, to regulate the integrals, we shall
restrict the phase space inside the sphere

lpl <A, @.1)
where A will be assumed large. In coordinate space, this
corresponds to a short-distance cutoff:

rON_A_ . (4.2)

It will be shown, that for the particular values of coupling
constant considered here, the results are insensitive to the
cutoff procedure.

For the potential

Vig)=g 4.3)
the gap equation (3.25a) becomes

. Crg .
psing, = > f qusm¢qcos¢p R 4.4)

where the cutoff 6(A—gq) is understood in all the in-
tegrals. The p-independent part on the right-hand side of
(4.4) is the mass gap of the quark

Crg .
A=—7 [ Fysing, . @.5)

This identification is immediately justified because Eq.
(4.4) becomes

A
tang, = — (4.6)
P
and the quark energy is
w,=(p*+AH"2, 4.7
Hence, the gap equation reduces to
Crg A
a=—=[F, A 4.8)
Function c, of Eq. (3.22¢) is independent of p
Crg _
e=——-[ (ng—mp) 4.9)

or, using the definition of the quark density

n=2N.ns [ (ng—7,), (4.10)
Crg
=— WN.n, n (4.11)

At zero temperature and density, Eq. (4.8) has two solu-
tions: Ay=0 and Ay£0. For a given Ay#0,

Crg 1
1= 2 fq(q2+A2)l/2

places a constraint on the coupling constant g which has
to exceed some critical value g, with g. given by

(4.12)

Cr8e 1
1==7 qu 4.13)
or
CFgc 1
=, (4.14)
8 A?

Using this relation it will be possible to trade A? for g, in
subsequent calculations. From now on, g will be fixed
and greater than g.. A critical line in a (T,v) or (T,n)
plane will be determined by solving (4.8) in the limit
A0,

Two limiting cases are extremely easy to obtain.

(i) T=0, n=0.

Fy=0(q—pr), (4.15)
where pp is defined by

(pFP+A)V=v, (4.16)
and

v=p—c . (4.17)

As A—0, pr—v. At critical density A vanishes and the
chemical potential approaches its critical value v, given
by

C

F8 1
== fqe(q-—vc)q.

Note that

(4.18)

6(g—v.)=1-6(v.—q) (4.19)

so that (4.18) becomes
Crg r1 Crg 1

== fq g 2 fqe(vc—q)q ’

Using the definition of g, we arrive at
, 8m* 8—8&
Vei=—rm—.
CF 88

The corresponding density is

(4.20)

(4.21)

Neng
ne=——>v.".
R IR
(i) T+0, n=0.
In this case, the gap equation has the form

_Crg 1
T2 Jag

(4.22)

(4.23)

2
eB‘q—}-l
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Since the second term on the right-hand side of (4.23) is
rapidly converging for large g, we can extend the limits of
integration to infinity

© 2 17'2Tc 4
A dqqeq,Tc+1 =% (4.24)
Hence, (4.23) results in
wT,
3 =v, . (4.25)

In the general case of finite temperature and density, a
critical line is given by

C ®
& ,_tF& 1
g 1= 4 fo dqq e@—V/T L T @ T |
(4.26)
Evaluating the integral
f‘”d 1 1
o %99 e@—/T | T g@+/T |
2
1 7T
R VI e i N Y
2 + Ve (4.27)
Eq. (4.26) simplifies to
2
7T
v i=vi4 7| (4.28)

The corresponding phase diagram in the (7,v) plane is
sketched in Fig. 4.

To obtain the (7,n) diagram, we calculate the fermion
density for A—»0*:

1 1
n=2Nen [, Ry SR rEeY, ’ (4.29)
or
2
Ncnf ‘V2 T
= 17-2 v 3 —+ \/3 . (4.30)
Substituting for v from Eq. (4.28) gives
neN,
n= 3fﬂ; (v =) v 4277, 4.31)

T/y,

1//1/c

FIG. 4. Critical line in the temperature—chemical-potential
plane.

with
7T

T=—

V3
It is convenient to rescale n with n, given in Eq. (4.22):

n/n.=[1—=(r/v )] 1+2r/v.)*] . (4.33)

(4.32)

The phase diagram is given in Fig. 5. The energy density
difference is positive definite and the transition is second
order along the entire line.

As we mentioned earlier in this section, the validity of
our results has to be justified by showing that the average
length scale in this problem is much bigger than the cut-
off ro. We have to demonstrate two things:

n <<A3 (4.34)

and

p<<A?, (4.35)

where p is the scale associated with the condensate and
represents the density of pairs in the condensate. It is de-
fined as

1—cosd,

> (4.36)

p=2Ncns [ F,

and it has a maximum at zero temperature and density.
Equations (4.34) and (4.35) give

8 —&

«<1 (4.37)

and
Apg<<A . (4.38)

As a final remark to this model we calculate the pion-
decay constant f,. The detailed derivation has been done
by Govartes, Mandula, and Weyers,’” so we just state the
final results. For a general potential

8(plwp =sing,
Cr -
+=- [ V(p—)F (sing,sing,

+°08¢pcos¢qi5'ﬁ)g(q) ’
(4.39)

T/y,

0 1.0 VA

n/ng

FIG. 5. Critical line in the temperature-density plane.



1790 ALEKSANDAR KOCIC 33

where _
glp)= f—(’;—) (4.40)
@p

and P(p) is a pion-vertex-part form factor. Normaliza-
tion of g(p) is

f2=N, quqsimﬁqg(q) .

For the 8-function potential at zero temperature and den-
sity

(4.41)

Crg . sing,
= —_ 442
glp)= |1+ 5 qu1n¢qg(q) ; (4.42)
or using the notation
Crg .
y=1+—= qum¢,,g(q) , (4.43)
sin
g(p)=y e (4.44)
@p
and
2 ey (4.45)
f1r - C]-'g Y— . .
To leading order in Ay/A
1 Crg 8 —&
—=14—Ag2-2 (4.46)
¥ g 0 &
So
fai= Ne 1, 2 A 4.47)
S 3 I ’
or
2 A’
Vc2= Nc fﬂ.z—{v——'z— . (4.48)
Finally, we can relate g and g,:
8¢
g= . (4.49)
Crg. 27
1——=- |A 2+ =~ f 4
Py Ay /2+ N, fx

This justifies the requirement (4.37) and the whole system
is consistent with the assumption that the relevant scale in
this problem is much bigger than the cutoff distance.

V. GAP EQUATION
FOR THE CONFINING POTENTIAL

Previous calculations related to this model indicated
that no chiral-symmetry restoration occurs at finite tem-
perature for the case of a purely confining interaction.®
This is understood easily from the fact that for fixed
string tension, quarks remain confined permanently be-
cause the thermal energy never exceeds the binding one.
Furthermore, the gluon dynamics is neglected in this
model, apart from the conjecture that it produces the con-
fining potential between two quarks so the string tension
does not develop the proper temperature dependence.’
Hence, the chiral-symmetry restoration cannot occur

without deconfinement.

At zero temperature and finite density, the nature of
the chiral transition is different. It was pointed out re-
cently!® that the self-energy of confined quarks is a
triggering mechanism for chiral-symmetry breaking. It is
negative and infrared singular so its main contribution
comes from the low-momentum region. The presence of
additional quarks above the filled Fermi sea makes this
region unavailable and, as the quark density increases, the
effect of the self-energy weakens leading eventually to
chiral-symmetry restoration.

In this section we pursue the calculations of the gap
equation at zero temperature and finite densities for a
purely confining potential

V(r)=—or. (5.1

Calculations will be done numerically and the gap func-
tion will be evaluated for different densities. In this case,
the Fermi distribution factors defined in Sec. III, Egs.
(3.17)—(3.19) reduce to

n,=6(pr—p), (5.2a)

i, =0, (5.2b)

F,=0(p—pF), (5.2¢)
and the Fermi momentum py is defined by

@pp=Yp, - (5.3)

Hence, the gap equation becomes
. Cr 5
psing, = - fq V(ip—q)0(g —pF)

X (sing,cos¢, —sing,cosd,p-q) .  (5.4)

The fermion density at zero temperature is

n=2N.n; fqe(pp—q) (5.5a)
or
Ncnf 3
= . (5.5b)
§ 32 Pr

For completeness, we rewrite the expressions for the order
parameter and the density of pairs in the condensate

($9)=—2N, [ 6(g —pp)sing, , (5.6)

1—cos¢,

2 (5.7)

p=2N,n,fq6(q —pF)

The gap equation is free of infrared divergences and we
can use

8mo
(k?)?
as a Fourier transform of the potential (5.1). In fact, we
can use (5.8) for the calculations of all the quantities that
represent color singlets.®!! The angular integration in
(5.4) can be performed analytically and the problem
reduces to a one-dimensional nonlinear integral equation:

Vik)= (5.8)
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, | Sind,cosd, pi+q?

1

(p2__q2)2

Before solving this equation, we have to handle the ap-
parent singularity of the integrand in (5.9) at ¢ =p. Both
the numerator and denominator on the right-hand side
vanish at that point producing a finite limit. Hence, it is
convenient to separate the integration interval (pf, o) into
two parts: one containing a small neighborhood of p and
the other containing the rest. In this way, Eq. (5.9) has a
general form

K,[¢]sing, +Ly[¢]cosd, +M,[4]sind,cosé, =0,

where K, L, and M are functionals of ¢.

This is solved iteratively using the Gauss-Seidel algo-
rithm as suggested'”!? in Ref. 11. To start with a good
ansatz, it is necessary to have a correct asymptotic form
of the solution.

(5.10)

At p =0,
o
po="1. (5.11)
As p— o,
sing L5 0 [ “dq g*6(q —pr)sing (5.12)
or recalling the definition of (),
. Cr - V(p)
sm¢p—«>4Nc | () | ek (5.13)

Note that, since Eq. (5.10) is nonlinear, the coefficient in
(5.13) is important. The string tension sets the scale in
this problem and the transformation

p—p/Va (5.14)

makes o disappear from the gap equation.

The form of the gap function ¢, for several values of
Fermi momenta is illustrated in Fig. 6. For each value of
Pr» the solution of the gap equation was used to calculate
the order parameter (Fig. 7). It was found that for
pr/V'a>0.13, the only solution is ¥, =0 and the order
parameter vanishes indicating that at the density corre-
sponding to pp=0.13V'o, chiral-symmetry restoration
occurs.

1.0

PeE 0.26 x 1072

' _-p,=0.128

FIG. 6. Gap function vs momentum.

2pq (p2___q2)2 4P2q2

- In (5.9

sing,cosd,

ptg
p—

As can be seen from Fig. 7, (1) goes to zero continu-
ously suggesting that the transition is second order. In or-
der to verify this statement, we calculate the ground-state
energy difference between the two phases as a function of
Fermi momentum. It is easy to calculate the ground-state
energy once the propagator is known.® In our case it is

de=e—e°
=—N,ns fpe@ —pp)(@, +p cosp,)— (@3 +p)]
(5.15)

where € and €° are the ground-state energy densities of the
broken and symmetric vacua, respectively. w, is the
quark energy, Eq. (3.25b), and o) is the same quantity
evaluated for ¢,=0; i.., it represents the energy of a
massless quark.

Using the gap equation, (5.15) can be rewritten as

1—cosd,

2 (5.16)

86=2Ncnffp0(p —pr) @) —w,)

The behavior of 8¢ as a function of pr and n is shown in
Fig. 8. We see that the only zero of 8¢ is at the critical
point indicating that transition is second order.

In Sec. IV the expression for the pion-decay constant
was given in Eq. (4.41). Once the gap function is ob-
tained, it is easy to solve Eq. (4.39) for g(p). At zero den-
sity

g(p)p cosp, =sing,
C ~
+=- [, V(p—q)(sing,sing,
+cosd,cosd, p-q)

x[g(g)—g(p)] (5.17

2.0 r
1.8 -
1.6 .
.
o |4 =
NG 1.2 —
|§ 1.0 -
~ 08 B
o~
O 06 -
0.4 .
0.2
o) 1 ] L I L 1
O 2 4 6 8 10 12 14

102pe /o

FIG. 7. Order parameter as a function of Fermi momentum.
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105 (5 /Ngn¢) / (/& )

S T

10%8¢/Ngng (Vo )*

0% n/(vo )3

FIG. 8. Energy density difference as a function of (a) Fermi
momentum (b) density.

and the pion-decay constant is
fa*=N_ [ sing,g(q) .

g(p) is a monotonically decreasing function with its max-
imum at the origin,!! and following limiting behavior for
large p:

(5.18)

g(p)—>constx L&) (5.19)
P
When the o dependence is recovered,
f»=0.03V0 . (5.20)

If we attempt to calculate the values of physical quanti-
ties, e.g., order parameter and pion-decay constant by
adopting the value of o from charmonium spectroscopy'?
V'o=350 MeV, we arrive at

() =(—95 MeV)*,
fa=11 MeV .

(5.21)
(5.22)

These values are too small compared to the experimental
ones

(1) expr=(—250 MeV)? ,
(fo)expt=95 MeV .

(5.21a)
(5.22a)

In addition, the critical Fermi momentum in this case is
(PF)erit=0.23 fm~! . (5.23)

This value is totally unacceptable because it is smaller
than the Fermi momentum of a nuclear matter

(pr)nm=1.34 fm~! . (5.24)

However, this discrepancy is not surprising and we
shall argue that it is consistent with our model. In fact,
the disagreement of (¥y) and f, with experiment indi-
cates that in addition to confining forces, one has to in-
clude the short-distance effects of the quark-antiquark in-
teraction in order to obtain the realistic potential in this
regime. It is not difficult to show that the presence of the
Coulomb potential in the gap equation would produce a
considerable enhancement in the values of physical quan-
tities like f, and (¢y). From the general behavior of
g(p) it is clear that since

gp)<gl0)<1, (5.25)
it follows that
,_g0) =
fa'< o | ()| . (5.26)

This equation places an upper limit on f, and we can
examine the influence of a potential upon the order pa-
rameter. From the definition of (¥ at zero tempera-
ture and density

- Ne poo .
(¢¢>=—?fo dgq g’sing, , (5.27)
we see that the main contribution to the integral comes
from the large and intermediate ¢’s. For a confining po-
tential, the asymptotic form of ¢, for large p is

conf 1
p  —>constX T -

(5.28)
The addition of the Coulomb interaction will change this
to

1
f,°“'—+const X—= -
p

(5.29)
Renormalization effects!! will increase the power of p in
(5.29) and the overall effect will be the same as if the
string tension was increased. Thus, this improved form of
potential would produce the higher values of both <1£¢)
and f,. Calculations for a pure Coulomb potential,” as
well as our analysis of the extreme short-distance poten-
tial in Sec. IV confirm these expectations.

As for the value of the critical density, it is useful to ex-
amine the density of pairs in the condensate as a function

102p, /v/o

FIG. 9. Density of pairs in the condensate p and quark densi-
ty n vs Fermi momentum.
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FIG. 10. Average separation between the quarks in a pair
1/*V/p in units of 1/3\/5,%,.

of Fermi momentum

p=2N_n, qu(q —pr) > (5.30)

1—cosé, l

This quantity is a scale parameter associated with the
ground state. Its behavior is illustrated in Fig. 9. The
average separation between the quarks in a pair is deter-
mined by 1/°V/p (Fig. 10). If the quarks move on a scale
smaller than 1/3V/p, they do not feel the presence of the
condensate and behave as massless. Conversely, at large
scales (compared to 1/3V)p) the symmetry-breaking ef-
fects of the ground state make quarks massive. Finite
quark density introduces a new scale 1/*V/n which mea-
sures the average distance between the surrounding
quarks. As the density of surrounding quarks increases, p
decreases; i.e., the length scale 1/°Vp increases. At the
point where the two scales become comparable, one ex-
pects the theory to regain its underlying chiral symmetry.
Our calculations (Fig. 9) support this analysis.

At zero density, p has its maximum p,, and for
Vo =350 MeV it is

po=(39 MeV)* . (5.31)
This corresponds to
1/*Vp=5fm . (5.32)

This identification of pseudoparticles, defined in Sec.
11, with constituent quarks is necessary in order that the
hadron spectrum be realized in agreement with the Gold-
stone theorem and current-algebra predictions. Hence, the
hadron radius has to be bigger than 1/*Vp and in this
model, according to (5.32), it should be at least 5 fm.

The high-density phase transition occurs, essentially,
when nucleons begin to overlap. The critical density is
roughly

1
ncm=§ , (5.33)
3 W
where Ry is the nucleon radius. Hence
: (5.34)

(PF)erit~ Ry

We see that improvements in the model yielding a better
value of p, and consequently Ry, should enhance (pg)c
considerably.

V1. DISCUSSION AND CONCLUSIONS

Using the Schwinger-Dyson equation we studied the ef-
fect of finite quark density upon the chiral-symmetry
breaking within the pairing model of the QCD vacuum.
The presence of quarks amounts to replacing the coupling
constant g or o with the momentum-dependent one, gF,
or oF,, where F, <1 (Pauli blocking). Two cases were in-
vestigated, a 8 function and a purely confining potential
and in both cases it was found that at finite densities
chiral symmetry is restored and the pion decouples. How-
ever, the mechanism responsible for the transition is dif-
ferent for the two potentials. For the 6 function it was
demonstrated that chiral-symmetry breaking occurs if the
coupling is bigger than some critical value. Hence, in-
creasing the density, one reduces the coupling, and beyond
the critical density, chiral symmetry is restored. Further-
more, this model showed the possible effects of the ex-
treme short-range forces. On the other hand, in the case
of a confining potential, Pauli blocking affects the self-
energy and eventually stabilizes the symmetric vacuum.
Chiral-symmetry restoration occurs without deconfine-
ment. Using the value Vo =350 MeV one obtains values
of physical quantities that are consistently smaller than
the experimental ones.

Results for the Coulomb potential presented in Ref. 7
and the extrapolations between the two cases studied in
this paper suggest that an adequate potential at intermedi-
ate couplings is needed in order to obtain realistic predic-
tions for the critical density as well as for other physical
quantities. Inclusion of explicit symmetry-breaking ef-
fects, i.e., small quark masses, should make the model
more realistic about nuclear physics where it is believed
that the pion mass sets the scale.

It is well known that the additive potential models of
colored quarks predict an unphysical long-range “color
van der Waals” force between hadrons.!* It would be in-
teresting to see to what extent these forces are affected
(screened?) by the presence of the condensate. A first step
towards understanding this effect would be the calculation
of the effective interaction between constituent quarks.
Work on these problems is in progress.
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