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A representation is given for the Feyn~an Green function corresponding to a scalar field that
propagates in Schwarzschild spacetime and which is subject to the Hartle-Hawking boundary condi-
tions. This representation is valid for aH values of the Schwarzschild radial coordinate r and is used

to obtain an expression for ({p ),~ for the region interior to the horizon. This expression is evaluat-

ed numerically for the range 0.5M & r & 2M.

I. INTRODUCTION

Our purpose in this article is to provide an explicit ex-
pression for the Hartle-Hawking' Green function for a
scalar field {p on a Schwarzschild background correspond-
ing to the region inside the event horizon (i.e., valid for
coordinate r g2M) and to calculate the regularized value
of (y') there.

The Schwarzschild metric is

r2
dsz= —(1—

2M/r)dt's+

+rz(dH +sin8 4 ) .

as an angular coordinate with period 2srltt=sttM. We
schematically graph this manifold in Fig. 1, with 8 and {(}

suppressed. Specification of G(x,x') at r =2M and at
r = ao together with Eq. (2) comprises a well-posed prob-
lem.

We would like to construct the analogous statement for
the region r &2M. In this region it is not sufficient to
pass to imaginary time, as this would leave our metric
with signature (——+ +). If we make the additional
change H~i 8, the metric becomes

2M
1 d+ dr

r 2M/r —1

The Hartle-Hawking Green function for the massless sca-
lar field is the solution of +r (d8t+sinh Hdg )

CI6(x,x') =—g '~ 5(x,x') (2)

which is singled out uniquely by the requirement that
G(x,x') both tend to zero as the spatial distance d(x, x')
tends to infinity and is periodic in imaginary time. The
way in which the periodicity condition picks out a unique
Green function is somewhat subtle, as we now indicate.

Consider the metric (1) with t replaced by i ~:

+r2(dH +sinh Hdf )

dsz= 1 — dv + +r (d8 +sin Hdp )
1 —2M/r

l~ r
a

ds2= e '~~[pzd(ttr) +dpz]+r (d8 +sin Hdp2),
2~ -rn~ 2

where
' 1/2

/4M

2M

l

Provided r &2M, this metric has positive-definite signa-
ture and is without conical singularities if ~ is interpreted

r=2M

FIG. 1. The Euclidean Schwarzschild manifold for r ~2M
{8,$ suppressed}. As r~oo, the area grows linearly with r
while the circumference C~ SmM.
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where R =1p is a real quantity. This metric has
negative-definite signature for r &2M. This manifold is
represented by Fig. 2, with 8 and P suppressed. The diffi-
culty is this: unlike the case for r&2M, the Hartle-
Hawking requirements far 6 do nat provide a well-posed
problem on this manifold. In particular, it is not clear
what boundary conditions 6 must satisfy on the space-
time singularity at r =0.

We may overcome this difficulty by the following argu-
ment: if 6 is uniquely determined on the exterior region,
then when it is regarded as a function of well-behaved
coordinates such as the Kruskal coordinates, it will be an-
alytic in those coordinates. Values of G for r & 2M can be
obtained from those for r & 2M by analytic continuation.
This is the procedure that we will follow.

While straightforward in principle, it is complicated in
I

practice. One must inevitably solve the wave equation by
separation of variables. One cannot do it in Kruskal coor-
dinates: it is only practical in Schwarzschild coordinates
and those simply related to them. Schwarzschild coordi-
nates are, of course, singular at the event horizon and it is
this singularity that leads to the problem that the mani-
folds of Figs. 1 and 2 have "pinched off" and are connect-
ed only at the point r =2M.

One unusual feature af the prablem is nat shown in our
diagram: while every point in Fig. 1 represents a two-
sphere in the suppressed coordinates 8 and P, every point
in Fig. 2 is a two-hyperboloid. Fortunately the harmonic
decomposition on hyperboloids is well understood.

When written in terms of the metric of Eq. (3), the
salution of (2) may be expressed in the form~

00

6( i' r, 8,—$; —ir'Ir', 8',p') = i g (21+1)Pi(cosy)Pi(g()QI(g) )M' i=o

CO tX)

+ g —cosnir(r —r') g (21+1)Pi(cosy)pP(g )qP(g )a=i" I =0

where

cosy =cos8 cos8'+ sin8 sin8' cos(P P')—
and (8)

pP(g)-( f—1)"i

qP(g)-(g —1) "

—1.
M

denote the lesser and greate«f g and j on the

interval (1,oo }. Pi and Qi are Legendre functions and pi"

and qp are the solutions of the radial equation

n +1)
dg dg 16(g —1)

—1(1+1)

specified by the requirements that, for n & 0, p~"(g) is the

solution that remains bounded as f~l and q~"(g) the

solution that tends to zero as g—+ cc. These solutions are

normalized such that

Although we expect, on general grounds, that 6(x,x')
js anaiytjc for all g & —1 ( r &0), this is not apparent from
the representation (7), since the functions p~"(g) and q~"(g}
individually have branch cuts which extend from g=l
along the real g axis to g= —oo. Mareover, the sum, as
written, fails to converge for g, g' & 1. Therefore it is not
clear how one may unambiguously extend the representa-
tion of 6 by analytic continuation in the complex g plane
to g, g'&1. In Sec. II, hawever, we shall show that al-
though p "(g) and q,"(() individually have branch cuts in

g, the sum (7) does not. Furthermore, the expression (7)
may be analytically continued to yield a satisfactory, con-
vergent, and unique prapagator on the region of the mani-
fold defined by 0 &r &2M.

Section III provides a numerical calculation of
(yz(x)) s defined by

(y (x)) = i lim 6(x,x—')—
8m o(x,x)

where a'(x, x') is the geodetic distance. ~ We find that, as
in the case for r & 2M (Ref. 6), (spz(x) ) separates natur-
ally into two parts:

FIG. 2. The Euclidean Schwarzschild manifold for r ~2M.
As r ~0, the area A ~16nM2 while the circumference diverges
as r-'.

1 1 (2MIr)4 5(r)—
12(8~M)' 1 —2M/r (8~M/

'

where the first term is the approximation given by Whit-
ing and Page and h(r} is a small correction. We present
a numerical calculation of b,(r) for the range
0.5M & r & 2M. We find that the Whiting-Page approxi-
mation remains valid for this range but becomes worse as
r diminishes.
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II. A REPRESENTATION
FOR THE GREEN FUNCTION FOR r (2M

32m M
G( iw—, r, 8,$; —/ r', r', 0,$)

1

Our aim in this section is to demonstrate that (a) the
Green function of Eq. (7) has no branch point at g(g') = 1,
and (b) the expression (7) can be analytically continued to
a convergent expression which is valid for g or P & 1.

To save writing we present the demonstration for the
partial coincidence limit of Eq. (7):

=G(g,g')= y (2i+1) y —p/"(g')q/"(g}
l=o n=1 n

—2~/(g')Q/(g) (12)

where we have interchanged the order of the sums. We
now take —1 & g, P & 1 and consider the difference

21mG(g, g') =G(g+ie, g'+if) G—(g i@—,g' ie—)

=g (2i+1) g [pP
—(g+/e)q/"(g+i~) p/"(—g /~)q—/"(g /~)—]+2~/P/(g )P/(g)

I =0 n=~
(13)

We have used the fact that9

Q/( /+i') Q/(g —i@)=—i rrP/(g) —. (14}

The expression in the square brackets may be evaluated by
writing

/i/"(4) =i// "(4)+
2

.

which is valid for all noninteger v. Momentarily taking
n =v noninteger, the expression in square brackets in Eq.
(13) is

Our expression is

21 G(g, g)=g(2i+1) g [ia,"p,"(g)p,"(g)
I n=1

+2m iP/(g)P/(g') ] . (22)

We convert the sum over n into a contour integral,

[Pl (f+ )/i/ (4+ } i// (4 —)/i/ (0 -)1- +2nicotn'vP/('g) P/((')

ui"(f+~P/ —"(f+) I//"(r ~P/
"(—4 )]- =I(iz),

We define a new function of f by

p/(g)=lim e~/ ~~@/"((+i@) .
g~0

As p/(f) is real on the interval —1&(&1,the first term

on the right-hand side of Eq. (16) is zero. Our expression
18 no%

I(iz) =I (/z'}+l(ao) .

But clearly I(a') = —1(a), so we have

I(a)= —,
' I (ao)

(24)

using (20) to justify the first term inside the square brack-
ets. a is the contour shown in Fig. 3(a}. We are free to
deform the contour to those of Fig. 3(b):

lP/"(C+)e/"(k+ —} I//"(r )9/"(4 )—]=i/zi-pl(C)pl-(r) .

In order to take v to the integers, we have this result from
the Appendix:

va~
p/ "(4)-— p/g) as & /i = I»» .

2m(v —n)

or

1

2
P/(k')P/(4)

+2mi cotmvp/(g)P/(P)

(25)

P/(k}P/ "(k')-

Note that, in this limit,

CX~

p/(f)p/(4) as "~" .

i/"(k'b/ "(@=i/"(kb/ "(f) ~ v

(20)

(21)

as p/(g)=P/(g) Therefor. e expression (12) has no branch

cut in( for —1&/&1.
Expression (12) and therefore the full expression (8) for

the Feynman Green function is not convergent for g,
g' & 1. The summand in Eq. (12) has the asymptotic form
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(2l +1) —p)"(g')q("(g) —2p((4 )Ql(4)

~
—(1+&/2)(g —g )

(sinhgsinhg')' (/+ —,
'

) 64
8 (cosh( )

15g
3 (cosh&)

15( +0((( )
—2) (26)

sinhg sinhg

ss I—+00, where

g= cosh(,

8 (cosh() =cosh3$+ 8 coshig —17 cosh/ —24 .

For g', f & 1 (g—g' purely imaginary), it is necessary to give a small imaginary piece to l to ensure convergence of the l
sum. In order to continue (7) to a convergent expression valid for values of g less than 1, we are naturally led to rewrite
our expression as a contour integral in l. Again taking the partial coincidence limit (12), we have

r

G (g, g') = g ——(t) &dl cottrl (2l +1) p("(g'—)qP(g) 2P((g—')Q((g)
] 2 n

= p Re—.f d(l + —,
' )tan@(&+ —,

' )2(&+ —,
'

) p("(j)q("—(g) 2p((g')Q—((g)
2i p+ Pl

(27)

where P,P+ are the contours shown in Figs. 4(a) and 4(b). We now rotate the contour P+ by making the substitution

(l+-,' )=e' I,, A, real (28)

and taking 8 from 0 to tr/2. If we simultaneously make the substitutions

/=cosh(e ' g),

h( gage )
g, g I'eal, (29)

then we are assured that the exponent of the integrand in the asymptotic form (26) remains real and negative. As a re-

sult, when we rotate the contour the "radial" part of the integral converges while the integral over the arc at infinity van-
ishes.

Taking 6) to m j2 (Fig. 5), we have

00 00
fl

p —i/i+ji. (g )q —j/2+fan, (g) 2P—i/2+ii, (g )RK}—i//+i'(g)
n=1 n

(30)

(a) (a)

( P T-3 -2 -1 t) -2

O(0

iy 4P

FIG. 3. The contours for Eqs. (23)—(25). FIG. 4. The contours for Eq. (27).
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where now —1(g(g'& 1 and

qi(g) —= lim ,—[e'"/ q]'(g+'ie)+e '" / q]"(g i—e)] .
a~0

(31)

We are careful to write the integral as a Cauchy principal value since q ]/2+;i(g) has simple poles for discrete values of
4

Note that in deriving Eq (3. 0} we could have just as easily started with the real part of the integral over the lower half
of the contour in Fig. 4(a). We also need not have chosen the phases of the substitution (29) to exactly cancel those of
(28). The vital point has been to continue to integrand in g in such a way as to render a finite result at every stage. This
will be true as long as the conditions of the Hartog theorem hold: i.e., that the integrand is analytic separately in g and l
in the domains of interest.

The full expression for the Feynman Green function for r & 2M is

6 ( —i r, r,i B,P; —i r', r', 8', it]' )

00 00

2 g cosna(~ r')H — d}],2}],tanhirM ]/2+;i, (coshy)
16 M

nX p —
]/2+—ii.(C) )'q —]/z+'A(C& ) —2P l/2+ii. (4) )ReQ —]/2+i](k& )

n
(32)

where

coshy =cosh8 coshB '+ sinhB sinh8 '
cos((() it]') —.

Equation (32) is the principal result of this paper.

Ill. THE CALCULATION OF (p~(x}) FOR r &2M

In this section we shall use our expression for G(x,x') to calculate the regularized value of (]p ) for r & 2M. We regu-
larize by the geodesic point-splitting technique of DeWitt'0 and Christensen, 5 defining

( H
~

((] (x ) )
H ), lim iG——(x—,x')— 1

8 cr(x,x'} (33)

where
~
H ) denotes the Hartle-Hawking state and ir(x,x') is the geodetic interval between x and x'. As in the case for

r ~ 2M, we set x = ( i r, r, 8,$), x—'= ( i ~+e,r, 8,$), an—d expand

1 1 /+1 1 1—+ 2 2 2
+O(e )

8m cr(x,x') 4m g—1 e 12M ($+1)2((2—1)
(34)

or

1

8' a(x,x')

T

a. /+1 g n cosnae+ 1—
@=1

2

/+1

4

+0 (ez), (35)

where we have employed the identity

e = —i] g cosnire az/12+0(—e )
. .

Inserting Eqs. (35) and (32) into (33) and taking the limit e~O, we have

z 1 1 1 —(2M/r) b(r)
(8~M)' l2 1 —(2M/r} (8irM}l

We recognize the first term as the Whiting-Page approximation (qr )wp. The second term is given by

(37)

00 n /+1b(r)=2 g —9' dk, tanhml. 2X —p" ]/2~;i(g)q" ]/2+;i(g) —2P ]/2+;i(g) ReQ ]/2+;i(g) +
n=1

Using the identity established in the Appendix

f 00 1
dA, tulhnA, 2i(.P ]/2~]i(x}ReQ ]/2~ii(x) — l ]/20 +' — +'

(1 x2)]/2

we rewrite 5 as

(38)

(39)
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r

00

6(r)=2 g —9' dA, tanhsA, 2A,—p" igg+;i(g)q" igg+;i(g) — 2,qi
+—

0 ( 1 g2) ii2 (40)

*

We see from Eq. (26} that the integrand above is of order A, for large A, and so the!)(, integral is clearly convergent. Be-
cause of several convenient cancellations, the summand in the large sq!!are brackets can be shown to be of order n for
large n, ensuring convergence of the n sum. 6

We turn now to the numerical calculation of b,(r). In order to speed convergence of the A, integral we add and subtract
the first three WKB approximants to the function (1/n)p" !~i+;i(g)q" !&2+,i(g) (by a slight abuse of notation we write

Wi for Wi=W i~i+,i):

nh(r)= —2 g 9' J dl, tanhs'A, 2A, —p —i/2+ii, (4)q —in+@(g)—Wl)!(g)—W2i, (g) —W3z((p)
n~1 n

where

+(—2}g [Un(f)+ I'n(4)l
n=1

(41)

U„(t) Jdt=, 22 tsnhtr2)V(t(t) — »rt +—
0

(42a)

V„(g)=J dA, 2A. tanhn 2){[W2i(g)+ W3i(g}] . (42b)

The WKB approximants are given in Table II of Ref. 6. When replaced in expression (41}they render the integrand of
order i{, for large A, , ensuring rapid convergence.

For actual numerical calculation it is best to deform our contour in I to steer wide of the poles in the function
q" i/2+ii(g). We found it convenient to rewrite Eq. (41) as

*

6(r)=2 g Rs—f d! tsntr(l + —,
'

) 2(l+ —,
'

) —pt(t)qt(t) —IV(t"—IV2t —)V3t —2 g (U„+ V„) .
n 1

2 2 n n~1
(43)

y is the contour shown in Fig. 6.
The function pi"(g) [and thus pi"(g)] was easily generat-

ed by either summing its series representation (for g & 3.0)
or by a fourth-order Runge-Kutta integration routine. "
qi((p } was generated by the integral of the Wronskian rela-
tion

" (f '—1)QP(f)]'

I

lows from Eq. (31).
The results of our numerical evaluation of h(r) are

given in Table I and Fig. 7. In Table I ( n) is the number
of terms in the n sum needed for 3-figure accuracy We
found that as g becomes close to —1 more terms must be
included in the n sum. This problem can be explained by
the breakdown of the WKB approximation to the product
(I/n)pi(g)qi(g). For example, the first WKB approxi-
mant is

For /& 1, the path of integration in g was chosen in the
complex g plane to avoid the pole at (=1. qi(g) then fol- Wli(g) = (I +—') (f —1)+ (1+()4

1

—1/2

(45)

A sr

FIG. 5. The rotated l contour. FIG. 6. The contour for FA1. {43).
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TABLE I. Numerical evaluation of h(r).

1.0
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0.0
—0.1

—0.2
—0.3
—0.4
—0.5

0.0
—0.00093
—0.00228
—0.004 12
—0.007 11
—0.0116
—0.018 5
—0.028 8
—0.043 7
—0.065 5
—0.094 3
—0.155
—0.250
—0.415
—0.706
—1.150

1

I
2

2
3
3

5

6
8

10
10
10

-0.4—

FIG. 7. A{/).

0.5

It is the overall factor of (/+1) '~ which causes diffi-
culties as g approaches —1. If g is near —1 the above is a
good approximation to (1/n)pi(g')ql(g) only for large n
The large amount of computing time necessary for
evaluating each n term prohibits us from taking g smaller
than —0.5.

A graph of (gP ) and (yz) wp is provided by Fig. 8. As
one might expect, the Whiting-Page approximation be-
comes worse as r approaches the spacetime singularity.
The difficulties in evaluating h(r) for small r prevent us
from gaining a clear picture of the form of (p ) as r ap-
proaches zero. The poor convergence of the n sum in 6
is, in same sense, a measure of the violence of the vacuum
fluctuations at small r. We expect that a calculation of
(T„") usin~ the mode sum definition analogous to that
performed' for r ~ 2M would show similar results.

V(XI
e"(g)=p( "(P+ . p("(g) .

2 sinvn

It has been shown in Ref. 4 that while pI "(g) has poles at
positive integer values of v, ql"(g) does not. Thus as v ap-
proaches a positive integer p~ "(g}has the form

( —1)"+'na"
pI "(g')- pl"(g') as v~n =1,2,3. . . . (A2)

Applying Eq. (17) to (A2) results in Eq. (19).
We now establish the identity

f dA2i, tanh, nA( —1)"P |gz+;z(x) ReQ" lgz+Iz(x)
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APPENDIX

In this appendix we shall establish Eqs. (19) and (39).
To establish the asymptotic form (19) we consider the

equation

of which Eq. (39) is a special case. We begin by taking
the Fourier transform of the standard identity'3

Qi[xx'+(1 —x )' (1—x' )'i cosg]=Pi(x&)Qi(x&)

+2 g ( —1)"PI "(x&)QI(x&)cosng .
a=1

Taking the inverse Fourier transform gives the relation

1 2~
( —1)"PI "(,)Qi( )= f dgcos 1(NQ, [ (A5}

This equation is true for general /. Letting 1=——, +ik, multiply, ing by [2A, tanhmAp, ~z ~(cosh@)], taking the real
part and integrating over k, @ye have

f dA, 2A, tanhnA( —1)"P ~~z+,z(x & )ReQ" 1&.z+;z(x & )p &~z+,z (coshy)

f dgcceng f dA, 2A, tazdnrAP &qz+, z(coshy)ReQ &zz+;z[xx'+(1 —x )' (1—x' )'~ cosg] . (A6)
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u =cosh cosh y —XX

(1 x2)1/2(1 xi 2)1/2

Taking the limit of small y and letting x'~x, we have

11Hl 2 K —1 P &y2+ g X
0

XReQ 1/2+t2(x)P 1n+;2(coshy)

2, /2 + 2 +O(y) . (A10)
y(1 —x2)'/2 1 —x

To remove the y
' term we begin by writing the Mehler-

Dirichlet formula

FIG. 8. {8e'M }(P(r)) (solid curve) and {8@M }($2{r})wr
(dashed curve) for 0.5M & r ~2M.

a cos(1+ —,
'

){(}dP
Pt(cosa) =

c —cosa ' ~

Setting 1 = —,
' +1A, a =1

y. , P = it, w—e have

(A 1 1)

Employing the identities

7r
R~Q —1/2+ '2,(z)

h
P —1/2+ i2.(

2 cosh'
(A7}

}{,tanhn A, 1
P-1/2+t1 (y}&-1/2+12.( —&)=

0 cos sr y —z

(A8)

(A9)

where

we may write the left-hand side of (A6} as

2s cosn g
2n0 'coshy —[xx'+(1—x2)'/2(1 —x'2)'/2cosg]

—NQ

(x2+x' —2xx' coshy+ sinh y) '/2

v 2 r coks, t dtP—1/2+a ~shy =
(coshy —cosht) '/2 (A12)

I OO 1P 1/2+t2 (coshy )d}{,=
0 &2(coshy —1)'/2

As y approaches zero this is

(A13)

CO 1P 1/2~t2(coshy)dA, =—+O(y) .
r

By multiplying this result by (1—x ) ', subtracting it
from (A10), and taking y~0 we arrive at the desired rela-
tion (A3).

(A14)

We recognize (A12) as the Fourier cosine transform of the
function 8(y t)(cos—hy cosht—) '/, where 8 is the step
function. Taking the inverse transform and letting t go to
zero leads to the identity
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