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Measurement of the rate for pion beta decay
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The conserved-vector-current hypothesis, together with measured nuclear beta-decay rates,
predicts a value of the rate for the decay m+~m e+v of 0.4027+0.0018 s '. Using a decay-in-
fhght technique we have made the most precise measurement to date of this rate, obtaining the
value 0.394+0.015 s, in good agreement with the prediction. This differs slightly from the value
previously reported in %'. K. McFarlane et al. , Phys. Rev. Lett. S1, 249 (1983}.

I. INTRODUCTION

We present here an expanded description of a measure-
ment' of the rate for pion beta decay (mP), n+ +m e+—v,
made using a new technique at the Clinton P. Anderson
Meson Physics Facility (LAMPF), that is substantially
more precise than previous measurements. According to
the conserved-vector-current (CVC) hypothesis, a corner-
stone of the unified theory of electromagnetic and weak
interactions, the rate for pion beta decay is directly related
to the ft value for nuclear beta decay.

Following Sirlin and Kallen, the inverse lifetime 1/~
for pion beta decay can be written
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where r0 is the lifetime in the absence of radiative correc-
tions, Gpv is the weak-interaction coupling constant for
pure vector beta decay, b, is the n+ —m. mass difference,
m+ is the m+ mass, and the function I is close to unity
(e=m, /b„m, being the electron mass). The observed
lifetime r is obtained from r0 by using the radiative
correction 5~. The function I' is
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where 5& is the radiative correction for the nuclear decay
considered and (ft)tv is the measured ft value. The CVC
hypothesis is that Gpv is the same in Eqs. (1.1) and (1.5),
so combining with Eq. (1.2) gives
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Thus, since 5 =5' +5„and 5' =5Iv ——5' we obtain
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Using the numerical values in Table I, Eq. (1.8) gives

1/v=0. 4027+0.0018 s (1.9)

In the Weinberg-Salam (WS) model as applied by Sir-
lin the electroweak corrections are the same for pion and
nuclear beta decays, except for a small energy-release-
dependent correction 5 . The ft value normally quoted,
ft', is corrected only for this "outer" radiative correction
5 and contains the inner correction 5', i.e.,

ft = (ft)x(1+5Iv+5tt ) =ft'(1+5'iv ) .

+ ~Eln 1 +&1 —6' 3
7 m+ +mo

and, using the pion lifetime, we calculate a branching ra-
tio for pion beta decay relative to all pion decays of

(1.3) (1.0482+0.0048) X 10 (1.10)

where mo is the m mass.
The half-life ti&~ for nuclear beta decay is given (in the

absence of radiative corrections) by

6 2m 5

(1.4)

where f is a phase-space factor. Converting to the life-
time t and including a factor for radiative corrections
gives

The small uncertainty in this precise prediction is pri-
marily due to the uncertainty in A.

The most precise previous experiment was that of
Depommier et al. , ' who found a branching ratio
~p/(m+ ~p++ v) of (1.00+0 i0) &C 10, corresponding to
a decay rate of 0.38+000& s-i. Though this result is con-
sistent with the theory, it is very desirable to improve the
experimental precision since the pion-beta-decay rate is
the most direct test of the CVC hypothesis.
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Factor Value Ref.

TABLE I. Data for expected-rate and branching-ratio calcu-
lation. 400-Me V pion

beam

mO

I+
me
g0

3083.4+3.0 s
4.6043+0.0037 MeV
134.9630+0.0038 MeV
139.5673+0.0007 MeV
0.511003 4+0.000001 4 MeV
0.0105+0.0015
(26.030+0.023}X10 ' s

7,8
9
9
9
9
6
9

Beam-defining
col limator

Magnetized
co I I im a tor

Removable
CH target

II. DESCRIPTION OF APPARATUS

4

Np=RN P (Pyc) ' J r)(z)dz Q F;, (2.1)

where Np is the number of accepted events, N is the
number of beam pions entering the apparatus, P is the
joint y-ray conversion probability, (pyc) is the proper
time of the pion per unit flight path, g(z) is the geometric
efficiency of detection as a function of position z along
the beam, and the four factors F; are corrections. The
combination

T=(pyc) ' f g(z)dz (2.2)

is the effective proper time spent by a beam pion in the
decay region, and was determined by a Monte Carlo pro-
gram, pIOBETA (see Sec. VI C). The parameter T is given
later (in Table IX) along with the other factors entering
into the decay-rate calculations, which are described in de-
tail below.

Two points about our experimental arrangement should
be noted. First, the design of the experiment is such that

In contrast to the previous experiments, which used
stopped pions, this one used decays in flight of a sr+
beam, of momentum 522. 1+0.8 MeV/c, and intensity
2X 10 pions/s. The beam was the P beam at LAMPF, "
where pions were produced by 790-MeV protons incident
on the A2 target. The P beam had two bends with an in-
termediate focus, and a degrader placed at this focus gave
partial separation of pions from protons. The m. from the
m. + decay had transverse momentum less than 5 MeV/c
and nearly the same momentum in the laboratory as the
rr+; we detected the y rays from the n. decay. Figure 1

shows our apparatus, in which a decay region was defined
by the minimum opening angle between the y's and the
geometrical limits of two y detectors. The rr had a mean
total energy of about 523 MeV and the energy of geome-
trically detectable coincident y's ranged from 175 to 350
MeV. To avoid background from pion charge exchange,
the decay region was in a vacuum tank at 3)&10 Torr.
The beam was collimated twice and the y detectors (as
well as a pair of electron detectors) were located outside
the 5' cone filled by the intense flux of muons from decay
of the charged pions. The second collimator was toroidal-
ly magnetized to reduce muon scattering into the detec-
tors. A system of beam monitors was placed downstream,
as described below.

The decay rate R is found from

Vacuum tank
decay regio

Electron
counters

Veto cou
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array

Energy-me
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to beam monitors.

FIG. 1. Diagram of pion-beta-decay detection apparatus.

A. The colhmatzon system

The upstream collimation system (Fig. 1) consisted of a
beam-defining and a magnetic" collimator, which were
connected to the last quadrupole of the P beam channel
and to the vacuum tank, so that there were no windows
between the beam-line vacuum and the decay region. A
system of bellows allowed independent alignment of the
two collimators.

The upstream collimator was a beam-defining collirna-
tor made of lead. It had an 8.89-cm-diameter bore, was
34.3 cm long, and was surrounded by a lead-iron shield.

the rate calculation is independent of the beam momen-
tum to a good approximation: the parameter T is com-
posed of two factors which depend on pion momentum in
opposite ways [the integral of r)(z) is approximately pro-
portional to y, because the minimum opening angle for
the ~ decay is inversely proportional to y]. Second,
while the efficient detection of y rays is easier the higher
their energy, if the primary beam were to have an energy
above kaon production threshold, the resulting back-
grounds from E,3 decays would be difficult to deal with.
Hence the choice of LAMPF (despite its low duty factor)
and the choice of the highest pion energy available with
good intensity.



MEASUREMENT OF THE RATE FOR PION BETA DECAY 549

The second collimator, called the magnetic collimator,
was designed and built specifically for the experiment.
One of the major difficulties of the experiment was to
reduce random backgrounds to a level low enough to ob-
tain a clear pion-beta-decay signal; a known source of
background was muon scattering from the final collima-
tor which could give some apparent neutral triggers. In a
previous trial run, a passive collimator did not function
well, so that a collimator with a toroidal magnetic field
designed to trap positive particles was built.

According to a Monte Carlo study of an ideal collima-
tor, which considered ionization loss and Moliere scatter-
ing' ' of muons (program MUscAT), a magnetic field of
2.0 T inside the collimator material could reduce by a fac-
tor of about 40 the rate of scattered muons hitting the two

y detectors. The final design of the magnetic collimator
is shown in Fig. 2; in both Oxz and Oyz planes the shape
of a section is an arc of a circle followed by a 5' slope.
The actual device approximated this ideal curve in a
piecewise fashion, and the collimator was made of silicon
steel with an inner 20-mm-thick layer of the alloy Super-
mendur (50% iron, 48% Co, 2% C, Ni, Mn, Mo, Si, S,
V), chosen for its high saturation field. The aperture was
7.6 by 20.3 cm and the length 34 cm. Thin aluminum
conductors on the inner faces made up a four-turn coil, to
provide the magnetizing field. In the final assembly a
current I of 25 A (about the maximum allowed by heating
effects) produced an average magnetic field of 1.62 T in
the core.

Tests were carried out to determine the background-
reducing efficiency of the magnetic collimator. With
I=25 A, the neutral-trigger background rates in each arm
of the m spectrometer were reduced by a factor of about
1.5 relative to the I=O rate. This gave a factor of 2

10 cm

reduction of the overall two-arm coincidence rate, which
allowed us to take pion-beta-decay data at an average
beam intensity almost twice as high as that which would
have been possible without the magnetic field induced in
the collimator. The remaining backgrounds came from
pion charge exchanges in the collimator and in the materi-
al of the tank downstream of the detectors, and from neu-
trons.

B. The gamma detectors

The two y detectors were modifications of the I.AMPF
spectrometer. ' Each detector had three successive

lead-glass counters as y converters [0.56 radiation lengths
(r.l.) each], followed by lead-glass blocks (14 r.l.) for
total-energy measurement. Each converter was followed
by two scintillation hodoscopes for position and time
measurement. On each side, the hodoscopes defined a
fiducial area with a surrounding guard ring. Veto
counters in fror. t and on the beam side rejected events
with charged particles entering either detector. Figure 3
shows an expanded view of one arm of the detector. The
converters were made from five slabs of glass side-by-side
and viewed end-on. The scintillator hodoscopes were
12.7-mm-thick X and Y'arrays. In the central fiducial re-
gion the counters were 150 mm wide (two X counters and
four Y'counters); two counters on each edge of each array
were 30 mm wide. The total area covered by the scintilla-
tors was slightly larger in the horizontal (X direction)
than the converters, but the fiducial area was entirely in-
side the glass, and aluminum bars of approximately the
same equivalent conversion thickness were placed on each
side of the converters to ensure constant conversion effi-
ciency across the entire scintillator area. The method of
wrapping and mounting the scintillators minimized the
spaces between them, to less than 0.5 mm. The final posi-
tions of the scintillator edges, which define our accep-
tance, were surveyed to better than 1 mm precision.

The gains of the photomultipliers (PM's) viewing the
lead glass were stabilized by the use of sources embedded
in small scintillators at the far end of each block; "source"
data were taken regularly during each run and used to
modify calibration constants established in an earlier run
using a 270-MeV/c electron beam. Pulse-height and time
spectra of all scintillation counters were accumulated on-
line and were used to maintain proper operation of the
hodoscopes.
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FICi. 2. Shape of the magnetic collimator. The field was pro-
duced by current sheets on the inside surfaces, indicated by the
solid arrows.

Sea rn

FIG. 3. Expanded view of one y detector. The side veto is
not shown.
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Scintillation counters were also installed inside the vac-
uum tank to detect the decay electron (in about 10%%uo of
the decays); they did not overlap in solid angle with the y
detectors.

C. Trigger electronics

Conver ter
~A

Block

X Section I

Stab

Glass Arm
Master.

C C C
Trigger

Scint

The. trigger logic, sketched in Fig. 4, required a coin-
cidence between neutral particles converting in the two
detectors, and a minimum energy deposition of 40 MeV in
each detector. A neutral conversion was signaled by a
coincidence between an X and a Y hodoscope behind at
least one of the three converters, with no signal in either
the front or the side veto counter. The analog signals
from all the lead-glass elements of each arm were added
to form a pulse whose height depended on the total ener-

gy. This pulse was discriminated and a coincidence with
the scintillators formed. Finally, a coincidence between
the two arms was made.

The choice of resolving times (typically 20—30 ns) was
a compromise between high efficiency and low dead
times. Instantaneous rates in the veto counters were as
high as 1 MHz, with dead time of the order of 10%%uo, when
using overlaps of 30—40 ns.

D. Data acquisition

The final pion-beta-decay data consisted of 667000
events recorded on magnetic tape via a CAMAC system
using the LAMPF Q data-acquisition package. " All
scintillation times and pulse heights were recorded
(whether involved in the trigger or not), as were lead-
glass pulse heights and the ti~es of the final lead-glass
discriminators. Scales containing monitor information
were recorded at regular intervals.

Beam intensities were varied to estimate dead-time ef-
fects. Pion-beta-decay data were taken at beam intensities
ranging from 1X10 to 3X10 rr/s (average), giving
trigger rates of around 0.5 event/s. During calibration
runs, the beam was reduced as needed to keep rates and
data-acquisition dead-time below the 1% level: 7r+CH2
data were taken with a beam intensity of 2.6X10 m/s
(average) (trigger rate 3.6 events/s) and m CH2 at 3X10
m./s. The duty factor at LAMPF was 6—S%%uo during this
experiment.

As will be discussed later, the data were analyzed in
stages. The first stage selected candidate events (about

2% of the raw events) and wrote them onto eight sum-
mary tapes (ST's). Many of the corrections discussed
below were made by summary tape (i.e., correction factors
were found for each ST, rather than for individual runs or
the data sample as a whole).

III. BEAM MONITORS
AND BEAM CHARACTERISTICS

Figure 5 shows the layout of the beam-monitoring sys-
tern placed downstream of the vacuum tank. It consisted
of the following components: (i) the rr&2 monitor and its
lead-brick shield, (ii) a lead collimator, (iii) an assembly of
ionization chambers (11-in. IC), (iv) two scintillation
counters S~ and S2, (v) an ionization chamber (TUIC),
and (vi) two scintillation counters TB1 and TB2.

The beam-monitoring problem can be divided into two
distinct and independent subproblems:

(a) The determination of the constant of proportionality
between the number of pions in the beam and the number
of counts from each monitor (below, we call this the mul-
tiplier for that monitor).

(b) The determination of the corrections affecting the
beam monitors, as a function of time throughout the ex-
periment.

The three beam monitors used were components (i),
(iii), and (v) above, which were calibrated by comparison
with a direct particle count from the counter telescope,
component (iv). Corrections for beam contamination used
information from the counters of item (vi).

Note that Zo, the reference position along the beam line
at which the total number of pions X is calculated from,
the reading of each monitor, corresponds physically to the
starting point at which the pion beam is generated in the
Monte Carlo program pIQBETA.

A. The lead collimator and scintillation counters

The collimator was made of lead and steel with a length
of 33 cm and a bore 20.3 cm in diameter. Its purpose was
to reduce the beam halo (mostly muons from upstream
rr+ ~p+v„decays), so that the resulting particle flux was
inside the apertures of the two ionization chambers and
the two pairs of scintillators.

The scintillation counters S~ and S2 consisted of two
identical Pilot U scintillators (30.5X30.5X0.953 cm )
viewed by Amperex XP2020 PM's, operated in coin-
cidence. This telescope provided a direct count of the
beam particles so as to calibrate the three beam monitors.
This could be done accurately only at low average beam
intensity (about 10 rr/s).

The scintillation counters, TB1 and TB2, each consisted
of a NE102 scintillator (36.3X30.5X0.953 cm ) on an
EMI 2-in. PM. Their purpose was to sample the beam
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FICi. 4. Master trigger logic diagram. The signal "Stab" is
used in the gain-stabilization process.
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FICx. 5. Layout of beam-monitoring system.
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composition (beam contamination) by time-of-flight
(TOF) measurements, relative to the accelerating rf
waveform, as described in Secs. III D and IV C below.

N (Zo)=Mq(T+B)„, , (3.1)

(T+B)«,——(T+B)(1—Cac)(1+CDv')(1+C»„) . (3.2)

Here
N (Zo) =number of pions in the beam at Zo along the

beam line;
Mz ——multiplier for the m&2 monitor at Zo',
T=number of counts in the upper scintillator pair;
B=number of counts in the lower scintillator pair;
CAc ——accidental count correction;
CD~ ——dead-time correction;
C„~=asymmetry correction due to beam steering.
All these parameters are described and determined nu-

merically in the next two sections.

C. The ionization chambers

Two ionization chambers (IC's) were used, both filled
with research-grade argon gas (99.9995%%uo pure) at roughly
the atmospheric pressure of Los Alamos (11.3 psi). The
downstream chamber (TUIC) had three identical parallel
electrode plates (30.5X30,5 cm ) made of 1 mil (0.025
mm) aluminum foil separated by 2.54 cm. The central
electrode collects negative ions and was connected to the
input of a Keithley 610CR electrometer. The two outer
plates were connected to a high-voltage supply. The
chamber was operated in "saturation, " that is, the voltage
was high enough that the ions created by the incident ion-
izing beam particles were collected on the plates without

B. The m„2 monitor

The m.
&2 monitor consisted of two small scintillation

counter coincidence telescopes placed symmetrically above
and below the beam line in a vertical plane. Each tele-
scope consisted of a smaller (1.50&& 1.50&&0.55 cm ) and a
larger (1.75X1.75X0.55 cm ) NE102 plastic scintillator,
viewed by XP2230 PM's, centered relative to each other
and placed closely one behind the other. The monitor was
used to measure the absolute pion beam flux by counting
muons coming from the m„q (~+ +p+v„—) decay mode of
beam pions.

The symmetric geometry ensured a total counting rate
nearly independent of vertical beam motions. ' As shown
in Fig. 5 two lead shields were placed upstream from the
m&2 monitor at an angle of about 3' relative to the beam
line. These shields protected the m.

&2 monitor from parti-
cles scattered upstream and helped to limit the range of
detection along the beam axis. The telescope geometry
(height, angle, etc.) was appropriate for detecting muons
produced in m&2 decays downstream from the magnetic
collimator (see Fig. 1). The dimensions were chosen to
give a counting rate of about 30 kHz in each telescope at
the full average beam intensity of about 2X 10 pions/s.

The number of pions in the beam is proportional to the
sum of the number of counts in the top and bottom tele-
scope of the m&2 monitor. Including correction factors,
one can write the following relation

measurable recombination. The electrometer output was
fed to a Vidar voltage-to-frequency converter (VFC),
whose pulse output was counted in CAMAC scalers.

The upstream (11-in. IC) assembly had many circular
electrode plates (0.025-mm-thick aluminum foil) config-
ured as several sequential IC's using a common high-
voltage supply in the same gas-filled cavity. In order
along the beam they were as follows.

(i) "Thick, " consisting of four gaps (two signal planes)
having a total thickness of 101.5 mm.

(ii) "Thin, " consisting of four gaps (two signal planes)
having a total thickness of 18.4 mm.

(iii) "L R„" c-onsisting of a split signal electrode in its
own gap. The electrode was cut by a narrow vertical slit
to form two independent D-shaped electrodes labeled L
for left and R for right.

(iv) "U D," c-onsisting of another split electrode in an
independent gap. It was cut by a narrow horizontal slit
which formed two D-shaped electrodes U (up) and D
(down).

The electronics for the thick and thin IC's consisted of
electrometers and VFC's which were tested for linearity
and calibrated by high-precision current sources. The
outputs were available both as highly filtered dc voltages
and as pulse trains which were counted in CAMAC
scalers. The electrode signals from each split ion-chamber
pair were routed to analog circuits which gave an analog
output proportional to the normalized difference, e.g. ,
(L R)/(L +R—).

The narrow slits in the split-electrode chambers were
aligned on the nominal beam line. Data from the split
IC's were used to monitor the position of the beam cen-
troid. When the beam misalignment exceeded tolerances
of about 2 mm the beam was steered to realign the beam
centroid.

The ratio of thin IC to thick IC was used to detect the
onset of recombination of positive and negative ions be-
fore collection. In the absence of recombination effects
the ratio should be a constant independent of beam inten-
sity and be given by the ratio of the two chamber
thicknesses. The thick IC (which has a lower collection
field) would be the first to show reduced gain because of
recombination. No evidence for such effects was observed
during the course of this experiment.

The number of pions N in the beam measured by the
ith IC at a point Z; along the beam line, is given by

N (i)=S; 1 W~ 1 ~~OI

1+g GJ(RJ ) K;D;po (dE/dX) TOP;

(3.3)

where
N (i)=number of pions in the beam as measured by

the ith IC at Z;;
S; =number of read-out counts from the ith IC;
Gi NJ(i)!N (i);-—
NJ (i)=number of particles of species j at the ith IC;
RJ (dE /dX)q /(dE /dX);-—
W; =energy deposited per ion pair formed for the ith

IC;
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K; =number of electrometer counts per elementary
electric charge collected (i.e., per ion pair) from the ith
IC;

D;=active distance between the electrodes of the ith
IC;

po ——density of the Ar gas at Tp and Po; of the ith IC;
To, Po; ——temperature and pressure at which the ith IC

was calibrated;
T, P; =temperature and pressure at which the ith IC

was working.
By grouping and rearranging terms in Eq. (3.3), the

number of pions X (Zo) in the beam at Zo along the
beam line can be expressed as

X (Zo)=S(-.)M( (3A)

D. Beam contamination

Protons, muons, and positrons are the three charged-
particle species which contaminate the beam. The muons
came mainly from two sources: (i) "cloud" muons (or
"target" muons) from pion decays near the production
target and (ii) decays of pions in the secondary beam
channel downstream of the last bending magnet. Muons
from pion decays in the channel between the first and last
bend have very little chance of getting past the last bend
and hence give a negligible contribution to the muon flux.

1. The proton contamination G~

The proton contamination Gz had to be measured espe-
cially carefully because the high specific ionization of pro-
tons at the beam momentum affected the IC's dispropor-
tionately; also the contamination varied with time. G&

was determined by time-of-flight (TOF) measurements
with the scintillation counters TB1 and TB2 over the path
from the production target to the counters. The arrival
times relative to pions of muons and protons in the TB1
and TB2 counters are —1.5 and 103.7 ns, respectively.
Thus these TQF measurements were useful for differen-
tiating protons from pions, but did not give good separa-
tion of muons from pions.

Practically, Gz was determined by using special
machine pulses in which the H+ primary beam was
"chopped" to give a microstructure at 1 MHz (i.e., the
0.2-ns-wide micropulses were 1 ps apart instead of the
normal 5 ns) and by scaling the numbers of protons (nz)

where
M;=multiplier for the ith IC (pions per corrected

count);
S;(„,) ——number of corrected counts of the ith IC.
The last parameter can be expressed explicitly as

(1—A; )e ' " TPoi
i(cor) i '1 G (g )' TP 3.5

J

where
I.; =Z; —Zo,
A, =pion decay length (=P y~r );
A; =fractional loss of pions due to scattering and ab-

sorption in matter along the pion path from Zo to Z;.

and pions (n ) measured in a number (H, ) of micro-
pulses. These special pulses were intermixed with normal
running and the scalers nz, n~, and H, were written on
the data tapes at intervals.

For runs summarized on the first five summary tapes,
Gz was about 4% and fluctuated by about 1%. Follow-
ing a retuning of the beam, it was about 1.5% and fluc-
tuated by only a fraction of 1%.

3. The cloud muon contamination G„,

The cloud muons are formed by pions decaying between
the production target and the first bending magnet.
Muons that have the proper momentum and direction
travel along the P beam line. At 522 MeV/c it is not
possible to differentiate the muons from the pions reliably
with a TOF measurement, and so G&, was determined by
extrapolating lower-momentum data. Several measure-
ments of G&, were made at beam momenta of 400 and
450 MeV/c yielding (0.87+0.18)% and (0.69+0.06)%,
respectively. The value of G~, at 522 MeV/c was calcu-
lated to be

Gp, ——(0.5+0.1)%,
at the location of the S~,S2 telescope.

4. The positron contamination G,

The positron contamination G, was obtained from the
work of Briscoe et al. ,

' who describe measurements in
the LAMPF P3 channel for both positive and negative
beams of momenta 200 to 625 MeV/c. We use the value

G =(0.5+0.1)% .

TABLE II. Muon contamination of the pion beam.

Device

Thick IC
S1
S2
TUIC

G„
(%)

10.22+0. 10
10.18+0.10
10.12+0.10
14.45+0. 10

10.39%0.10
10.18+0.10
10.12+0.10
14.64+0.10

2. The muon contamination G„

The muon contamination G~ from the decay of beam
pions could not be measured experimentally, and depend-
ed on the geometry of the detector considered. A Monte
Carlo program MUFLUX was written to simulate m&2 pion
beam decays along the P beam line to determine G& for
each of the monitors. The starting point of the pion gen-
eration was the downstream end of the final bending mag-
net, and the effects of the upstream lead and magnetic
collimators (see Fig. 1) and the lead collimator (Fig. 5)
were included. G„was calculated for the thick IC, S)
and S2 counters, and TUIC. As in the collimator pro-
gram MUSCAT, this code incorporated the Moliere theory
of multiple Coulomb scattering. The resulting values of
Gz for different device locations are summarized in Table
II.
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E. Corrections to the monitor counts

In the course of the experiment different parameters af-
fecting the beam monitors varied (such as ambient tem-
perature, pressure, beam contamination, beam intensity,
etc.). Since the fluctuations were quite small and smooth
with time, the corrections were made on each of the eight
pion-beta-decay summary tapes (ST's), rather than on a
single-run basis.
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1. Corrections to the m„2 monitor counts

The dead-time correction (CDr) depends on the beam
intensity. This was calculated from the measured pulse
lengths and counting rates. Figure 6(c) shows the correc-
tion CDr (%) for the eight ST's. The values are typically
1.5%; for runs summarized on ST3 and ST4 lower and
higher beam intensities were used, resulting in the ob-
served variations, of CDq. The accidental-counts correc-
tion (C&o) is calculated from single coincidence and de-
layed coincidence rates, to give CAc ——7/10, at the
average beam intensity.

The last correction C„„(due to vertical motion of the
beam) was determined by combining the results from the
Monte Carlo program pIMUASY and the measured asym-
metry ( T B)/( T +B—) during the experiment. The

points in Fig. 6(a) show the variation of the detection
solid angle of the ~„z monitor as a function of the beam
asymmetry. The indicated uncertainties are statistical.
The curve is a simple quadratic fit to the Monte Carlo re-
sults. C»~ was determined by considering the measured
asymmetry when data were taken, the asymmetry when
the ~&z monitor was calibrated, and the result of the fit.
Figure 6(b) shows C»„as a function of the eight pion-
beta-decay ST's.

2. Corrections to the ionization-chamber counts

The corrections affecting the IC's are common to the
thick IC and the TUIC with one exception: an offset was
introduced on the TUIC electrometer output voltage to
keep the Vidar VFC from automatically switching polari-
ty on fluctuations near zero voltage. The offset correction
reduced the raw TUIC counts by 2% to 5%.

The first common correction is due to temperature and
pressure variations during the experiment. This correc-
tion was made separately for each run and did not exceed
2%.

Th'e second correction is due to beam contamination, of
which the most important (in terms of variation) is the
proton contamination. The ionization loss of protons at
the beam momentum is about 3 times that for pions, re-
sulting in a 12% correction for early runs and a 4.5%
correction for later ones. Muon and electron contamina-
tions were assumed to be stable, at a total of 11% for the
thick IC and 15% for TUIC, which was further down-
stream.

The third correction is the pion-decay term which ac-
counts for the position of the IC's relative to the standard
reference point Zo. The correction was found to be
1.2627 and 1.3141 for the thick IC and TUIC, respective-
ly.

The fourth and final correction is the term which takes
into account scattering and absorption of pions in matter
along the pion path from Zo to the IC position. The first
part of this correction only concerns the TUIC and is due
to the pion absorption in the two counters Si and S2 (see
Fig. 5). This absorption correction, which only applies to
the last four ST's (because Si and Sz were not in position
earlier), was determined by placing plastic sheets of dif-
ferent thicknesses along the beam line and measuring the
corresponding rates in the TUIC. The correction for
Si,Sq was (1.013+0.001). The other pion absorption and
scattering corrections were calculated to be 0.27% for the
thick IC and 0.44% for TUIC.

F. Calibration of the beam monitors

IO
i I I I I I I i

I 2 3 4 5 6 7 8
Summary Tape

FICx. 6. Corrections to m„2 monitor counts by summary tape:
(a) results of the simulation of the effect on the solid angle of
vertical beam motion; (b) resulting corrections, by summary
tape; (c) dead-time correction.

The procedure for determining the beam-monitor mul-
tipliers may be summarized as follows:

(a) Calibration of the beam monitor at low beam inten-
sity by counting the beam rate with the pair of scintilla-
tion counters S),S2.

(b) Correction, if necessary, of the calibration for the ef-
fects of temperature, pressure, beam contamination, etc.

(c) Extrapolation of the low-beam-intensity calibration
to the higher beam intensity at which the data were taken.
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2. Caiibration of the two ionization chambers

The same technique of extrapolation to zero beam in-
tensity was used for the ion chambers. The extrapolation
to high beam intensity required calibration of the elec-
trometers used, which was done using two Keithley model
261 pA current sources. In the case of the thick IC the
calibration relied on the scaling and linearity of one
current source as calibrated by a Keithley model 616 elec-
trometer maintained by the standards group of LANL's E
Division to a precision of better than 0.25%, while the
calibration of the TUIC electrometer was extrapolated
(using the other. current source) by a step-by-step tech-
nique in which a current measured on one range was corn-
pared with the same current measured on another.

The final values for the multipliers were

(8.125+0.106)&& 10 pions/count for thick IC,
(1.983+0.022) && 10 pions/count for TUIC .

The errors of 1.3% and 1.1%%uo, respectively, are due to un-
certainties in the straight-line fit, absorption correction,
and electrometer scaling factor.

G. Total number of pions in the beam

The number of pions in the beam at the standard refer-
ence point Zo for each pion-beta-decay ST was deter-
mined for the three beam monitors by multiplying (i) the
raw monitor counts as read by the monitor scalers and
written on the data tapes, (ii) the overall correction factor
affecting the monitor, and (iii) the monitor multiplier.

Figure 7 shows the relative variation of the three moni-
tors as a function of the ST. The calibration was done at
the end of the series of runs and is represented by the
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FIG. 7. Comparison of the three primary monitors, by sum-
mary tape. The point C is for the calibration runs, which were
done at the end of the experiment.

1. Calibration of the n„z monitor

Data on the ratio of ~&2 counts to SIS2 counts were
taken at several (low) beam intensities and extrapolated to
zero intensity. When the SiSq counts were corrected for
beam contamination and the relative positions of the
detectors, a multiplier of 4110+66 pions (at Zp) pel
count was obtained. The error of 1.6% includes uncer-
tainties in the straight-line fit, beam contamination (larg-
est uncertainty), and absorption corrections.

point C on the figure. Although the monitors drift over
the course of the experiment, it is by a maximum of l%%uo

from the mean and there is n'o clear reason to prefer any
of the three monitors; they are therefore all used.

The total number of pions in the beam at the standard
reference point Zo was determined to be

X =(2.1498+0.0219)&&10' (pions) . (3.6)

The uncertainty of 1.04%%uo is the combination in quadra-
ture of the uncertainties of the three beam monitors.

H. Beam momentum and phase space

To determine the pion-beam momentum p, measure-
ments were made of the time of flight (with respect to a
signal derived from the acceleration rf waveform, the
T201 timing signal) of the six following particles: m, p, d,
t, 2He, and 2He. This was done by mounting a scintilla-
tion counter along the beam line 7.6 cm downstream from
the vacuum tank beam 'exit window and by analyzing the
(two-dimensional) scatter plot of pulse height vs TOF.
The pulse heights gave unambiguous particle identifica-
tion. A least-squares fit to the differences in TOF gave a
beam momentum of

p =522. 1+0.8 MeV/c, (3.7)

which corresponds to a pion total energy of 540.4 MeV.
This is in agreement with the value expected from
magnetic-field measurements of the beam magnets. The
momentum bite of the beam was taken from previous
measurements and beam-transport calculations" to be

b,p/p =5% (FWHM) (3.8)

o.~ ——1.44+0.04 cm,
o.~ ——3.93+0.13 mrad,

o.z ——0.84+0. 10 cm,

o z ——S.28+0.3S mrad,

(3.9)

where
o.~ ~——standard deviation of the X, Y transverse spatial

coordinate at the waist;
o.~ ~ ——standard deviation of the X, Y angular beam

(FWHM= full width at half maximum).
To measure the beam spatial characteristics (phase

space), a set of three multiwire proportional chambers
(MWPC's) was installed in the beam line, just downstream
from the vacuum tank snout. The measurements were
made with both a m+ beam and a "pure" proton beam
with similar defining apertures (jaw settings) and
equivalent particle-separation degraders at the beam's in-
termediate focus.

The phase-space measurements (transverse spatial and
angular coordinates) were fitted with Gaussian distribu-
tions and the standard deviations of the fits were calculat-
ed at the beam-waist position, 214 cm from the upstream
end of the magnetic collimator, i.e., at about the center of
the decay region. The results of the fits to the phase-
space data are
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divergence at the waist.
These parameters were used in the calculation of accep-

tance described in Sec. VI C.

3
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IV. CALIBRATION RUNS

Besides irP data taking we also took calibration data
with a 1.3-cm-thick CH2 target near the center of the de-
cay region with ~+ and m. beams, and with a m beam
and hydrogen gas at atmospheric pressure filling the tank.
The m 's produced by charge exchange in these runs were
used to calibrate the energy scale, conversion efficiency,
and absolute timing of the detectors. By subtracting the
m+CHi spectrum from the m' CH2 spectrum we obtained
energy response curves for the nearly Inonoenergetic m. 's
from the m. p reaction, which showed the long tail to
low-apparent-measured energies usual for total absorption
y detectors.

A. Energy calibration

The y detectors mere initially calibrated with a 270
MeV!c electron beam, to give initial values of the factors
relating pulse heights to total energy for each total ab-
sorption block and each converter slab. Runs at 180 and
360 MeV/c verified the linearity of pulse height with elec-
tron energy. The final calibration was then done using
ir CH2 runs. The total energy is found from a weighted
sum of the pulse heights from the converters, the scintilla-
tors, and the lead-glass blocks:

wcPc+ wgPg+ wg

where P~, P~, and P~ are the total normalized pulse
heights from the converters, scintillators, and blocks,
respectively, and wc, w~, and w~ are the weights for these
three quantities.

The ir CH2 runs were used to determine the ratios of
the weights so that total measured energy was indepen-
dent of the conversion plane, and so that the best resolu-
tion was obtained. The scaling of the weights was done so
that the central value of a Gaussian distribution fitted to
the part of the spectrum between 400 and 700 MeV
matched (within 1 MeV) the expected mean value predict-
ed from Monte Carlo calculations. Since the actual ener-

gy scale is not important to the final result, this was felt
to be an adequate procedure, and consistent with the may
in which measured energies were used in the analysis.
Figure 8 shows the energy spectrum from a ir CH2 run;
fitting the peak with a Gaussian gives a central value for
the energy of 529 MeV (and a width of 16%%uo), slightly
below the mean value 536 MeV for ir p —+m. n as predict-
ed by a Monte Carlo calculation using our beam parame-
ters and measured angular distributions. ' The ~ CH2
spectrum includes ir C charge-exchange (CEX) events;
the m p spectrum can be found by subtracting an ap-
propriately normalized m. +CH2 spectrum, assuming that
the reaction m C~~ +X has the same cross section as
m.+C~m +X'. A typical m+CH2 energy spectrum is
shown in Fig. 9; a Gaussian fit has a central value for the
energy of 509 MeV and a width of 19%. The corrected
spectrum has a central energy in agreement with the
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FIG. 8. Total-energy spectrum from a m CHz run.

Monte Carlo mean value. Figure 10 shows the three spec-
tra.

B. Energy-response function of the detector

2.0x10
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FICx. 9. Total-energy spectrum from a m+CH2 run.

Total absorption y detectors typically have a skew
pulse-height response to a monoenergetic beam, with a
long tail extending to low pulse heights. We assumed that
the corrected spectrum shown in Fig. 10 is the energy-
response function for our detector at the low-beam inten-
sities used for calibration. A typical pion-beta-decay run
was at several times the beam intensity for ir+CHz data,
and there was a significant amount of random pulse
height in the detectors. Figure 11(a) shows the spectrum
from a special run in which event-read-out cycles were
triggered by a free-running pulse generator ("clock"
trigger). This had a mean energy and width of
(17.8+17.3) MeV. Figure 11(b) shows the result of fold-
ing curve C of Fig. 10 with the curve of Fig. 11(a). The
resulting curve has, between 400 and 800 MeV, a mean
energy of 556 MeV, and a standard deviation of 43 MeV.
From this, the expected apparent mean energy of pion-
beta-decay events (which we expect to have a mean energy
of 523 MeV) would be 556—536 + 523 =543 MeV with a
width of 43 MeV, which is what we found. It was as-
sumed that the response to pion-beta-decay events mould
have the shape of the curve of Fig. 11(b) shifted down by
13 MeV (because the data was binned, it was easier to
make this small shift, rather than to scale the curve).
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and hence occasionally produced ambiguities of +5 ns.
The ambiguities were resolved, and corrections for
changes in the transit time of the signal from accelerator
to our electronics were made, by software using a set of
constants for each distinct set of runs. Basically, after
correcting for changes in the cable and amplifier system,
the smallest time from the T201 signal to the mean of the
two y times, modulo 5 ns, was chosen. The time distribu-
tions had a standard deviation of approximately 250 ps
(FWHM of 580 ps), as shown in Fig. 12. The resolutions
of the two arms of the detector differed slightly, the stan-
dard deviations of the T, , T2 timing distributions being
for a single run

0
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Total energy (MeV)

FIG. 10. Total-energy spectra from n.+ and m CH2, with
weighted difference.
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C. Timing calibration

The LAMPF primary proton beam is time-structured
with a period of 5 ns because the accelerating waveform
in the early stages has a frequency of 201 MHz. Because
of the isochronicity of the beam line, the pions arrived in
the decay region in bunches 5 ns apart, with a width of
about 250 ps. By measuring the times of the y rays rela-
tive to a signal (T201) derived from the rf signal, a factor
of 2 improvement in discrimination against background
was obtained as compared with using just the time differ-
ence between the y rays. The electronics which selected a
T201 pulse to be fed to the CAMAC time-to-digital con-
verter (TDC) was designed to be close to 100% efficient

o T,
——248+4 ps, g T

—258+8 ps . (4.1)

Time shifts and drifts of the rf signal and of the indivi-
dual counters during the experiment were corrected by
analyzing m.+CH2 data, which were taken at regular inter-
vals during the experiment (one n.+CHq run for each
pion-beta-decay run). During analysis the data from the
m.+CH2 runs were used to update all timing corrections
for the corresponding pion-beta-decay run. Run-to-run
shifts were small, typically less than 50 ps; the final
overall time resolutions for the entire run were

OT, ——267+6 ps, OT2
——274+10 ps . (4.2)

5.0 xlO

D. Conversion probability of the y rays in the detectors

The conversion probability P is the probability for a y
ray incident on the forecrate (i.e., the converter slab and
scintillator array shown in Fig. 3) within the fiducial area,
to convert and to be detected by the scintillator planes; P
was determined by analyzing the ~ CH2 and the ~ H2
data. The model used to determine P is somewhat dif-
ferent for the two kinds of data.

As shown in Fig. 3, the y-detector forecrate was com-
posed of three sections (each section consisted of a con-
verter plane, an X scintillator plane, and a Y scintillator
plane) with veto counters placed in the front (and to the
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FIG. 11. Energy response of detector: (a) total energy with
clock trigger; (b) expected response function for m p at high-
date rates (see text).

Tl vs. T20I (ns)
FICs. 12. Timing distribution from m CH2 uncut data. Plot-

ted along the abscissa is the time difference between the time in
arm 1 ( T~ ) and a signal derived from the machine rf (T201).
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Section

TABLE III. Solid angles subtended by the sections at the CH2 target.

Solid angle (sr)'

4.0146X10-'
3.7553 X 10-'
3.5241 ~ 10

4.0543 ~ 10-'
3.7884~ 10-'
3.5392~10 '

1.1392
1.0656
1.0

1.14SS
1.0704
1.0 (def)

'Uncertainty on the solid angles is 0.1%, on the ratios 0.15%.

side) of the forecrate. The thicknesses of sections 2 and 3
were identical, whereas the thickness for y conversion of
section 1 was smaller by that of one scintillator (because
the Y counters of planes 1 and 2 act as part of the con-
verter for planes 2 and 3).

The ratio a is defined as

conversion probability section 1a=
conversion probability section 2 or 3

Using tabulated values of radiation lengths,

a =0.961+0.004 .

The data were then fitted with the following model:

Xi ——CR i3Ea,

N2 —CR23E(1 —Ea),
N3 CR33E(1———E)(1 Ea), —

m 's produced by charge exchanges m p~m n.
On the other hand, the data have two inconvenient as-

pects. The constant C introduced in the model must be
determined in addition to E, so a two-parameter fit is in-
volved. Also, the relative solid angles R,J of sections 1, 2,
and 3 with respect to the polyethylene CH2 target, are
needed. These solid angles are calculated from the precise
measurements made during the survey of the experiment
and are given in Table III (the uncertainties in the solid
angles are typically 0.15%%u&).

The results (averages from all the m. CH2 data) are
summarized in Table IV. Note the agreement between the
two arms of the m spectrometer. Averaging the two re-
sults and taking into account the uncertainties in the
R,J's, we find

E =0.3497+0.0035,

P =0.7195+0.0042 .

Pi ——Ni /CR i3,
P2 N2/CR 23,——
P3 ——N3/CR33,

where
N; =number of detected events in section i (i = 1,2,3);
C=overall normalization constant;
E=conversion probability for a y ray reaching section

2 or 3;
R,J ——0; /Qi;
&;=solid angle of section i;
P; =probability of a conversion occurring in section i.
The total conversion probability P is (Pi+P2+P3).

The ratios P;/P were used in the Monte Carlo program
PIoBETA, which calculated the acceptance of the detector;
the value of P is then used to normalize the results.

The n CH2 data have two nice features. First, they
have good statistics, which permit an accurate determina-
tion of the fitted parameters. Second, after selecting only
events in which the outer scintillators in the conversion
plane (the guard ring) do not fire, the n energy spectrum
is very clean, as shown in Fig. 8. Thus the data represent

For the m H2 data, the forecrate was removed from the
trigger of one of the y detectors. The data corresponded
to a signal in the lead-glass elements (converter s or
blocks), no veto, and a normal trigger in the other y detec-
tors. The y conversion could take place in sections 1, 2,
and 3, or in the rearcrate (the total-energy-absorbing
lead-glass blocks). These data have two nice features.
First, the constant C is no longer a free parameter since
the following relation is satisfied:

C =Xi +X2+X3+Xg,
where Nb is the number of events with signals only in the
blocks.

Thus, there is only one free parameter (E) to be fitted.
Second, only events with substantial pulse height in the
three central blocks were accepted in this analysis. Conse-
quently, all the R;z's are equal to one, which reduces the
uncertainties in the determination of E.

Qn the other hand, the data have two inconvenient as-
pects. As seen in Fig. 13, the m energy spectrum is con-
taminated by the presence of n 's produced in the pion-
production reactions ~ p~m m n and m. p~m m p.
This meant that a severe cut on the total energy had to be
made in order to select the m 's produced by charge ex-

TABLE IV. Experimental results for the conversion probabilities.

Data
Conversion probability E

Arm 1 Arm 2
Total conversion probability P
Arm 1 Arm 2

m-CH2
H2

0.3498+0.0041
0.3484+0.0092

0.3495+0.0042
0.3413+0.0085

0.7198+0.0052
0.7180+0.0116

0.7191+0.0053
0.7086+0.0111
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The experimental result P((E) ) can be compared with
a Monte Carlo prediction. Reference 18 gives a semi-
empirical expression for the conversion probability E as a
function of the y energy in 0.68 r.l. of LF5 lead glass:

E, =0.33+ 0. 1 log&0(0. 01 Ez ),
where E& ——incident y energy in MeV. In our case, the
mean energy Er ——270 MeV, and the thickness of section
2 or 3 is 0.6187 r.l. Assuming that E, varies linearly with
the material thickness, we calculate

Ec ——0.3395
0

0 IOO 200 300 400 500 600 700 800 P(E, ) =0.7061 .
(4.5)

vr total energy ( Me V )

FIG. 13. Total energy spectrum from a ~ H& run.

change. Also, as a consequence of these cuts, the interest-
ing data have poorer statistics, and this increases the un-

certainty of the determination of E. The averaged experi-
mental results for the m Hq data are summarized in Table
IV. Again, very good agreement is observed between the
two y detectors. Averaging the results of the two arms,
one finds

E =0.3446+0.0062,

P =0.7131+0.0080 .

( E ) =0.3483+0.0044 . (4.3)

The combined probability for a normally incident y to
convert in one y detector within the fiducial area is then

P((E) ) =0.7174+0.0043 . (4.4)

The final values for E and P were obtained as follows.
The result E determined from the n H2 data analysis
needs to be corrected slightly since, on the average, the y
rays incident on the forecrate, which are produced in the
gaseous hydrogen target, are not perfectly normal to the
sections. According to a Monte Carlo program calcula-
tion (PIONEUT) the correction is (cosO) =0.9926, where 8
is the angle between the normal to the forecrate and the
incident y ray. The uncertainty (rms) in E is increased by
half of this correction and by the estimated effect of the
contamination of the m 's.

The modified experimental results E are given by

CHp.. E =0.3497+0.0035,

Hp.. E =0.3420+0.0063 .

The final value (E ) is obtained by making an average,
weighted by the errors, of the two results:

P =0.5151+0.0062 . (4.6)

The overall uncertainty is due to statistical uncertainties,
and uncertainties in geometry, material thicknesses, and
pion production.

V. BACKGROUNDS

Background events arise in several ways: two-particle
decays of beam particles, two-particle events from interac-
tions in the material of the apparatus, and spurious coin-
cidences between single-particle events. Neutron-induced
reactions are assumed to be of the single-particle type.
The most important background is from the structure-
dependent part of the radiative decay m.+~e++v+y.
This background was underestimated in the previous
analysis. '

A. Two-particle process

Table V lists real two-particle processes with estimates
of their probability. The yield per incident pion is the
geometrical yield as calculated by Monte Carlo simula-
tion. The value for the process ~chevy is calculated us-
ing only the structure-dependent parts ' using either
value of the structure-dependent parameter y found in
Ref. 20 (y=0.44 or —2.36) gives the same result. The
value for the process p —+evvy is the inner-
bremsstrahlung rate ' assuming all the muons come from
sr+ decays in flight. The ~+ CEX rate is an upper limit

The result (4.5) is in good agreement (1.6%) with the ex-
perimental result (4.4) above.

The value of P above is for the energy distribution of y
rays as seen in the calibration runs; for pion-beta-decay
data the energy and angle distributions are again slightly
different (e.g. , more tendency to equal energy for the two
y's), so a small upwards correction gives a joint conver-
sion efficiency of

TABLE V. Two-particle processes.

Process

m+ ~m-Oe+v
~+~e+vy
p+ ~e+vvy
~+ CEX on gas

Yield/Incident ~

1.68 X 10
5.9 X 10-"

& 1.1X10

After cuts

1.6X 10—"
1.61 X 10

&7X10
& 1.1X10

Neutral-trigger yield

0.84 X 10
(0.81+0.45 ) X 10

&5X10
-5.5 X 10-"
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on the production of m. by charge exchange made assurn-

ing that the residual gas is nitrogen and using a cross sec-
tion estimated from the tr+CH2 data. The cuts applied
are cuts -on the variables D and C (described below),
which essentially measured the transverse momentum of
the two detected particles, and a cut on their total energy
E.

The cuts are designed to have no effect (in principle) on
the pion-beta-decay detection efficiency; they reduce other
processes significantly. For pion-beta-decay and CEX
events the "neutral-trigger yield" is calculated using a
conversion efficiency P of 0.52. For the tr~evy and
p~evvy events, a single y efficiency of 0.72 and a
charged-particle veto inefficiency of (0.7+0.4)% give an
estimated neutral-trigger efficiency of (5.0+2.8) )& 10
The veto inefficiency was estimated in two ways: from
measurements of the variation of efficiency as a function
of counter high voltage using charged particles
[(1.1+0.5)%], and from the pulse-height spectra obtained
using charge-integrating analog-to-digital converters
(ADC's) [(0.3+0.3)%]. These are combined to give an es-
timate of (0.7+0.4)% where the error is systematic. Thus
the rate for tr~evy being misidentified as pion beta de-

cay is estimated to be (0.94+0.54)% of the pion beta de-

cay, giving a correction factor of (0.9907+0.0054) to the
number of observed events.

B. One-particle processes

The rate for single-particle neutral counts in either arm
is observed to be 5&10 per incident pion; this is be-
lieved to come primarily from interactions of beam pions
in the collimator or tank. Other processes, such as
tr~pvy, contribute about 20% of this rate. The energy
spectrum of these neutral counts falls off greatly at high
measured energy.

The double-coincidence raw trigger rate of 0.54 s ' was
consistent with this single-particle rate giving random
coincidences of uncorrelated counts within the trigger-
resolving time. This random background, after time and
kinematical cuts, was about 1% of the pion-beta-decay
rate, and was subtracted as described in Sec. VI E.

VI. ANALYSIS

tr+CHz run was replayed first to update the timing con-
stants and to use the source data to update the calculated
gains of the lead-glass element PM's. The ST's then con-
tained records of events which satisfied the software cuts,
with the scintillator data time-corrected, records of the
relative gains of the lead-glass element PM's, and sealer
information. These ST's were then further reduced by us-
ing cuts at E&225 MeV and Xz (13.5 to a sample of
7000 events on summary ST's (SST's).

Note that we have frequently used more significant fig-
ures in quoting numbers in this paper than is apparently
justified; this is to minimize errors introduced by early
rounding.

B. Final event selection

To select the final pion-beta-decay sample we cut on
three variables: (a) XT, described above, (b) D, a co-
planarity parameter measuring the distance of the line
joining the points of conversion from the beam-center
line, as shown in Fig. 14, and (c) C, a momentum-
conservation parameter which is a measure of the devia-
tion from equality of the transverse momentum of the two
photons:

E]R]
C =100ln

E2R2

where E],E2 and R],R2 are the measured energies of the
y's and the distances of their points of conversion from
the beam.

1. Timing cut and its efficiency

Pion-beta-decay timing distributions, due to the decays
occurring throughout the decay region, were generated us-
ing the Monte Carlo program PIOBETA. The rms width of
the timing distribution obtained by the Monte Carlo pro-
gram was crT ——71 ps for both detectors. This value was
folded with the two point-source rms widths, as measured
using ~+CH2 data, to simulate the real pion-beta-decay
rms widths of the timing distributions in the experimental
apparatus.

Figure 15 shows two distributions of the time Tt for

A. Summary tapes Photon Detectors

The analysis proceeded in several stages: the first re-
duced the data sample to the set of summary tapes (ST's).
The times of conversion of each y ray ( Ti, T2) relative to
the T201 signal was computed and a X statistic formed:

T$ T2x = + (6.1)
CT ] 0'2

RI

Beam

R2

The total energy E was also found from the pulse heights
in the converters, blocks, and scintillators. An energy cut
E) 190 MeV and a time cut of XT (18 were sufficient
to reduce the data sample to 11700 events (primarily by
the time cut). A small proportion of pion-beta-decay
events was also rejected in this process due to the algo-
rithm for calculating the times; this led to corrections
described below. When making the ST's, the appropriate

ly I

Restricted area l
Guard Fiducia I

Full Area r Ing area
FIG. 14. Diagram of photon detectors, showing definition of

parameters used in the analysis.
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The program had a twofold purpose: (a) to determine
the primary physical quantities needed to calculate the ex-
perimental pion-beta-decay rate (detection solid angle,
self-veto correction, electron counter solid angle), and (b)
to generate the distributions of physical parameters to
determine cut efficiencies (m total energy, PT, D, etc.).

The apparatus and geometry considered in the program
are as follows:

(i) The two y detectors consist of a forecrate and a rear-
crate (see Fig. 3). The forecrate is composed of three rec-
tangular sections and of two veto counters, and the rear-
crate of an array of fifteen lead-glass blocks.

(ii) Each section is defined by the intersection of four
straight lines representing the scintillator edges of the
fiducial area (see Fig. 14). The X and Y scintillators of
the fiducial area and the lead-glass blocks are defined by
their center and edges.

(iii) The frame of the vacuum-tank window is defined
relative to the y detector and to the two veto counters.

(iv) The electron counters are defined by two rectangu-
lar areas, one placed above and one below the beam line.

The main steps in the program are as follows:
(1) A pion is generated with the measured beam phase

space (see Sec. III H).
(2) The pion-decay point along the beam line (Z axis) is

chosen with a probability (Pyct ) ', from Zo ——58 to 240
cm, and the decay is chosen according to the kinematics
of the beta-decay mode with use of the standard weak-
interaction theory, and t is the pion lifetime.

(3) The two y rays are traced into the y detectors,
where both are converted. The two sections i and j of the
detectors where the conversions occur are determined and
the points of intersection of the y's with the two planes
defining the sections i and j are calculated. Each section i
of the forecrate is assigned a relative conversion probabili-
ty determined from the data analysis (see Sec. IV D).

(4) An event is classified as good if the two y's are
within the fiducial-area limits. In this case, the program
follows the electron and determines if it hits either one of
the electron counters or one of the four vetoes.

(5) The measured y energies are smeared, assuming that
the y energy resolution was o=1.53V E (o and E in
MeV), where the proportionality constant was determined
from analysis of the ir CH2 data. The quantities C, D,
the times of conversion, and the sum of the two y energies
are computed.

(6) Selection criteria are applied to the event, and it is
added to corresponding histograms.

(7) The program then returns to step (1) above, until
sufficient events have been generated.

The overall acceptance for the two y's to hit the detec-
tors was found to be

In addition, the event will be vetoed if the positron hits
a veto counter, which occurs for an estimated
(16.06+0.52)%%uo of the events. The error is both from
Monte Carlo statistics and from our estimate of the effi-
ciency of the veto on low-energy positrons, or positrons
which pass through the frame of the tank window.

The quantity T defined in Eq. (2.2) is

T=(3.534+0.031))&10 " s . (6.7)

Note, as mentioned earlier in Sec. II, that T depends only
weakly on beam momentum: to a first approximation, T
remains unchanged for a momentum variation (the length
of the decay region and hence 0 increases with y of the
beam pion, while the proper time per unit path length de-
creases, so that the product does not change).

D. Correction factors

1. Data-acquisition live time

Since the beam monitors were recorded continuously,
even during event readout cycles when no new events were
accepted, the number of beam pions had to be corrected
for the data-acquisition live-time fraction, which was
0.9973+0.0001, to give an effective number of pions

= (2. 1440+0.0218) && 10' (6.8)

Fi ——0.9430+0.0050 (6 9)

3. Trigger inefficiencies

Three effects contributed to trigger inefficiencies: the
timing spread of the logic signals at the left-right coin-

2. Dalitz decays and early conversions

Dalitz decays (m —+ye+e ) and conversions in the
tank window and veto counter, where the pulse height is
sufficient to trigger the veto, will cause pion-beta-decay
events to be lost; This factor was estimated in two ways:
by calculation and by using ~ CH2 and m H2 runs with
the veto counters out of the trigger. The data from the
special runs were analyzed to select good m events, and
the fraction of such events with an in-time veto counter
pulse was found. Table VI lists the results. Note that the
CH2 target causes some conversions as does the H2 gas.

There' is evidence in the analysis of the experimental
data that the sample of m 's was not pure, so we adopt for
the probability of an early conversion or Dalitz decay on
one side the value (0.0289+0.0026), which is the weighted
mean of the theoretical and measured values for m Hz
corrected for conversion in the gas. The correction for
two-y events is then

Q=(13yct )
' f ii(z)dz =(1.6200+0.0098))&10 ' (6.6) TABLE VI. Dalitz decays and early conversion probabilities.

per pion entering the decay region and undergoing a beta
decay. The error is primarily from the statistics of the
Monte Carlo program. This has to be corrected by a fac-
tor for verti'cal beam motions during the run as measured
by the asymmetry of the m&2 monitors, the factor being
(0.9984+0.0004).

Calculated value'

H2
CH2

Vacuum

0.0281+0.0016
0.0369+0.0020
0.0277+0.0016

Dalitz decays are 0.0058 per y ray.

Measured value

0.0340+0.0030
0.0500+0.0035



562 W. K. McFARLANE et al. 32

TABLE VII. Number of events by class.

Class

A
B and C
D

No. of events

1144+33.8
114+10.7

1+ 1

Background

13 +2.2
3 +0.8
0.4+0.2

Net No.
of events

1131 +33.9
111 +10 7

0.6+ 1.0

Energy cut

0.9737+0.0026
0.889 +0.020
0.84 +0.08

Side veto
correction

0.9923+0.0010
0.99 +0.01
0.98 +0.02

cidence circuit, dead time generated in the discriminators
(which were fed with the summed pulse from the lead-
glass on each side), and the dead time generated by the
veto counters.

The first effect was estimated from measurements of
the coincidence counter rate as a function of relative delay
of the arm 1 and arm 2 signals (see Fig. 4), with a m

beam and Hq gas in the tank. The effect was small:
0.9970+0.0025.

The dead time of the constant-fraction discriminators
used for the summed lead-glass pulses depended on the in-

put pulse height. A conceptual model of the
discriminator s mode of operation and of the input pulse-
height spectrum was used to calculate a correction of
0.996+0.004. The distribution of the time of firing rela-
tive to the scintillator time of each of these two discrimi-
nators agreed with the model.

The last correction is larger; it also interacts with the
previous one since charged particles will be vetoed and
will not contribute to the "lead-glass" dead time. The
veto dead time could not be precisely estimated if the
hardware dead time alone was used, since it was not well
known enough. A cut was made in the analysis rejecting
events from the sample if the recorded time of a veto
counter pulse was within an interval chosen to be wider
than the hardware width. The veto dead time is then the
width of this cut times the singles rate as measured out-
side this region; the value is (0.898+0.008).

Combining these three corrections gives

Fp ——0.8917+0.0090 . (6.10)

There is another veto correction, due to showers leaking
out to the side veto counters. The correction for this de-
pends somewhat on the type of event and is given in Table
VII.

4. Software corrections

Accidental counts in the scintillators could cause an
event to be lost through computation of a bad Xz. or by
misclassifying the event. This primarily occurred in the
process of making ST's, where a time window of 39 ns
was used to select vahd scintillator times for g.z- calcula-

F3 ——0.9581+0.0050, (6.11)

where the error is increased because of systematic uncer-
tainties.

E. Number of pion-beta-decay events
and background subtraction

To estimate Np we divided the events into classes ac-
cording to whether they registered only in the fiducial
area or also in the guard ring. Class A events had all the
XP coincidence pairs inside the fiducial area; class B and
C events were those with an XY coincidence also in the
guard ring of arm 1 and arm 2, respectively; while class D
events had guard-ring hits and fiducial-area hits on both
sides. Table VII lists the numbers of events passing final
cuts as described above, along with corrections which vary
by class. A Monte Carlo calculation, including estimates
of the effect of gaps between scintillators and the effect of
a single electron traversing two adjacent scintillators, gave
the weights for the classes shown in Table VIII. The
weight is defined as the fraction of events of the given
class which result from y's directed into the fiducial area.
Table VIII also gives the random background, the sub-
tracted numbers of events in each class corrected for the
class-dependent effects, the expected and observed ratios
in each class, and the final number of events. The agree-
ment between the expected and observed ratios for classes

tion. Thus an accidental count within this range, on top
of a real count, could lead to rejection of the event from
the ST's. For the final sample, narrower time windows
could be used, thus rejecting most accidental counts.
Study of raw data runs gave an estimated loss of
(4.1+0.3)% of the events, due to accidental counts (where
the error is statistical). The model of accidental counts
used predicted that (2.8+0.3)%%uo of the surviving events
would have an accidental count that did not result in re-
jection in the first pass, and indeed 2.8%%uo (173/6171) such
events were found.

There is an additional correction of 0.1% due to the 5
ns ambiguity in determining the times used for calculating
XT (see Sec. IV C).

We therefore have an overall software correction of

TABLE VIII. Weights and ratios of events by class.

Class

A
B and C
D

Corrected No. of events

1170.6+35.2
126.2+ 12.5

0.7+ 1.2

Weight

0.9983+0.0019
0.528 +0.021
0.22 +0.02

Expected ratio

1.0 (def)
0.101+0.004
3.0X10-'

Observed ratio

1.0 (def)
0.108+0.011

(0.6k 1.0) )& 10

Weighted No. of events

1168.6+35.2
66.6+ 6.7'

0.2+ 0.3

Total 1235.4+ 35.9
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Xp ——1223.9+36.2 . (6.12)

20

daga points

8 and C to class A gives confidence in the calculation of
weights. Note that these numbers still contain the
m —+evy background.

The random background for each class was estimated
by making a fit of a background spectrum shape plus the
response function to the observed spectrum after all cuts.
The background spectrum was obtained by using a spec-
trum with only the C cut applied, but with any real events
(i.e., those passing final cuts) subtracted. Figures 18 and
19 show the fits for class A and classes 8 and C, respec-
tively.

Finally the n —chevy background is corrected for (see
Sec. VA) to give the number of observed pion-beta-decay
events

e
I

500 400 500

~ 4e
I

600
m' tota I energy ( M e V )

FIG. 20. Total energy spectrum of class A events with a
coincident electron, selected only on g~ .

VII. ANALYSIS OF THE PION-BETA-DECAY
DATA WITH THE ELECTRON COUNTERS

The analysis of the pion-beta-decay data using informa-
tion from the electron counters which were inside the vac-
uum tank is summarized here for completeness although
it was not used in the determination of the pion-beta-
decay rate.

The analysis was made from the SST's. In selecting the
events, the following two basic cuts were first made on the
data: XT and fiducial-area cuts (class A events). The
only other cut was to require one of the electron counters
to fire in a time window 2.6 ns wide defining an eyy
coincidence. There were 119 such events. Figure 20
shows the m total energy spectrum of the class A events
selected by the electron counters. A peak is observed with
a FWHM of AE =75.5+8.2 MeV centered at
E =540.7+3.9 MeV, corresponding to the detection of
pion-beta-decay events and a few background events. Fit-
ting a flat background to the electron-counter time distri-
bution outside the 2.6 ns window gave for the number of
background events inside the window
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FIG. 19. Distribution of the sum of energies of coincident
pairs of photons for class B and C events after final event selec-
tion. The fitted curve is the expected energy-response function
plus a background shape based on the distribution of events
selected only on the transverse-momentum parameter C.
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FIG. 21. Distribution of D and C parameters of selected
class A events with a coincident electron.
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Ng ——13.7+3.7 . (7.1) TABLE IX. Parameters entering into decay rate.

The number Nz of selected pion-beta-decay events was
determined by subtracting Ntt from the number of events
(119)on the plot

~~ =105.3+10.4 . (7.2)

The uncertainty is statistical and includes the uncertainty
in the background subtraction. This result can be com-
pared with the corresponding number Nz of pion-beta-
decay events to calculate a quantity X,

Symbol

Np
T

P2

Fi
F
F3
F4

Des cnptson

Number of good events"
Time in decay region, s
Number of beam pions
Conversion efficiency'
Dalitz, early conversions
Trigger efficiency
Software efficiency
Event-selection efficiency

Value

1223.9+36.2
(3.534+0.031)X 10
(2.144+0.022) ~ 10'

0.5151+0.0062
0.9430+0.0050
0.8917+0.0090
0.9581+0.0050
0.9880+0.0073

X =Ng /Ng ——(9.40+0.97)%%uo, (7.3) 'Error is primarily statistical.
Error in primarily systematic.

where X is the relative proportion of pion-beta-decay
events with the electron detected in one of the four elec-
tron counters. This quantity was also calculated in the
Monte Carlo program PIOBETA by introducing in the code
the geometry of the four electron counters and was deter-
mined as

X =(10.44+0. 14)% .

The uncertainty is a combination of statistical errors and
those due to uncertainties in the beam phase space, beam
steering, and geometrical location of the detectors. Good
agreement is noted between the experimental and Monte
Carlo results.

For completeness, Figs. 21(a) and 21(b) show the D and
C distributions, respectively, of the class A events selected
by the electron counters. These two distributions are
similar to the Monte Carlo and pion-beta-decay data-
analysis distributions (see Figs. 16 and 17). The agree-
ment between the energy distributions, and D and C dis-
tributions, of the events selected using the electron
counters and those of events selected in the main analysis
gives confidence in our assertion that these are real pion
beta-decay events.

VIII. DISCUSSION

Using the data of Table IX, in Eq. (2.1), the final result
for the pion-beta-decay rate is

R =(0.394+0.015) s (8.1)

where the error includes statistical (3.1%%uo) and systematic
(2.0%) errors. Our result (8.1) is in good agreement with
the standard-weak-interaction-theory prediction [Eq.
(1.9)], the difference being ( —2.2+3.8)%, giving the best

existing confirmation of the CVC hypothesis at low
momentum transfer. Combining R with 26.030+0.023 ns
for the pion lifetime gives a partial decay fraction of
(1.026+0.039) && 10, to be compared to the result (1.10).
The Kobayashi-Maskawa model implies that the origi-
nal Cabibbo approach of using a single mixing angle for
all beta decays is no longer appropriate, and instead two
angles are needed to parametrize AS=1 decays, with one
of these used for b,S=O decays. Using the coupling con-
stant for muon decay and assuming the validity of CVC
and the radiative-correction calculation, we obtain a ratio
of 0.928+0.035 between our result and the rate calculated
without use of a mixing angle. The M=O mixing angle
is then 8=0.27+ii os rad (68%%uo C.L.); in the context of the
Weinberg-Salam-Kobayashi-Maskawa model this is the
first direct measurement of this angle in a particle beta
decay as opposed to a nuclear beta decay.
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