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A measurement of the D lifetime using the impact-parameter method is presented. The D sam-

ple is obtained from identified D —decays in e+e annihilations into hadrons at center-of-mass

energy of 29 GeV. The maximum-likelihood method used is found to be insensitive to the
specific choice of cuts and uncertainties in backgrounds, giving the D lifetime of [4. 6+1.5

{statistical)+0 sisystematic)] X 10 '3 sec. The consistency and bias of the method are checked. Com-

bining the measurement with the semileptonic branching ratio of D, we estimate the semileptonic
decay rate of D to be (1.6+0.6)&(10" sec '. The corresponding value of the effective charm-

quark mass is found to be consistent with the typical constituent mass of charm quark.

I. INTRODUCTION II. PROCEDURE

Charmed mesons continue to provide us with many
puzzles as well as clues to the structure and decay mecha-
nism of hadrons. Among the most intriguing is the
difference in the lifetime' and semileptonic branching
fraction ' of D and D+ mesons. If the charm quark de-
cays independently of the light valence quark (spectator
model) then the lifetime and the semileptonic branching
fraction should be identical for both mesons. Two types
of attempts have been made to accommodate the differ-
ence in the framework of the standard model. One is to
enhance the nonleptonic decays of D, and the other is to
suppress the nonleptonic decays of D+. In both ap-
proaches, the light quark plays an important role (non-
spectator models) in the nonleptonic decays. The semilep-
tonic decay rate, however, is expected to be the same for
both mesons at least up to the Cabibbo suppression.
The lifetimes and the semileptonic branching fractions of
D and D+ together give absolute measurements of their
semileptonic decay rates, which can be compared with the
theoretical predictions.

The lifetime of D has been measured in various envi-
ronments' including the e+e annihilation, where the
crossing point of the two tracks from each D decay is
measured with respect to the center of the e+e beams.
In this report, we will describe a measurement of the D
lifetime with the DELCO detector at the SLAC e+e
storage ring PEP. The lifetime is obtained by a
maximum-likelihood method using the impact parameters
of individual tracks of D decays.

The D candidates are selected in the decays of charged
D*'s

D'rr+. , D' E ~+(X) (2.1)

(and its charge conjugate), where X, which is not ob-
served, is typically a n. , and the subscript D' of the first
pion is to distinguish it from the pion in the D decay.
For each of two charged tracks from the D decay, the
impact parameter b is defined in the plane perpendicular
to the beam axis, (xy plane) and with respect to the beam
center measured by the beam-position monitor (Fig. l).
The sign of b is positive if the inner product of the D
momentum in the xy plane, P 0, and the vector from the
beam center to the point of closest approach on the track,
b, is positive, and the sign is negative if the inner product
is negative. The two cases are shown in Fig. I.

If a D is created at the beam center given by the
beam-position monitor, and if the track is measured
without errors, then the impact parameter b is always
positive and given by dzsinO, where dz is the decay dis-
tance of D projected onto the xy plane, and 8 is the angle
between P 0 and the track direction in the xy plane.

The true impact-parameter distribution is smeared be-
cause of the measurement errors and because the true pri-
mary vertex is only approximated by the beam center
given by the beam-position monitor. As shown in detail
in later sections, these errors can be well approximated by
a Gaussian plus a flat background, where the width of the
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FIG. 2. The side view of the DELCO detector.

FIG. 1. The definition of the impact parameter and its sign.
All parameters are defined in the plane perpendicular to the
beam axis. The point 0 is the beam center given by the beam-
position monitor. The impact parameter b is defined as

~

b
~

with the sign of b.P o. The cases for positive and negative bj.D
are shown in (a) and (b), respectively.

Gaussian depends on the configuration of each track. The
probability that a track is not from a D decay also varies
from track to track.

In order to extract the D lifetime from the impact pa-
rameters, we have chosen to employ a maximum-
likelihood method which allows us to make the most out
of the information available. In the following sections, we
will discuss the components of the analysis.

III. COMPONENTS OF ANALYSIS

A. Detector

The side view of the DELCO detector is shown in Fig.
2. One of the unique features of the detector is the good
particle-identification capability provided by its gas
threshold Cerenkov counter. The data used for this
analysis was taken with isobutane gas as the Cerenkov ra-
diator, which has thresholds at 2.6 GeV/c for a pion and
at 9.2 GeV/c for a kaon. The counter consists of 36 cells
covering 62% of 4~. Each cell is viewed by a RCA 8854
quantacon phototube coated with paraterphenyl to
enhance the light collection in the UV region. For a
Bhabha track, the average number of photoelectron is 18.

The Cerenkov counter is sandwiched by inner and outer
drift chambers. The inner chambers consist of 6 layers
(uuzzUU) of inner drift chamber (IDC) and 10 layers
( zzuuzzuuzz) of central drift chamber (CDC). In the
parentheses above, z indicates a layer with wires parallel
to the beam axis, and u and U indicate layers with small-

angle stereo wires (about +2 degrees). The innermost
layer of the IDC is at r = 12.0 cm, and the outermost layer
of the CDC is at 48.9 cm. The single-hit position resolu-
tion for a Bhabha track is 140 pm for the IDC and 200
pm for the CDC. It leads to the impact-parameter resolu-
tion of 230 pm without fixing the momentum of Bhabha
tracks to the beam energy. The outer drift chambers are
made of 6 modules of planar chambers that form a hexa-
gon. Each module contains 6 layers (zzuuzz), where u and
U are large-angle (+30 degrees) stereo layers. The single-
hit resolution of the outer chambers is 450 pm. The mag-
net is of the Helmholtz type in order to reduce the
amount of material before the Cerenkov counter. The
field is 3.3 kG at the center and the total j8dl is 1.8
kG m. The resulting momentum resolution is
op/P=[(2%%uoP) + (6%) ]' where P is in GeV/c. The
data correspond to an integrated luminosity of 150 pb

B. Beam-position monitor

The beam-position monitors are located +3.74 m from
the interaction point. Each consists of four electrodes
(buttons) placed inside the vacuum pipe which pick up
pulses generated by the passing beam bunches. A total of
eight pulse heights from the buttons are recorded for the
bunch corresponding to each event and from these the
beam centroid position at the interaction region is calcu-
lated event by event.

In Fig. 3, the interaction points of Bhabha events are
compared with the beam center measured by the beam-
position monitor. For a Bhabha track emitted almost
vertically (within +0.25 rad in P), the x coordinate of the
vertex is well approximated by the x coordinate of the ori-
gin of the track. The y coordinate is obtained similarly
using the tracks emitted almost horizontally (within
+0.20 rad). Figures 3(a) and 3(c) show the x-coordinate
values in the laboratory frame and relative to the beam-
position-monitor value, respectively. Figures 3(b) and 3(d)
show the same for the y coordinate. Even though the
fluctuation of the beam position is as large as 3 mm, it
can be seen that the beam-position monitor is tracking the
true beam center reasonably well.
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FIG. 3. The x coordinate of the interaction points of Bhabha
events, in the detector frame (a), and relative to the beam posi-
tion given by the beam-position monitor (c). The horizontal axis
is the time in an arbitrary unit. The same set of figures for the

y coordinate is given in (b) and (d). The time range shown cor-
responds to data set 2, which accounts for about one-half of the
whole data.
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462+6
113+10

380
& 100

369+6
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& 100

342+4
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probably is the source of the discrepancy between the
measured and expected values. It is worth noting that the
measured beam sizes are the true sizes convoluted with
the resolution of the beam-position monitor, which are
what we need for the fit of D lifetime, since the D
tracks are also measured with respect to the beam position
given by the beam-position monitor.

TABLE I. Beam sizes obtained from Bhabha tracks and
those expected from the machine parameters of the storage ring.
Values are shown separately for the three data sets.

{pm)

D. Measurement error in hadronic events

C. Beam sizes

There are three data blocks 1, 2, and 3 with different
configurations. The tracking qualities are roughly the
same for the three.

The beam cross section is approximated by a two-
dimensional Gaussian with widths o~ and o.~. Then the
error in the impact parameter due to the beam size at an
azimuthal angle P is given by

cTb ~m(f) =cT~ cos /+err sin f . (3.1)

5x IO
I I I I I I I I I I I

0
{rad)

FIG. 4. The beam variance vs P (data set 2). The measure-
ment errors have been already subtracted. The solid curve is the
result of the fit of the shape o„cos P+P» sin P.

The beam size is obtained by measuring the width of
the impact-parameter distribution of Bhabha tracks and
then subtracting the measurement error in quadrature.
The measurement error is estimated by the width of the
distribution of the track separation near the beam. Figure
4 shows the measured cr,bmas a function of p for data
set 2. The smooth curve is a fit to the expected shape
(3.1) with o„and cr~ as parameters. The results are sum-
marized in Table I for the three data sets. The values cal-
culated from the machine parameters of the storage ring'
are also listed. The calculation ignores nonlinear and in-
coherent effects such as beam-beam interactions, which

There are three contributions to the impact parameter
error o.

2= 2 2 2
beam +Om. s. +trk (3.2)

~err 0.0141
COSA, PP

X
COSA

1 X1+ logip9 cosA,

(3.3)

where reff is the effective average radius of the materials
before the tracking volume, which is 9.1 cm for data sets
1 and 2, and 9.0 cm for data set 3; A, is the angle of the
track away from the plane perpendicular to the beam axis;
P,P are the momentum (in GeV/c) and the velocity of the
particle; and X is the total amount of material in the
direction perpendicular to the beam axis (in radiation
length), which is 2.25%%uo for data sets 1 and 2 and 1.28%
for data set 3.

This formula is good to a few percent in the cases of in-
terest. There are, however, non-Gaussian components due
to plural and single scatterings. They will be treated as
part of the flat background.

The error o„k includes the measurement error of each
drift-chamber hit, the effect of taking wrong hits (i.e., the
partial confusion in tracking), and the effect of multiple
scattering inside the tracking volume due to the gas,
wires, and other materials along a track. The track-fitting
program returns an estimated error for the impact param-
eter, af,„assuming that all the points associated with the
track are correct and the measurement error of each point
is properly estimated. Even though it is a useful indica-
tion of the quality of the measured impact parameter, a
correction has to be made to obtain a realistic o.„k in actu-
al hadronic events.

In order to obtain the functional form of the correction,

where ob„ is given by (3.1), cr, is due to the multiple
scattering at the beam pipe and the inner wall of IDC, and
o„k is due to tracking errors inside"the drift chambers.

We use the following formula" for cr

1/2
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FIG. 5. The error due to the tracking o.„q is plotted against
the error given by the track-fitting program, o.q, . The solid
curve is a function fitted to the data points. The broken lines
show the root mean squares of o, and o.

l in each bin.

general hadronic tracks are divided into op, bins. In each
bin the impact-parameter distribution' is fitted with a
Gaussian plus a flat background. The flat background is
expected from strange-particle decays, nuclear interac-
tions, etc. In principle, the decay prodUcts of heavy had-
rons can broaden the distribution. However, a Monte
Carlo study has shown that the effect is negligible in es-
timating o.«&.

Also, the root mean squares of o. , and o.t, are cal-
culated for the tracks in each o.~, bin and are quadratical-
ly subtracted from the measured width to get o„q. Figure
5 shows the resulting cr„j, as a function of or„. The bro-
ken lines show ihe root mean squares of o. , and o.t,„,
which have been subtracted in each bin. The curve is a fit
to the correction function.

In Fig. 6, the impact-parameter distribution is shown
for each o bin, where o is obtained by (3.2). The curve in
each plot is the result of fit with a Gaussian plus a flat
background, where the width of Gaussian is fixed to the
expected value. The functional shape gives a good fit in
all o. bins. Also, even though o.«j, is inferred in each o.~,
bin and not in each o. bin, the final expected resolution
well matches the real resolution in each o. bin.

40

20
O

K —mode

Q Right Sign

Q Wrong Sign

The D tracks are selected as the decay products of
charged D*'s in the decay chain (2.1). The method takes
advantage of the low-g value of the D* decay that limits
the phase space thus suppressing the random back-
ground. ' In this analysis, we further enhance the signal
by using the Cerenkov counter to select the kaon or the
pion from the D decay. ' Kaon candidates are selected
by requiring tracks with P greater than 3.2 GeV/c to have
no response in the associated Cerenkov cell. On the other
hand, the criteria for pion candidates are 2.6 & I' & 9
GeV/c and that the associated Cerenkov cell has a
response of more than 3 photoelectrons. These kaon and
pion candidate tracks have substantial momenta, and are
called "leading" tracks. Each of them is then combined
with another track of the opposite sign (nonleading track)
to form a D candidate. When the leading track is a kaon
(pion) candidate, we call it a X-mode (m-mode) combina-
tion. For a X-mode candidate, the kaon mass is assigned
to the leading track and the pion mass is assigned to the
nonleading track. For a m.-mode candidate, the mass as-
signments are inverted accordingly. After the invariant-
mass cut of 1.45 &Mz &2.2 GeV/c, each D candidate
is combined with another track (m. , candidate) within the

cone of sin8 o &0.13. The m ~ candidate track is said

to be the "wrong" sign if its charge is the same as that of
the track assigned the kaon mass, and the "right" sign if
not. The mass difference LDf =M+ —Mz is plotted
in Fig. 7 for both the K-mode and n.-mode sa,mples, The
enhancement of the right-sign sample over the wrong-sign
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FIG. 6. The impact-parameter distribution is plotted for each
bin of the overall expected error, 0.. In each plot, the center
value of o. is indicated in units of cm, and the curve is the result
of fit with the expected Gaussian plus a flat background.

FIG. 7. The mass difference XVX= M~ „—M~ for (a) the

K mode, and (b) the ~ mode. The distributions for wrong-sign
candidates (shaded) are plotted over those for right-sign candi-
dates. The arrows show the position of AM cut.
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sample is clear for both modes. The signal region is taken
to be ~&0.1625 GeV/c .

We do not detect all the decay products of D except in
the E m+ decay mode. Thus, when the Km mass is mea-
sured lower than the nominal D mass, the apparent D*
momentum is systematically shifted lower than the real
value. In order to take this into account, the measured
D* momentum is corrected depending on the measured
Xm mass. The correction is estimated by the Monte Carlo
and is largest at the lower edge of the J m. mass range
where the correction factor is 1.21. The overall D
momentum resolution is 9%%uo, and the resolution of D
direction in the xy plane is 0.02 rad.

Without further cuts, there are 104 IC-mode D* candi-
dates and 122 m-mode D* candidates in the right-sign
sample. There are 18 candidates overlapping the two
modes which we have classified as X mode. The tracks of
the wrong-sign candidates are not used in the lifetime fit
except in the estimation of the non-D background.

Then, the following cuts are made to the candidate
tracks.

(1) P greater than 250 MeV/c. This is to reject tracks
with a large error in impact parameter; it rejects 5 out of
the 452 tracks.

(2) g sin8& 0.4, where g =PRADO/MDO and 8 is defined
in Fig. 1. This is the ratio of the impact parameter to the
decay distance of D when errors are ignored. The larger
this value is, the more weight the track has in the lifetime
determination. And if it is zero, the track does not contri-
bute to the lifetime measurement. Thus, even though this
cut eliminates 173 out of 447 tracks, it does not degrade
the statistical error of the fit while making it less sensitive
to the background. Figure 8 shows the q sinO distribu-
tions for all the D candidate tracks in the data. It can be
seen that most of the tracks rejected are the leading
tracks.

(3)
I
b

I
&2.5 mm. This defines the window of impact

parameter; it removes 5 more tracks, leaving 269.
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FIG. 9. The impact-parameter distribution for the final D
candidate tracks in the D* sample. The solid curve is the result
of the likelihood fit.
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Figure 9 shows the impact-parameter distribution after
the cuts. The distribution is clearly shifted in the positive
direction, and the mean of the distribution is 151.7+42.3
pm. The curve overplotted is the result of the fit
described later.

Two different control samples are checked.
(a) General hadronic tracks with P &250 MeV/c and

I
b

I
&2.5 mm, where the thrust axis is used as the D

direction. The positive direction on the axis is defined
such that the angle between the track and the axis is less
than 90 degrees in the xy plane.
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FIG. 8. The distribution of g sinO, which is a measure of the

sensitivity of each track to the D lifetime, is shown for each
track category in the D sample. The leading tracks (X-mode X
tracks, and m.-mode m tracks) are less sensitive than the nonlead-

ing tracks.

b (cm}
FIG. 10. The impact-parameter distributions for (a) the gen-

eral tracks in hadronic events and (b) the tracks kinematically
similar to the D tracks. The corresponding distributions for
the Monte Carlo simulation are overplotted (dashed curves).
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TABLE II. The means of the impact parameter for the D
sample and the two control samples: (a} for the general hadron-

ic tracks and (b) for the tracks kinematically similar to the D
candidate tracks.

rcorr Purity

TABLE III. The fraction of the tracks from D decays (puri-

ty) in each track category. The definition of the correction fac-
tor r„„is given in the text.

(b ) (pm)

D candidates
(a) General tracks
(b} Selected tracks

Data

151.7+42.3
40.7+1.5
54.6+13.5

34.9+1.6
43.4+11.7 ~ mode

Monte Carlo
K mode 1.09

0.93

1.16
1.48

0.94+0.03+0.02
0.80+0.03+0.04

0.67+0.07+0.07
0.85+0.09+0.05

(b) The sample of tracks kinematically similar to the
D tracks. It is formed by taking all the Do candidates
selected just as before but without the information of the
Cerenkov counter and without combining them with m

candidates.
The impact-parameter distributions for the two control

samples are shown in Fig. 10, and the results are summa-
rized in Table II. The corresponding shapes for the
Monte Carlo simulation' are overplotted in Fig. 10 as
dashed curves, and their mean values are also included in
Table II. Positive mean values are expected because of
strange- and heavy-particle decays, and the discrepancies
between the data and the Monte Carlo simulation can be
comfortably accommodated within the uncertainties in
the production rates and the lifetimes of these particles (in
particular bottomed hadrons).

The mean value of the impact parameter is not shifted
by nuclear interactions, Coulomb scattering at the beam
pipe region, y conversions, or small misalignments of the
drift chambers, etc. The changes in the measured impact
parameter due to these sources are expected to be sym-
metric and do not alter the mean value.

F. Estimation of background

l. Non-D tracks

To study non-D background, we compare the right-
sign and wrong-sign samples. The background in the D*
sample has the same amount of right-sign and wrong-sign
combinations. Therefore, the number of right signs minus
the number of wrong signs indicates the number of true
D*'s for which both the leading track and the m + track
are found correctly. However, the nonleading tracks pop-
ulate the same momentum region as the average hadronic
tracks and are more easily contaminated than the leading
tracks are. Also, the Cabibbo-angle-suppressed decays of
D that generate a wrong-sign kaon contribute to the
wrong-sign E-mode sample. In addition, when a D de-
cay contains multiple charged pions, a wrong-sign pion
can become the leading pion candidate thus contributing
to the wrong-sign m-mode sample even if the tracks are
genuinely from a D*. Therefore, the number of right
signs minus wrong signs has to be multiplied by a correc-
tion factor to get the number of candidates for which the
track of interest is correctly found. We assume the D-
D mixing to be negligible. '

The correction factor r„ is obtained by the Monte
Carlo according to

(No. of correct tracks in the right-sign sample)
~co~ =

(No. of right signs) —(No. of wrong signs)

Table III summarizes the result. The purity is defined
to be the probability that the track is truly from a D de-

cay. The first errors in the purities are statistical and the
second errors systematic. The systematic errors are due to
the uncertainty in the correction factors. For the leading
tracks, the uncertainty comes mostly from our imperfect
knowledge on the decay branching fractions of D . The
nonleading tracks have larger systematic errors corre-
sponding to the added contamination.

O. I 5
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D
I—o Q. )Q

I
'

I

'
I

0.05I—
I—

CQ

0 ! I I I I I

lO

(GeV/c)

I4

FIG. 11. The Monte Carlo estimated fraction of tracks that
come from b-particle decays as a function of the D momen-

tum.

2. D 's from b quarks

Since a decay of a b quark almost always creates a c
quark, ' we expect some of the D*'s in our data set to
come from the decays of b-flavored particles. The aver-
age cr of the b hadrons is relatively long and of the order
of several hundred microns, ' ' which substantially
changes the impact parameters of the D tracks originat-
ing from b flavored ha-drons.

The number of D tracks coming from b quarks is es-
timated by the Monte Carlo method using the same set of
D' selection and track cuts as for the data, where the
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direct production ratio of D' to D is set to 1 in the decays
of b hadrons. The result is shown in Fig. 11 as a function
of D momentum PDO. The amount of contamination is
similar for X tracks and m tracks, and the mean of the
impact parameter for these tracks, Kb, is found to be flat
in risin8. With the average b lifetime of 350 pm (Ref.
19), and the D lifetime of 136 pm, Kb is estimated to be
210 pm. It does not depend strongly on the D lifetime.

IV. LIKELIHOOD FIT OF D LIFETIME

A. D lifetime likelihood function

J 'f (b, l, a')db

where f and f are the single-event likelihood function
with and without the effect of the impact-parameter win-
dow, respectively, and (b&,bz) defines the window. The
actual function to be minimized, W, is defined by

W(l)=——21nL(l)= —2 g lnf{b', l, a') . (4.2)

The function f is a convolution of an exponential with
decay constant ~=lg sin8 and a Gaussian with width o.,
and can be written using the complementary error func-
tion,

For N measurements of impact parameter b'
(i = 1, . . . , X), in which each event is characterized by a
set of parameters a', the likelihood function for l:—c~ is
given by

N
L (l)= g f(b', l, a'),

(4.1)

0 -0.2 0
b lcm)

—0.2

FIG. 12. The shape of f {b,K, cr) [formula (4.3)] is shown for
o.=SOO pm (fixed) and K'= 100 (a), 400 (b), and 700 pm (c).

use a value Ks ——54.6 Pm from Fig. 10(b). Even though
the true distribution is not exactly a convolution of an ex-
ponential and a Gaussian, this approximation is good
enough, and the result is insensitive to the exact shape.
The b-quark contamination is handled in the same way by
adding 5f (b,Kb, cr) to the likelihood function, where 5 is
the fraction of the tracks originating from b quarks and
~b is the mean impact parameter for those tracks.

The flat background of the impact-parameter distribu-
tion cannot be reliably estimated a priori for the D
tracks from the general hadronic tracks because the
sources of flat background are different for the two sam-
ples. Instead, we take the level of flat background, y, to
be the second parameter of the fit.

Putting everything together, our final properly normal-
ized single-event likelihood function is

f (b, l,a)=f (b,K,O).
1 o. b 1 0 b

exp ——erfc
2K 2K K V 2 K cr

f(b, l,a) =A[(1 P 5)f {b,K—,o)— .

+pf (b, Ks,o)+5f (b,Kb, cr)+y]

with

(4.6)

2ux —a2 x2
f& f (b, K, cr)db = —,

' [e erfc(x)+erf(x —cc)j„',
(4.4)

where

o 1 o- bkA= ~ ~ Xk= (4.5)
~2m v2 & o

The non-D background is handled by adding a term
which represents the distribution of the general back-
ground shape. W'e take it to be Pf (b,K~,a), where P is
the background fraction (1-purity) (see Table III), cr is the
expected impact-parameter resolution for the track, and
~~ is a global constant that arises because the background
does include genuinely positive impact parameters. We

(k=1,2) .

(4.3)

where fo is a function of l only through K, and both K and
cr are functions of a. The shape off as a function of b is
shown in Fig. 12 for cr =500 pm and' several different K's.
The integration off needed in (4.1) is given by

b2 b2
A = (1 —P—5) f f (b,K,cr)db+P J f (b,Ks, o)db

b2
+5 f f (b,Kb, o)db+(b, b,)y—

1

where f is a function given by (4.3), and its integration is
given by (4.4); K=lgsinO, with q=P~DO/M~o', o is the
overall error in the impact parameter, given by (3.2); p is
the background fraction and given by Table III; Kz is a
constant (54.6 p,m) that represents the positive mean im-
pact parameter of the background; 5 is the fraction of
tracks that come from b quarks and given by Fig. 11; Kb
is the mean impact parameter of the D tracks originating
from hadrons containing b quarks (240 p, m); and y is a
constant that represents the flat background, which is the
second parameter of the fit.

The lo. contour of the fit is shown in Fig. 13, and the
results for the individual parameters are c~=136+46 pm
and y=0.078+004& cm '. The value of y corresponds to
a flat background of about 4% of the total area. The ef-
fect of the flat background is not large.
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FIG. 13. 1o. contour of the likelihood fit. The two parame-
ters are the level of the flat background, y, and the D lifetime
c~. The result for c~ is 136+46pm.
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B. Cxoodness of fit and bias check

One way to check the goodness of fit is to bin the im-
pact parameters into a histogram and compare it to the
expected shape from the result of the fit. The expected
shape is given by

g f(b, l, a') bb,

0
0 O.O I 0.02

cT (cm)

0.03 0.04

FIR. 14. (a) The simulated W;„using the measured c~ of
136 pm and the actual event configuration of each event in the
data. The arrow indicates the W;„ for the actual data. The
distribution of c~ obtained at the same time is shown in (b).

where f is given by the formula (4.6), Ab is the bin width
of the histogram, and the lifetime l is the result of the
fit. The curve is overplotted in Fig. 9. The X of the fit is
8.9 for 10 degrees of freedom. '

Another way to check the fit, which is independent of
the binning, makes use of the similarity between W and
X . The function W is equivalent to g up to a constant
offset when the function f 's are all Gaussian with each
measurement representing a single data point of the 7 es-
timation. In the case of X, the expected distribution of
the minimum is a function of the number of degree of
freedom and is well known. For W;„, the expected dis-
tribution'is not known a priori, but can be estimated by a
simulation as follows. Using the result of the fit I, one
impact parameter is generated for each track of the data
according to the for'mula (4.6) using the same o., a' s, etc. ,
as used in the likelihood fit. Then, taking these impact
parameters as input data, the likelihood analysis is repeat-
ed and W;„ is calculated. The process is repeated from
the beginning many times to generate the distribution of

If the fit is good, the measured W;„should be in-
side the central distribution. The result is shown in Fig.
14(a). The arrow indicates the observed value of W
The goodness of the fit is reasonable with a 20go chance
of getting a better W;„than the one observed.

As a by-product, the bias of the fit is checked by the

tribution of cr that corresponds to each of the simulated
It is shown in Fig. 14(b). The mean of the recon-

structed c~'s agrees well with the input, namely, the
method is biasfree within the statistical error. Also, the
width of the distribution (44 pm) is in good agreement
with the range of 1o estimated by W —W;„&1, which is
+46 pm.

C. Systematic errors

l. ¹nDbackgr-oungg (P,a~ )

The systematic errors of the estimation of non-D
background in Table III are likely to have positive corre-
lations, and have been added linearly. The statistical er-
rors in Table III, on the other hand, are added quadrati-
cally. The combined error in c~ is found to be symmetric
and +4 pm. The other parameter related to the non-D
background is the mean of the impact parameters, a.z, for
those tracks. We used a value of 54.6 pm as determined
from tracks kinematically similar to the D candidates
[Fig. 10(b)]. We estimate the error of az to be +15 pm
which corresponds to +3 pm in c~. The overall error
from the non-D background is then +5 pm.

)
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2. got tom contribution (5,&b )

The contribution from b quarks depends on the ratio
Db~c~D)/1 (b~c~D ). In the Monte Carlo simu-
lation, this was set to unity. When the ratio is varied be-
tween 4 to 4, the resulting c~ changes at most +3 pm.
The value of the average b-hadron lifetime, tabb, also af-
fects the result; we change the average b lifetime between
0.7 and 2.3)&10 ' sec (Refs. 18 and 19) to get corre-
sponding cw errors of +z pm. Since the above two sys-
tematics are not correlated, they are added in quadrature
to give 8 pm.

3. Mass assignments

The mass assignment affects the lifetime through the
multiple-scattering error o, . The leading tracks are
selected by the Cerenkov counter and the effect of the
misidentification is negligible. Also, the nonleading
tracks in the E mode can be safely assumed to be pions.
However, the nonleading K tracks in the m mode are not
all kaons. Even if we assume them to be all pions the re-
sulting c~ increases by only 3 pm.

4. Track momentum cut

Removing the cut changes the result by less than 1 pm.
Setting the cut at 750 MeV/c instead of 250 MeV/c re-
moves 49 tracks, giving a lifetime of 134+ss pm. Thus,
there is no indication of bias from the track momentum
cut.

5. Impact-parameter windom

Our fit is relatively insensitive to the window because of
the inclusion of the flat tail in the likelihood function.
Changing the cut value in the range +0.5 mm around the
standard value of 2.5 mm, the variation in c~ is found to
be +4' pm.

6. Expected impact-parameter error (o)

There are several factors that contribute to the expected
error in the impact parameter as shown in (3.2). However,
they are highly correlated in the sense that the result has
to fit the impact-parameter distribution in the final data.
The X of the expected impact-parameter distribution to
the binned data increases at least one unit when the o's
are scaled by 0.9 and 1.1, which in turn translates to the
error in cr of +7 pm. The smaller the o., the larger the
lifetime.

7. g sinO cut

This cut removes the tracks that have little significance
in the fit. Removing the cut brings in 173 tracks and the
lifetime becomes 126+45 pm. No significant improve-
ment in the error is observed. We take the systematic er-
ror due to this cut to be +

~0 pm.

8. Errors in g and sinO

The direction and the momentum of the D are mell
determined. The resolutions of g and sin8 are found to

have negligible effect on the result.
The above items are expected to be independent of each

other; thus, they are added quadratically. The items that
have to be treated linearly have been already done so in-
side each category. The final overall systematic error in

~ +18cv 1s )6 pm.

MI s) ——I p
P

8/Qco ~

where I & is the muon decay rate, I, is the effective
charm-quark mass, M„ is the muon mass, g is the phase-
space factor, and yQcD is the QCD correction factor.
Small variations in M, result in large changes in I s~.
Thus, a measurement of the semileptonic decay rate can
determine the effective quark mass precisely. This value
is a measure of the phase space available to the decay, and
expected to be larger than the current quark mass, which
is estimated to be around 1.2 GeV/c, and smaller than
the D mass. Our D lifetime, together with the D semi-
leptonic branching fraction of 7.5+1.1+0.4%, gives a D
semileptonic decay rate I si of (1.6+0.6) && 10" sec '. For
g —0.56+0.1 1 aild l QCD —0.85+0.05 (Ref. 23), the effec-
tive charm-quark mass in a D meson is M, =1.58+0.12
GeV/c, which is consistent with the typical constituent
mass of charm quark, MJ/Q/2, but substantially larger
than the current mass.

V SUMMARY AND DISCUSSION

We have measured the lifetime of D meson using the
impact parameters of D tracks with respect to the beam
center given by the beam-position monitor. The
maximum-likelihood method used has been found to be
bias free and insensitive to the specific choice of cut
values used, nuclear interactions at the beam pipe, small
misalignments of drift chambers, uncertainties in back-
grounds, etc. The. resulting cw is 136+46+&6 pm which
corresponds to the lifetime of (4.6+1.5+0 q)&&10 ' sec.
This is consistent with the world average'
(3.9+0.4) X 10 ' sec.

If the semileptonic decays do not depend on the flavor
of the spectator quark, the semileptonic decay rate of D
should be the same as that of D+. However, the semilep-
tonic decay rate of D+ may be larger than that of D by—10% if the annihilation channel, cd~e+v+ gluons,
which is Cabibbo-angle suppressed, is not helicity
suppressed. This may be checked by comparing the ratio
of the lifetimes with the ratio of the semileptonic branch-
ing fractions. If the semileptonic decay rate is the same
for the two mesons, the two ratios should be equal. Using
the world average of the D + lifetime' —(8.2+o 9))&10
sec, we obtain 'TD+/'TDO= 1.8+0.7, which is compared with
the recent measurement B(D+~eX)/B(D ~eX)
=2.3+o 4+o &. Thus, the data are consistent with the same
semileptonic decay rates for D and D+. However, the
absence of helicity suppression in the annihilation channel
of D+ in the semileptonic mode is not ruled out.

The standard theory can predict the D semileptonic
decay rate as a function of the effective charm-quark
mass,
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