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The invariant cross section for production of jet pairs in 400-GeV/c pp interactions has been
measured as a function of pT in the pT range 4 to 9 GeV/c. The results are in good agreement with
predictions of a perturbative QCD model. Details of the experiment and the procedures used to ex-
tract the jet signal are pven.

I. INTRODUCTION

The study of jet production in hadronic interactions has
been motivated by the expectation that the jets directly re-
flec the underlying parton-parton scattering. Early stud-
ies of high-pT single particles have provided results that,
while giving information on the nature of the hard
scattering process, do not directly measure the parton
scattering cross section. ' Recently, however, clear evi-
dence for jet production in hadronic interactions has been
observed. This evidence is visually striking at the 540-
GeV center-of-mass energy of the CERN SPS collider,
and is also clear at the highest CERN ISR energies. At
the lower energies of Fermilab and SPS fixed-target exper-
iments the situation is more complicated. ' Nevertheless,
as we have shown in previous papers, jets can definitely
be seen at these lower energies. Here we extend and refine
our analysis in order to determine the invariant cross sec-
tion for the production of jet pairs.

This article is organized as follows. First the experi-
mental apparatus and its calibration are described. Then
we proceed to discuss the analysis, the main parts of
which are the methods for determining the jet signal and
the calculations of the trigger efficiency. We then present
the results on the dijet cross section and compare them
with predictions of a simple theoretical model. More de-
tailed discussions of resolution questions and of pro-
cedures for estimating the background are given in the
Appendices. .

II. EXPERIMENTAL METHOD

A plan view of experiment E-609, located in the M6
beam line at Fermilab, is shown in Fig. 1. The 400-
GeV/c proton beam was incident on a 45-cm liquid hy-
drogen target. Since rare processes such as high-pT jet
production may be faked by (or even obscured by) ac-

V
/

PWC

t
TRG

CID

MAG

DC -'

DC

SEGMENTED
CALORIMETER

fl r

) I I

I) )

if,'

)tI
ljL J

1

1

BEAM
CALOR

FIG. 1. Plan view of the E-609 experiment. V, veto counters;
TRG, hydrogen target; DC, drift chambers.

cidental coincidences of more common events, special pre-
cautions were taken to ensure that only a single beam par-
ticle entered the target. A dE/dx counter in the beam re-
jected cases with more than one beam particle in the same
rf bucket. Pile-up circuitry rejected beam particles with a
second beam particle within +110 ns, the width of the
analog-to-digital-converter (ADC) gates. A wall of veto
counters embedded in the massive iron shield upstream of
the apparatus rejected events accompanied by muons.
The average beam flux eligible to make events after these
requirements was 1.5&10 per 1-s spill. The total in-
tegrated luminosity used in the results reported here was
7.5)& 10 cm

Following the target was a magnetic spectrometer con-
sisting of a 1)&3-m aperture analyzing magnet surrounded
by planes of proportional and drift chambers The mag. -

net was operated with a low transverse-momentum kick
of 100 MeV/c to avoid complicating the geometrical
triggers (described below) which assumed straight-line tra-
jectories. In the present analysis the charged-particle
tracking has been used only to determine the position of
the production vertex to separate events occurring in the
target hydrogen from background events produced else-
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FKx. 2. Cross section of the front face of the calorimeter
showing the transverse segmentation of the array. The circles
show center-of-mass polar angles for 400-GeV/c pp interac-
tions.

where.
Included in the upstream part of the spectrometer for

part of the data taking was a ring-imaging Cherenkov
counter designed to identify particles in the high-pT jets.

The heart of the apparatus is the large segmented
calorimeter. The calorimeter was divided transversely
into 132 towers, which approximately pointed back to the
target. The arrangement of the towers is shown in Fig. 2,
which also shows the center-of-mass polar angles for the
400-GeV/c beam. Each tower is composed of one lead-
scintillator module and three iron-scintillator modules,
each with its own phototube. The calorimeter modules
vary in thickness and proportion of absorber to scintilla-
tor with the polar angle from the beam, since more ab-
sorber is needed to contain the energetic particles near the
beam while finer sampling is needed to obtain good ener-

gy resolution for the lower-energy particles at large an-
gles. The lead layer varied in thickness from 8.8 to 5.4 ra-
diation lengths. The iron layers varied from 7.6 to 5.8 ab-
sorption lengths.

Signals from the four layers were summed in the
analysis with weighting to obtain the best resolution for
both hadrons and photons from ~ decay. The last two
layers were weighted at 1.25 times the front two layers to
compensate for the fact that the mean energy deposited by
a hadron is only about 75% of that for a photon.

Each of the 528 calorimeter modules was equalized in
pulse-height response by steering a beam of muons
through it and adjusting the phototube high voltage to
give the proper pulse height. The rnornentum calibration
of the calorimeter was then determined by steering beams
of hadrons and electrons of various energies into several
places in the calorimeter. In this way the energy resolu-
tion was determined to be typically 70'Fc/v E for hadrons
and 35%%uo/v E for electrons (E in GeV).

In the final analysis, an unfolding of the energy resolu-
tion from the distribution in transverse momentum ob-
served in the data must be performed to yield the correct
pT distribution. This unfolding can be achieved by multi-
plying the observed energy by a factor whose value de-
pends on the steepness of the pT distribution and the ener-
gy resolution of the calorimeter. (It also depends on the

relative fraction of electromagnetically and hadronically
interacting particles in the jet.) This factor was calculated
by Monte Carlo techniques. The value used, appropriate
for the observed dN/dpT for dijets of exp( —1.AT ), was
0.99. This value arises as follows. We defined the pulse-
height/energy ratio to be 1.00 for electromagnetic energy.
Hadronic energy produces a pulse-height/energy ratio of
about 0.75. Thus a flat pT distribution consisting of one-
third electromagnetic energy and two-thirds hadronic en-
ergy would require a factor to convert pulse height to en-
ergy of 1/( —, + —, X0.75) or about 1.2. Actually it is
somewhat smaller than this because we have partially
corrected for the difference between hadronic and elec-
tromagnetic energy by multiplying the two downstream
calorimeter layer energies by 1.25. If half the hadronic
energy goes into these two layers the factor for a flat pT
distribution would be 1.12. The rapidly falling pT distri-
bution compensates rather closely for this needed factor,
producing the final factor of 0.99. This resolution effect
is discussed further in Appendix A.

The apparatus also included a downstream calorimeter
covering the beam hole in the main calorimeter to mea-
sure the energy in the event that went close to the beam
direction.

Triggers for the experiment required a good beam parti-
cle in coincidence with some requirement on the
transverse-energy deposition in the calorimeter.
Transverse-energy Ez is taken as the energy detected in a
calorimeter tower times the sine of its polar angle. Most
triggers required that the sum of ET observed in some
group of calorimeter towers exceed a threshold. ' Various
such groups were used concurrently, ranging from the en-
tire calorimeter (the so-called global trigger) to various
sized groups of towers on opposite sides of the calorimeter
(the so-called double-arm triggers).

The results presented here, however, used a Somewhat
different trigger, which we call the two-high trigger. This
required that any two calorimeter towers each have more
than a certain threshold in Ez. The threshold was chosen
high enough (pz —1.2 GeV/c) to be selective for jetlike
events, but not so high as to select only events where the
jet fragmented primarily into a single high-pT particle.
This trigger is geometrically unbiased, uses the whole
calorimeter, and has a high detection .efficiency for jet
events.

%e are also analyzing the double-arm trigger data to
obtain the dijet cross section and will present the results of
that analysis in a separate publication.

%'hile the two-high trigger is not subject to such a
specific geometrical bias as is a double-arm trigger, it of
course has its own set of biases that must be corrected for
in the analysis. Since the two-high requirement involves
individual calorimeter towers, it is biased toward events
where a large fraction of a particle's energy appears in a
single tower. In particular, this means that there is a bias
toward jets that fragment into a leading vr, since elec-
tromagnetic energy is contained within smaller transverse
dimensions in the calorimeter than is hadronic energy.
There are also some (fairly small) differences of the
center-of-mass solid angle of the various towers, which
leads to some variation of trigger efficiency with c.m. an-
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gle. All such systematic trigger biases are fully taken into
account in the Monte Carlo calculation of the trigger effi-
ciency, which is described in detail in Sec. IIIE. Addi-
tionally, it should be pointed out that any method of iso-
lating jet events in hadron collisions, even at the highest
energies, requires an evaluation of the effects of "trigger
bias" which inevitably results from whatever on-line and
off-line selection criteria are used.

III. THE ANALYSIS

There are two main steps in determining the dijet cross
section from the two-high-trigger data. The first is find-
ing how many jet events in each pT interval are in the
data. The second is calculating the efficiency with which
such jets satisfy the trigger.

A. Preliminaries

B. The Monte Carlo program

Several aspects of the analysis make use of a Monte
Carlo program, which we describe here. A brief descrip-
tion of this program has been published, " and a detailed
article concerning it, which includes many comparisons
with data from this and other experiments, is in prepara-
tion. '

The Monte Carlo is a "four-jet" model that generates
two scattered jets according to first-order QCD cross sec-
tions, as well as a beam and a target jet. The jets are frag-
mented to hadrons according to the prescription of Field
and Feynman. ' Both the momentum transfer squared in
the parton-parton scattering t as well as u are allowed to
be as small as 1 GeV. This model does reasonably well in
representing several key features of real data, most not-
ably the nonjetlike appearance (low planarity) of most glo-
bal trigger events. This is seen in Fig. 4(a), which shows

Some preliminaries were done first. The ADC readings
of the energies in the calorimeter modules were corrected
for ADC nonlinearities and converted to energies. The
trigger was then reapplied in software in order to select a
sharp threshold. Figure 3 shows the distributions of the
highest-pq and second-highest-pT calorimeter tower in
the events before software cuts. We chose software cuts
of 1.57 GeV/c on the highest-pr tower and 1.38 GeV/c
on the second-highest-pT tower.

Subsequent analysis requires knowledge of the momen-
ta of the particles that hit the calorimeter rather than just
the energies deposited in the various towers. An algo-
rithm was used to reconstruct particle momenta from the
pattern of energy deposition in the calorimeter towers.
This algorithm was based on the properties of showers
measured in the calibration data using hadron and elec-
tron beams.
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FIG. 4. (a) Comparison of the planarity distributions of
global-trigger events with Ez-&11 GeV from this experiment
with the distribution predicted by the Monte Carlo program. (b)

Same comparison for two-high-triggered events.
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the planarity distributions of global Ez trigger data with
an ET threshold of 11 GeV compared to the prediction of
the Monte Carlo. Figure 4(b) shows that the Monte Carlo
prediction for the planarity distribution of the two-high
triggered events is also quite similar to the experimental
data.

Note that every event in this model has jets, and the
"background" for high-pT jets arises from the combina-
tion of particles from jets of lower pT with particles ori-
ginating in the beam and target jets.

The program samples the rapidly falling cross section
in pr by generating events with a relatively flat t distribu-
tion and weighting the events by the QCD cross section.

Energies in each calorimeter module were generated
from the Monte Carlo particles by simulating the energy
resolution and shower spreading. Charged-particle trajec-
tories were bent by the spectrometer magnet in the simu-
lation, although this is a very small effect. Each m de-
cayed into two photons and the photons were treated
separately in the ensuing simulation. The measured reso-
lutions, different for the various types of calorimeter
towers, for hadrons and electrons were used to smear the
particle energies. The transverse spreading of hadronic
showers (as well as that for electromagnetic showers) was
parametrized as the sum of two two-dimensional Gauss-
ians. The energies in individual modules calculated from
the transverse spreading were further randomized by 10%
to take into account fluctuations in the spreading. The
longitudinal distribution of shower energy was based on
the parametrization of Bock et al. '

C. Jet fInding

Of all the events satisfying the trigger, one next has to
find the relatively small fraction which are high-pr jet
events. A jet-finding algorithm was used for this task.
Basically the algorithm attempts to find all particles
within a cone of half-angle a about a jet axis. Working
with the particle momenta in the pp center-of-mass sys-
tem (all particles are assumed to be pions when transform-
ing to the c.m. ), the algorithm first finds the particle with
the highest pT. If this particle's pT is greater than some
cutoff (we have used 0.5 GeV/c), its momentuin vector is
used as the initial estimate of the jet axis. The algorithm
then searches for any particles within an a/5 half-angle
cone about this axis. Any particles found have their mo-
menta vectorially added to the axis to define a new axis.
The search is then made in a 2a/5 cone around the new
axis.

This continues for five steps until the angle a is
reached. During this search, particles within a certain an-
gle of the beam direction (30 ) are not allowed to be added
to the jet. Since the calorimeter coverage begins at about
30' this has little effect. The particles found for this jet
are then excluded from consideration and the algorithm
starts again to search for another jet. After no suitable
starting particles remain, the algorithm examines all pair-
wise combinations of the found jets and if the relative pT
of the two is less than a cutoff (1 GeV/c) combines then
into a single jet. Finally, the algorithm examines every
particle in each jet and calculates whether it is closer in
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FIG. 5. The difference in azimuthal angle between the two
highest-pT jets found in the data for events with jet p& greater
than 4 GeV/c.

angle to the axis of some other jet, and if so that particle
is moved to the other jet.

Note that this algorithm is not restricted as to the num-
ber of jets it can find in an event. For the subsequent
analysis, we have taken for the jet pT of the event the
average pT of the two highest-pT jets in the event. Typi-
cally in our data sample about —', of the events with jet pT
greater than 3 GeV/c have two jets found and the other —,

'

have three jets found. No restriction is placed on the c.m.
angles of the two jets by the jet-finding algorithm, and in
particular they are not required to be coplanar. Applying
the algorithm to Monte Carlo events we find that it
correctly finds the angles of the jets with standard devia-
tions of about 5' in both the azimuthal and polar angle.
Thus we define a dijet event to be one where the jet-
finding algorithm finds at least two jets, and take its pT to
be the average of the two highest-pT jets in the event.

Although the jet-finding algorithm does not. require it,
the high-pT jets found in the data do indeed have the
properties one would expect of jets; namely, the two high-

pT jets are 180 degrees apart in azimuth and roughly bal-
ance pT. This is shown in Figs. 5 and 6 which show, for
events with jet pT greater than 4 GeV/c, the difference in
azimuth between the two jets and the absolute value of the
difference in pT, respectively. Note that only 3059 events
with jet pT greater than 4 GeV/c, including 187 of jet
pT ~6 GeV/c, were found out of a sample of 30281
events passing the two-high software threshold.

The cone half-angle a is of course a most important pa-
rameter in determining the exact value of jet pr found.
The optimum value of a was found from the Monte Carlo
model. To avoid background events that really do not
have high-pT jets, only events with jets of pT greater than
3 GeV/c were used for this study. The two-high trigger
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greater than 4 GeV/c.

was imposed on the Monte Carlo model events, and then
the same analysis as for real data was performed on the
events passing the trigger. The results for the number of
events found versus pz are compared with the original
event sample passing the trigger cuts in Table I, for vari-
ous choices of the cone angle a in the jet-finding algo-
rithm, The best agreement between the original Monte
Carlo and the events found by the analysis is for a=55'.
A 5' change in u changes the invariant cross section deter-
mined at 6-GeV/c jet pz by about 30%%uo.

The determination of cross sections must be restricted
to a fiducial region in the calorimeter, since jets striking
near the calorimeter edges will not have all of their energy
measured. Figure 7 shows the average value of the pz.
found by the jet-finding algorithm using Monte Carlo
events including full simulation of the calorimeter resolu-
tion as a function of the polar angle of the jet. The results
are shown for several ranges of jet pT. The curves do not
plateau at 1.0 because they use a flat distribution in jet pz.
The difference from 1 corresponds approximately to the
equivalent energy-scale-factor effect of the actual steep pz.

o.e— e tc B Gev/c jets
7 7 I 7 I 7 7 I 7 7

50 100
8 (degrees)

}50

FIG. 7. The average value of the ratio of pT found by the
jet-finding algorithm to the generated pT versus the polar angle
of the jet for three ranges of jet pT, calculated using the Monte
Carlo program. A flat p~ distribution was used.

distribution, as mentioned earlier.
Of course, this calculation does include the effects of

loss or gain of pz from beam and target fragments. Fig-
ure 7 includes all events of the indicated pz range. A cal-
culation only including those events that satisfy the two-
high trigger yields similar results. Figure 7 indicates good
jet containment in the angular region 60 to 100. Vfe
have used this range as the fiducial region, requiring the
axes of both jets to be within it.

D. Estimating the true number of jets

Having found the events that appear to have high-pT
jets (about 20%%uo of the events have jets found above 3
Qe&/c), the next question is: what fraction of the events
found are actually jets as opposed to some other back-
ground process that could simulate jets'P Key concepts
and procedures for estimating the fraction of true jet
events are presented in Appendix B.

TABLE I. Monte Carlo analysis used to determine the. optimum-cone half angle in the jet-finding al-
gorithm. The first column gives the number of weighted Monte Carlo events (arbitrary units) passing
the trigger cuts versus pT. The remaining columns give the number of events found by the algorithm
for three choices of the cone angle.

Jet pT
(GeV/c)

4—5
5—6
6—7
7—8
8—9

Generated

(1.3+0.1)x10—'
(9.9+1.2) x 10
(3.7+0.3)x 10-'
(1.3+0.1)x 10
( I.7+0.2) x 10-'

50 degrees

( I.8+0. I )x 10-'
(7-8+0.5) X 10
(3.2+1.0)x 10-"
(4.7+0.7)X10-'
(6.5+1.4) x 10

Found with cone of
55 degrees

(1.9+0.1)x10 '
(9.0+0.6)X 10
(3.4+0.4) x 10-'
(1.6+1.0)x10 '
(1.0+0. I )x 10

60 degrees

(2.0+0. I ) x 10
(1.0~O. 1)x IO-'
(4.2+0.4) x 10-4
(1.9+1.0)x 10-'
(1.4+0.2) x 10
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A simple model-independent method which we will
refer to as method I involves the use of a randomizing
procedure in which the individual particle momentum
vectors are rotated randomly in both polar and azimuthal
angle, subject to the constraint that the vector suin of the
individual particle p~ vectors remain constant. We call
this procedure "scrambling. " The method-I procedure,
then, is to take a sample of real global trigger events in
the ET range one is interested in, scramble them, impose
the trigger requirement, and then find how many jets
there appear to be in this sample of randomized events
whose particles have the minimum angular correlations
which are consistent with momentum conservation. Since
one must use the calorimeter simulation to determine if
the scrambled event satisfies the trigger, the exact pro-
cedure uses much computer time. Also, a very large sam-
ple of global trigger events is needed to obtain a statisti-
cally significant final sample of randomized events satis-
fying the trigger.

For these reasons an alternate, slightly approximate,
procedure was followed. If one uses a particle two-high
trigger, that is, a trigger requiring any two particles, rath-
er than the calorimeter-tower two-high trigger, then these
events, after scrambling, still satisfy the trigger (and of
course they are the only events that could ever satisfy this
trigger). So it is fairly easy to do a scrambling analysis
for a two-high particle trigger. Of course the background
calculated from the particle trigger may not be quite the
same as for the two-high tower-pz. trigger.

Such a software particle trigger was imposed on the
regular two-high data sample. Particle-pz thresholds
used were 2.2 and 1.9 GeV/c. The second column in
Table II shows the ratio of scrambled to data events. The
scrambling preserved the net momentum vector to within
0.5 GeV/c. To improve statistics each event was scram-
bled five times.

Examining these results we see that above 4 or 5 GeV/c
an increasing fraction of the events are really jets and not
fluctuations. As explained in Appendix B, method I gives
only an upper limit on the nonjet fraction, however, and
the actual fraction might be much lower (see Appendix
B). We have investigated this question, first by applying
the scrambling technique to Monte Carlo four-jet events,

Jet pT
(GeV/c)

3—4
4—5
5—6
6—7
7—8
8—9

Data
Scrambled/Original

1.17+0.03
1.08+0.03
0.91+0.04
0.54+0.05
0.39+0.08
0.17+0.09

Monte Carlo
Scrambled/Original

0.58+0.21
0.75+0. 12
0.40+0. 11
0.61+0.14
0.28+0. 15
0.17+0.05

TABLE II. Scrambling analysis of events selected using a
two-high particle trigger as described in the text (method I).
The ratio of events found after scrambling to the original num-
ber is given as a function of pT. The first column gives the re-
sults from the experimental data, and the second the results.
from Monte Carlo events.

where by construction there is no nonjet background.
The result is shown in the third column of Table II.

Comparing with the results for the data we conclude that
for pT & 5 GeV/c the nonjet fraction found by method I is
consistent with being entirely caused by accidental overlap
of lower-energy jets with fragments from beam and target
fragmentation. It is clear that such an apparent (but false)
nonjet fraction is in fact an intrinsic part of any four-jet
model. Consequently, an alternate approach, which we
refer to as method II, is to use the Monte Carlo model to
directly calibrate the overall efficiency of our jet-finding
procedure, including background effects. We have carried
out such a study, again using our Monte Carlo sample
which includes the entire range of generated jet-pT values
from 1 GeV/c on up. .

This calculation was done simply by taking the Monte
Carlo event sample, imposing the trigger cuts, and com-
paring the number of events that were found by the jet-
finding algorithm at a given pT with the number of events
that were actually generated at that pT. The results of
method II -are shown in Table III. We see that below 6
GeV/c more events were found than were generated. This
effect arises in the model from events with very low pT
jets (typically less than 2 GeV/c), which, as a result of be-
ing combined with additional particles from the beam and
target jets, are found to lie at higher than their true pT by
the jet-finding algorithm. This background effect is dis-
cussed in Appendix B.

A completely different method of estimating an upper
limit to the nonjet fraction, as mentioned in Appendix B,
is to generate events randomly using the same single-
particle pT distributions as for global trigger events in the
appropriate ET range. We call this method III. A calcu-
lation of this type was done using the single-particle pz
distribution from a sample of global trigger data with ET
greater than 8 GeV. Events were generated with global
Ez's between 8 and 20 GeV, distributed according to the
observed global trigger ET distribution. The azimuthal
angle of the particles was generated uniformly and the po-
lar angle according to the experimentally observed distri-
bution. The events were then forced to conserve trans-
verse momentum to the same extent as real data by means
of a transverse Lorentz boost in the direction opposite to
the event's net — transverse-momentum vector. In all
900000 events were generated, which corresponds to a
cross section sensitivity 4.13 times less than the real data
from the experiment. We compare these events 'to the

, data using the same particle two-high trigger that was
used in method I. The calculation only gives results for
jet pT's greater than 4 GeV/c since a global Ez. threshold
of 8 GeV was used. We find 103 events in the random
sample with jet pT's between 4 and 5 GeV/c and 14 be-
tween 5 and 6 GeV/c, with none at higher jet pT's.
Correcting for the difference in sensitivity this gives ratios
of random events to real events of 0.27+0.03 for 4 to 5
GeV/c and 0.12+0.03 for 5 to 6 GeV/c. Since in method
III we did not simulate the calorimeter response, the exact
percentage of events satisfying the trigger is somewhat
uncertain. However, in any case method III shows that
the background is very small above 6 GeV/c.

Several general conclusions can be drawn from these
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TABLE III. The fraction of nonjet background found by the jet-finding analysis for Monte Carlo

data passing the two-high trigger (method II).

qT (GeVyc)

3—4
4—5
5—6
6—7
7—8
8—9

Generated

(1.5+1)X 10-'
(1.3+0.1)X10 '
(9.9+1.2) X 1o-'
(3.7+0.3)X 10-'
(1.3+0.1)X 10
(1.7+0.2) X10-'

Found

(3.1+0.4) X10 '
(2.6+0.2}X 10
(1.5+0.3)X 10
(3.5+0.4) X 10
(1.6+1.0)X 10-'
(1.0+0.2) X10 '

Fraction background

0.53+0.07
0.48+0.05
0.34+0. 17

0
0
0

various methods of estimating the fraction of nonjet
events. First, all three methods agree that the sample
above about 6-CxeVjc jet pT is almost entirely real jets,
and that between 5 and 6 GeV/c the sample is predom-
inantly jets. At pT's below about 5 GeV/c, there is cer-
tainly a significant fraction of nonjet events in the sample.
The bin from 3 to 4 GeV/c has a large uncertainty in its
background content. We have in the following analysis
assumed that there is no contamination from nonjets
above 6 GeV/c and used the nonjet fraction calculated us-
ing method II (Table III) to correct the data at lower jet
ITS.

An indication of the consistency of these conclusions
can be seen by examining the planarity distributions of the
data. Planarity should be near one for jets (the Monte
Carlo indicates that it should peak at about 0.8 for high-
pT jets). Figure 8 shows the planarity distributions for

the data divided into bins of jet pz. as found by the jet-
finding algorithm. There is a peak at high planarity in all
bins but at the lower p~'s there also is a broader distribu-
tion in planarity as well. This appears consistent with the
interpretation that there is a fraction of nonjet events of
order 50% below 5 GeV/c.

E. Calculation of the trigger efficiency

Once the number of jet events is determined, the other
quantity needed to determine the cross section is the
trigger efficiency. This was calculated using the Monte
Carlo program. .

It is important to check how well the simulation corre-
sponds to the actual data. Figure 9 shows, as a function
of jet pz, the average global 'Ez in the event. The agree-
ment between data and Monte Carlo is fairly good. This
particular comparison checks how well the Monte Carlo
reproduces the beam jet contribution to the global ET,
which is important because a certain fraction of the two-
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FIG. 8. Planarity distributions of the two-high-trigger data
for six bins in jet pr.
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FIG. 9. Comparison of the average total global transverse en-
ergy as a function of jet pT for data and Monte Carlo events.
The error bars indicate the rms widths of the transverse-energy
distributions.
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high triggers, especially at lower jet pz's, come from
beam-jet particles providing one or both of the two-high
tower pz's. Comparisons also have been made of the
average particle multiplicity in data and Monte Carlo
with the result that -30% more particles are found in the
data, perhaps due to an inadequate treatment of fluctua-
tions in the show'er spreading.

The trigger efficiency was calculated simply as the
number of Monte Carlo events satisfying the trigger di-
vided by the number generated. The results, along with
their statistical errors, are shown in Fig. 10.

Since the trigger efficiency is an important element in
the cross-section determination, it is important to estimate
the systematic uncertainties involved in its calculation.
Two principal sources of error have been considered. The
first arises from uncertainties in the transverse spreading
of the showers in the calorimeter. Examination of the
analysis used to determine the size of the shower spread-
ing (using data where a hadron beam was sent into various
places in the caloriineter array), showed that the spreading
for electromagnetically interacting particles could be 20%
smaller or 2S% larger than the nominal values, and for
hadronically interacting particles 10% smaller or 25%
larger. The trigger efficiencies were recalculated using
these limits on shower spreadirig. The results are shown
in Table IV. The major effect is from the hadronic
spreading, since most electromagnetic showers fit within a
single tower in any case, while the fraction of hadronic
shower energy in a single tower is sensitive to the spread-
ing.

Another source of systematic uncertainty that we have
examiried is the dependence on the physics assumptions
made in the Monte Carlo, particularly on the form of the
jet fragmentation into hadrons, since a fragmentation
yielding a softer or harder particle distribution will
change the fraction of particles capable of satisfying the
two-high trigger. %e have examined this question by cal-
culating the efficiencies using a different Monte Carlo
program, IsAJE'r. '5 An important difference between Is+-
JET and our Monte Carlo program is that ISAJET incorpo-
rates scale breaking in the parton fragmentation, while
our program does not. In making the comparison it was
found that ISAJFT does not simulate the properties of the
beam jet in a way consistent with experimental data. In
particular the average global Zz. for a given jet pr was
much smaller than that seen in the rea1 data. To avoid
the effects of this we compared the trigger efficiencies of
the two programs using only the particles from the two
high-p~ jets. The result is given in Table V.

As expected, ISAJET gives a lower efficiency (which
mainly affects lower-pz values) due to the softer pz distri-
bution resulting from scale breaking in the fraginentation.
Again, our 3-to-4-GeV/c bin is clearly the most uncer-
tain.

IV. THE RESULTS

A. Experimental results

The actual invariant cross section for a given bin in jet
pr is calculated from

do'/dpi' dy idy2 ——X«„X(nonhydrogen correction)

X [(beam flux) X (target density) X (target length) X (trigger efficiency)2pz. Ape-by i by2]

1.00

0.75

@
~ 0.50
Cg

0.26

I I I.
l

I I I I
l

l I I I

)
I I I I

l
i I I I ) I I. I I Our fiducial volume of 60' to 100' yields by i

=Ay2 ——0.73. We assume that y& and yz are not dynami-
cally correlated over this range.

The correction for events not originating in the target
hydrogen was evaluated from the production vertex ob-
tained using the charged-particle tracking-chamber data.
The tracking was done for a subsample of the data (about

TABLE IV. The effect of varying assumptions on the size of
the transverse shower spreading in the calorimeter on the calcu-
lated trigger efficiency. The two columns give as a function of
pz- the ratio of the efficiency calculated for the largest reason-
able deviation (smaller or larger) from the nominal spreading to
the efficiency calculated using the nominal spreading.

lao

0. 0 i ~ s i I e i i i l ~ i i s l i s a y l i i t i l s r i i

3 4 5 6 7 8 9
Set p, (Gev/c)

FIG. 10. The efficiency of the two-high trigger as a function
of jet pz, calculated from the Monte Carlo program.

Jet p~ (GeV/c)

3—4
5

5—6
6—7

Smaller spreading

1.12
1.03
1.04
1.09

Larger spreading

0.81
0.87
0.78
0.90
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TABLE V. Ratio of trigger efficiency calculated (using the
particles from the high-p~ jets only) using the ISAJET Monte
Carlo to that calculated using the Monte Carlo described in the
text.

p~ (CieV/c)

4
4—5
5—6
6—7

Trigger efficiency: ISAJETM-609

0.65
0.67
0.78
0.95

& = 1.71+0.05 (GeV/c)

&f the 3.5-GeV/c point is excluded from the fit (its trigger
efficiency and background contribution are the worst
known of any of the points), there is very little change in
the slope, 8 becomes 1.74+0.06 (GeV/c) ', while the in-
tercept A becomes (2.7+1.0) X 10 cm /(GeV/c) .

It is important to note that these dijet cross sections can

TABLE VI. The invariant cross section der/dpi' dy&dy2 at
yi ——y2 ——0.18 (80' c.m. ) as a function of p~ measured in this ex-
periment, in'eluding error estimates as described in the text.

Jet p~
(GeVyc)

3.5
4.5
5.5
6.5
7.5
8.5

invariant cross section
[cm /((xeV/c )]

(4 9+0 8+")X10-"
(1 o~O 1+")x 10-"
(1.7+0.5+()'i) x 10
(3.6+0.3+0 2}.x 10
(4.6+0.8+ )x 10-"
(6.8+2.8+0 3)x 10

40%%uo of the total) and the nonhydrogen correction thus
determined applied to the entire data sample. The correc-
tion was found to be independent of jet pz and results in
multiplying the observed number of events by a factor of
(0.74+0. 10).

The number of events is the total number found
corrected for nonjet background. As mentioned above we
use the nonjet background from method lI as given in
Table III.

The resulting cross sections are given in Table VI. We
list the value, its statistical error, and separate upper and
lower systematic errors. The latter include an estimate of
the error in the nonjet background correction added
linearly to the systematic errors in the trigger efficiency
discussed in Sec. IIIE. As mentioned above„we regard
the 3.5-GeV/c point as having a large systematic uncer-
tainty which is indicated in its systematic error.

These results are plotted in Fig. 11. The data points
roughly follow an exponential in pz. A fit to the form
A exp( —Bpz ) yields

& =(2.2+0.6) X 10 ' cm /(GeV/c)

~~I 4 I I 1 I I I I I i I I I I

i

I I I I I I II
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3 4 5 B V 8 S
jet p~ (GeV/e)

FIG. 11. The invariant cross section for dijet production
versus p~. The inner error bars are statistical and the outer er-
ror bars include systematic errors as described in the text. The
line is a fit to the form exp( —Spz-).

be regarded as essentially-empirical; that is, they are the
cross sections for an experimental solid angle of 2.7 sr per
jet. Only the trigger efficiencies in Fig. 10 have a direct
"theoretical" source, and they appear not to be very model
dependent.

B. Comparison with theory

Figure 12 shows the data points again along with some
theoretical calculations. The theoretical cross section for
any given parton-parton scattering is given by'

der/dpzdyidy2 ——(A. c) (s/s)a, F(x&)F(x2)do(s, t, u)/d t .

The cross section is a function of three variables, pz. , yi,
and y2, which determine xi, xq, and t. We have calculat-
ed the cross section for y&

——y2 ——0.18, corresponding to a
8 of 80' in the c.m. , summing over parton types in the
proton, including u, d, s quarks and their antiquarks and
gluons. The E's are the structure functions of the pro-
tons. One must choose the form of Q, which along with
the QCD scale factor A determines the value of a, and
the magnitude of scale breaking in the structure functions.
We have used the form for Q recommended by Com-
bridge, Kripfganz, and Ranft Q =(s t u )'/ We hav. e
also tried other forms of Q and find little difference.
The first-order QCD cross sections d o/d t are well.
known.

The theoretical result depends on the structure func-
tions used, especially on the gluon structure function,
which is by far the least well known. The curves in Fig.
12 show several choices of the structure functions. The
solid curve uses the determination of the structure func-
tions by Gluck, Hoffman, and Reya. ' Two simpler
forms of the gluon structure function determined by
Owens and Reya' are also shown, the "counting-rule"
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FIG. 12. Comparison of the measured dijet cross section
(same points as Fig. 11) with theoretical predictions. The
theoretical curves are based on various forms of the proton
structure functions. The solid curve is based on Ref. 17. The
dotted curve uses the counting-rule form of the gluon structure
function, and the dashed curve the dynamical QCD form, both
from Ref. 18. The dot-dashed curve and the dot-dot-dashed
curve are based on the two sets of structure functions given in
Ref. 19.

form as the dotted curve and the "dynamical QCD" form
as the dashed curve. In all three curves the quark struc-
ture functions of Ref. 17 are used. All three curves use
A=0.4 GeV/c. Also shown are the cross sections calcu-
lated using two sets of structure functions determined by
Duke and Owens. ' These two sets correspond to two dif-
ferent input assumptions about the gluon structure func-
tion at low Q . In their fits Duke and Owens allowed the

value of A to vary. Their set 1, which yields the cross sec-
tion shown by the dot-dashed curve, assumes a gluon
structure function proportional to (1—x) and finds
A=0.2 QeV/e. Their set 2, which gives the dot-dot-
dashed curve in Fig. 12, is proportional to (1—x) and
has A=0.4 GeV/c.

The agreement between experiment arid theory is quite
good, given the uncertainties in both experiment and
theory. For instance, it is not known what the effects of
higher-order diagrams are in the theory. The agreement
in slope is probably the most significant feature, since the
magiutude of the measured cross section is strongly
dependent on the pz scale which is known in the experi-
ment only to about 7%. It should be relatively straight-
forward to compare our results with predictions of more
refined theoretical models. Such models are normally
evaluated using Monte Carlo programs; the experimental
information contained in this paper should be sufficient to
allow theoretical Monte Carlo predictions for comparison
with our cross section results shown in Fig. 11.

There are several published results on single-jet cross
sections. Results on dijet cross sections (although not
directly given as the invariant cross section as a function
of pz) have recently been published for pp collisions at
v s =540 GeV from experiments at the CERN collider.

V SUMMARY

%'e have measured the invariant cross section for the
production of jet pairs in 400-GeV/c PP collisions in the
Pz range 4 to 9 GeV/c for each jet, over which the cross
section varies by several orders of magnitude. In order to
make this measurement, techniques for measuring jets and
for estimating the background from nonjet events have
been developed Comp. arison of the results with theoreti-
cal calculations using proton structure functions and
first-order QCD shows strikingly good agreement. The
final result, with a 7% uncertainty in the pz. scale, can be
represented by

do/dPz. dyidy2 ——[(2.7+1.0)X10 cm /(GeV/c) ] expI[ —1.74+0.06 (GeV/c) ]P&I

for pz from 4 to 9 GeV/c.
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APPENDIX A: RESOI UTION EFFECTS

The invariant differential cross section

I(PT) =der/dPT dyidy2

is a rapidly decreasing function of pz. . In the pz range of
this experiment I (p, ) falls by a factor of 6 per GeV/c in-
crease of pz. . (The counting rate dN/dpi', including the
two-high trigger requirement, falls by a factor of about 3
to 5 per GeV/c). A direct consequence of this rapid fall-
off is an extreme sensitivity of the measured cross section
to the overall effective resolution function for the p~ of
the jet.

The main resolution effects which we have taken into
account in our analysis (and the approximate rms disper-
sion in pz associated with each) are the following, in or-
der of generally increasing complexity: (1) Random pz.
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fluctuations due to calibration inaccuracies (4%), (2) finite
angular resolution of the calorimeter towers (5%%uo), (3)
resolution width of the calorimeter response due to sam-
pling fluctuations and to fluctuations in the m

—/n. energy
partition in the hadronic showers (12%%uo), and (4) the net
effect of gain of nonjet particles and loss of jet fragments
into and out of the cone used to find the jet (16%). Aside
from these effects, there is also an overall 7% systematic
uncertainty in the pz- scale.

Effect 4 is a delicate model-dependent effect, involving
jet fragmentation functions, the contributions of nonjet
particles, and subtle issues regarding separation of real jets
from background fluctuations. Since this resolution effect
is larger than those involving the energy resolution of the
apparatus, it is the main factor which needs to be taken
into account in comparing predictions of theoretical
models with our experimental results. We discuss these
issues further in Appendix B.

We have evaluated the above resolution effects by mak-
ing detailed Monte Carlo simulations which use the mea-
sured energy response functions of the calorimeter. We
have also explored the sensitivity of this procedure to un-
certainties in the Monte Carlo model and in the measured
response functions.

One critical conclusion is already documented in previ-
ous papers. A tail of the apparatus resolution function
which extends toward large values of (apparent) pz can
lead to huge shifts in the apparent cross section. Our
calorimeter was designed to avoid such a tail, and its mea-
sured resolution function is satisfactory for use with the
observed steeply falling pz spectrum.

An illustrative but much oversimplified formula for the
change in cross section due to a dispersion 'in resolution o.

1s

f»sV r )=f~~eV z )+o 5(d'f /~mr')~'+

or

bf =0.5f"o

This formula assumes that the effective resolution func-
tion is symmetric and unbiased with an rms width of a.
If we take o to be the sum of squares of individual
dispersions enumerated in the above list, we have at
pz. ——6 GeV/c, o =1.3 GeV/c and f», ——2.7f«„,.

This increase in the apparent cross section can be
corrected for by making an S%%uo downward shift in the pz.
scale. As described in Sec. II, we have chosen to correct
the experimental p~ scale rather than the measured cross
section, using a correction based on a detailed Monte Car-
lo evaluation of the resolution effects.

APPENDIX B: EVALUATION OF JET BACKGROUND

At the simplest level, it is necessary to distinguish true
jet structure from fluctuations which will occur in nonjet
multiparticle final states. More generally, it is necessary
to determine the effect of defining a jet cone which in-
cludes some nonjet (background) particles, and which is
not generally large enough to contain all of the jet frag-

mentation particles. This determination becomes increas-
ingly difficult as the jet pr decreases and as the ratio of
jet pz. to total final-state Er decreases.

We have used two different kinds of approaches to
background evaluation. The first approach is based on
model-independent methods, of which w~ considered two.

The first model-independent method involves random-
izing the directions of final-state particles. This is done
subject to the constraint that the vector sum of pr for all
particles detected in the calorimeter is preserved after the
randomization. Of course the magnitude of pr of each
particle and thus the total Ez- are also invariant under this
randomization. The overall effect is to generate a new en-
semble of events whose outgoing observed particles have
the minimum angular correlations which are consistent
with momentum conservation (and of course with the ac-
tual pr distribution of particles within individual events).

The second model-independent method is to use the ob-
served single-particle distributions in pr and 8, for glo-
bal Ez- trigger events in the appropriate Ez range to gen-
erate artificial multiparticle events which are random ex-
cept for having detected particles that satisfy momentum
conservation to the same degree as do the real events.

It is important to note that the presence of real jets in
the data will lead to an overall single-particle p~ distribu-
tion which is "harder" than otherwise, as well as to posi-
tive correlations between high values of pr for two or
more particles within an individual event. Randomizing
the particle directions removes neither of these jet effects.
The second method removes p~ correlations between par-
ticles in an event, but does not remove the hard-pz spec-
trum. Thus the background estimated by the above
methods is an upper limit to the actual nonjet back-
ground, with the limit expected to be lower (more
stringent) for the second method.

The second kind of approach to background estimation
requires the use of specific models of jet production. By
analyzing Monte Carlo-generated events in the same way
as actual events, and by then making the randomization
tests for "nonjet background, " it is possible to compare
directly the amount of background in the data with that
in the model.

We have made several such Monte Carlo evaluations of
background and resolution, as described in the main part
of the paper, and have reached two primary conclusions.
First, when. the jet cone half angle is chosen (55' c.m. ) to
yield the input cross section for Monte Carlo events, there
is a dispersion of roughly 1 GeV/c (at pr ——6 GeV/c) in
the observed jet momentum, due to fluctuations in jet
fragmentation lost from and beam-jet particles gained by
the cone. This is an unavoidable fluctuation which is a
major component of the "experimental" resolution func-
tion. This fluctuation has a significant effect upon the
cross section measured as described in Appendix A.

The second conclusion is that the background at a given
pq, as evaluated using the model-independent randomiz-
ing processes described above, arises from the much more
frequent jets of lower pz. combining with fluctuations in
beam jet fragmentation particles. However, this back-
ground from lower-p~ jets is not a true background, for
its effects are already accounted for in the process of
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correcting for the fluctuations described in the previous
paragraph.

As described in the main part of the paper, we find that
the real data and Monte Carlo events do behave very simi-

larly under randomization. This result implies that the
randomized background is in fact a conservative upper
limit to the amount of real nonjet background, in agree-
ment with the above expectation.
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