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The physics of charge fractionalization is studied using a simple and physical approach. The
normal-ordered charge is related to the Atiyah-Patodi-Singer invariant, and the physical interpreta-
tion of the spectral asymmetry is clarified in the presence of a continuous spectrum. By introducing
the quantity B(E) which is a ratio of Jost-type determinants we relate the asymmetry to the phase
and zeros or poles of B(E). The fractional part of the charge is determined by the high-energy
behavior of the phase and the integer part is related to the spectral flow. We give simple examples
showing that only the fractional part of the charge is a topological invariant; the integer part is
determined by local properties of the background fields.

I. INTRODUCTION AND PHYSICAL MOTIVATION

Since the original paper by Jackiw and Rebbi! where it
had been noted that fermions interacting with solitons
give rise to fractional-charge states, this interesting effect
has attracted attention from several different disciplines.

In condensed-matter physics it has been realized that

" certain quasi-one-dimensional materials have a broken-
(discrete) symmetry ground state and consequently soli-
tonic excitations.? Orbital electrons are coupled to the
solitons giving rise to fractional-charge states in much the
same way as in the Jackiw and Rebbi example.>

In particle physics it has been recognized that fractional
quantum numbers arise in several situations in which fer-
mions are coupled to external background fields with non-
trivial behavior at spatial infinity (solitons or kinks,
monopoles).

It has been suggested that the physics of fractionaliza-
tion can be thought of as a “vacuum polarization” effect.
Indeed the background fields distort the Dirac sea in such
a way that the ground state (“vacuum”) in the presence of
this external field has very unusual features. An intuitive
(and rough) argument for this picture is the following:
suppose a soliton-antisoliton (SS) is created; this configu-
ration has trivial behavior at infinity. However, as the
pair is separated, the electronic states are rearranged, the
local density of states is modified, and states “pile up” or
“thin out” (controlled by the phase shift) near the region
where the fields are rapidly changing. As the SS separa-
tion becomes infinite and we only “see” one soliton for ex-
ample, we find that the charge has been accumulated near
its center (this also happens near S). Of course the total
charge of the SS system is an integer. It has been proven
that in the limit when the SS distance is very large, the
charge measured near each one of them is an observ-
able.*—°

When the Hamiltonian for the fermions interacting
with an external field has a charge-conjugation symmetry
a simple counting-of-states argument yields the
fractional-charge result.> Goldstone and Wilczek’ have
introduced a method that allows one to compute the in-
duced vacuum charge for general interactions; this
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method involves an adiabatic approximation (slowly vary-
ing fields). The results found with this method have been
reproduced using very different approaches, among them
exact solution of the scattering problem for certain soli-
tons profile,®’ anomalous commutators techniques,'®!!
“twisted” boundary conditions,!? etc.

From a more mathematical point of view, the fractional
charge has been related to index theorems and concepts in
topology.!*~15  Topological methods have been used to
compute the induced vacuum charge in different dimen-
sionalities for different topological background fields.!%!”

This paper is a modest attempt to try to understand the
underlying physics of fractional charge in one space di-
mension with simple techniques and to try to offer a uni-
fying yet simple view of the phenomena involved. We
will use a simple counting argument. The main observa-
tion is that static background fields produce a distortion
in the density of states in the positive- and negative-
energy continuum (conduction and valence band) and may
also induce the formation of bound states.!® In Sec. IT we
show by keeping account of the states that the ground-
state charge (obtained by filling all the negative-energy
states) is related to the asymmetry in the spectrum (spec-
tral asymmetry) and a quantity called n or Atiyah-
Patodi-Singer (APS) invariant.!4 !

As a fundamental measure of the asymmetry of the
spectrum of H we introduce the quantity

H+E
H—E

B(E)=det (1.1)

with B(0)=1. That this is a simple but interesting mea-
sure of the spectral asymmetry (and hence of 1) can be
seen as follows: suppose the spectrum of H is discrete
and define the ordered positive and negative eigenvalues
to be Af and — A, respectively. Then

K,L
B(E)= H By (E),
kl=1
WA E " _E (1.2)
+ T —
By (E)= | =% ! .
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Clearly if the spectrum is symmetric then B(E)=1. If
the eigenvalues are not symmetric but there are as many
positive eigenvalues as negative, then L =K and

1 d
5 $aE -InB(E)=L —K (1.3)

vanishes, where the integral is around a closed contour?®
enclosing only the positive real axis. In the next section
we will reconsider the above properties when H possesses
a continuous spectrum.

It will be proved that B(E) is a ratio of well-defined
Jost functions,?! which are, in turn, simply related to the
transmission coefficients of an associated scattering pro-
cess. From B(E), the odd part of the density of states can
be computed, leading to a simple evaluation of 7.

In Sec. III we evaluate B(E) in some special cases in
which the existence of an operator that maps positive-
energy states onto negative-energy ones ensures the topo-
logical invariance of B (E).

In Sec. IV we compute B(E) in two examples where the
aforementioned operator does not exist. In this section we
offer examples of the concept of spectral flow energy lev-
els crossing zero) and how it is related to the integral part
of the charge. We learn that the fractional part is related
to the high-energy behavior of phase shifts. We also ar-
gue that in general B(E) is not a topological invariant, and
that only 7 is invariant. We are surprised that seemingly
general discussions of this problem using topological
methods have missed important and physical features ex-
posed in our examples.

Finally in Sec. V we analyze the general case in view of
the features learned from the examples of Secs. III and
1V, and summarize our conclusions.

II. GROUND-STATE CHARGE,
SPECTRAL ASYMMETRY,
AND JOST FUNCTIONS

As promised in the Introduction, in this section we re-
late the ground-state charge to the spectral asymmetry of
Atiyah, Patodi, and Singer (APS) the 7 invariant of the
Dirac Hamiltonian.'®

The basic observation is that the topological back-
ground fields distort the local density of states, however
the total number of states remains constant. The ground-
state (vacuum) charge is defined as

0 0
Q= f_w[PS(E)—p‘)(E)]dE: f_wAp(E)dE, 2.1)

where pS(E) (p%E)) is the density of states in the presence
(absence) of background fields (soliton). This definition of
the charge is properly normal ordered. We shall assume
there are no E =0 states (we can always add a parameter
to the Hamiltonian to achieve this situation and study the
limiting behavior as this parameter goes to zero). Suppose
that there are N~ (N ) bound states of negative (posi-
tive) energy and that the continuum starts at the threshold
energy E;. The ground-state charge obtained by filling
all the negative-energy states is

—E
0=N~+ [ " Ap(E)ME . (2.2)
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The background fields modify the density of states in the
positive and negative continuum. If the Hamiltonian has
a charge-conjugation symmetry the density of continuum
states is equal for positive and negative energy. However,
in the most general case when there is no charge-
conjugation symmetry, the density of states for positive
and negative energy are no longer equal. There is an
asymmetry in the spectrum and we write!?

_ET NB
J . MpEME=——F+4, (2.32)
NB :N+ +N— >
" N
Jo Bp(EME =—=>—A, (2.3b)

where A is a function of the charge-conjugation
symmetry-breaking fields in the Hamiltonian. Clearly the
sum of (2.3a) and (2.3b) is — Ny by conservation of the
number of states. Combining (2.2) with (2.3a) and (2.3b)
we obtain

=+ [ [, spEraE~ [ Ap(EVE]| . 2.4)

In the free case in which (the external fields are constant)
p%E)=p°—E), one finds

0=—% [ IpE)—p(—ENdE= — [,” poad EVIE ,
2.5)

where p,qq(E) is the odd part of the density of states.
We recognize that the spectral asymmetry (APS invari-
ant)'*1? is given by

1= [ pE)—p(~E)]= 3 sign(E,) 2.6)
E,+#0

and therefore

Formally Eq. (2.6) should be defined as a properly regu-
larized quantity in the limit of taking the regulator to zero
(see Ref. 19 for details). However, if the spatial variation
of the background fields only introduce a compact pertur-
bation, we expect the density of states to be changed by a
finite amount; Q in Eq. (2.1) is a measure of this small
change. Therefore we do not introduce any regulator (the
uneasy reader will be comforted by looking at the well-
defined result). We will study the following Hamiltonian
for fermions interacting with external static background
fields in one spatial dimension [for a more general case in-
volving metric modifications, see Lott (Ref. 14)]:

H[K,¢]= —iaz—j; +016(x)+0:K(x) , (2.8)

where the o’s are the usual Pauli matrices. Since the
semiclassical approximation amounts to solving this
Hamiltonian and filling up all the negative-energy states
to define the vacuum, we would like to understand the
properties of the ground-state charge and its relation to
the topology of the soliton fields by studying general
properties of the spectrum. This is achieved by introduc-
ing the resolvent of the Hamiltonian
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G(E)=Tr—1— (2.9)

H—-E’

where the trace is over spin and spatial indices. The den-
sity of states is related to G (E) by

p(E)==—[G(E+in)—G(E—in)] . (2.10)
2

Writing G(E) in terms of its even G, and odd G, parts,
we find

pocd E) = %ImGe(E) . 2.11)

Finally we write the even part of the resolvent in terms of
the B function introduced in the previous section:

_1 1 |_1.d
G(E)=3Tr |+ | =5 2g BB,
(2.12)
H+E
B(E)= .
(E)=det T—E

As noted before if the spectrum of H is symmetric then
B(E)=1.

The expression for B(E) is reminiscent of that of Jost
functions?! in scattering theory, however the numerator
and denominator have the same operator H but different
signs of E, hence they do not satisfy the requirements that
guarantee the existence of B(E). To ensure the existence
of the Jost functions we need to introduce a suitable com-
parison Hamiltonian H, such that H and H, only differ
locally. For simplicity we also impose the condition that
the spectrum of H, be symmetric. To fulfill these two
conditions we notice that if Hy=Ey, we can introduce
the quantities

i0,0/2 —i0,60/2 1
H=e *""Hye *'°, Hy=Hy+76(x),
i0,6/2
Y=e 27X,

, (2.13)
Hoz—i02%+alp(x), HyX=EX ,

d(x)=p(x)cosf(x), K(x)=p(x)sinO(x) .

This chiral transformation does not modify B(E); it
amounts to a change of basis states. Any possible change
in the numerator is compensated by the same change in
the denominator.

If we assume that 6’ vanishes fast enough as x — * o,
Hy, and H, only differ locally. Furthermore since
{Hp,03} =0 the spectrum of H, is symmetric with
respect to E =0 and since p(x) is a positive semidefinite
function, there are no E =0 states in H,. Hence
det[(Ho+E)/(Hy—E)]=1. Therefore we can choose H|,
as the comparison Hamiltonian and write

Hy—E
/det X

Hy—E
With this choice of H, and boundary conditions on €',
each of the determinants in B(E) is guaranteed to exist

Hy+E
Ho+E

J(—E)
J(E)

B(E)=det

(2.14)
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and is Fredholm. To relate the Fredholm determinants to
the Jost functions and scattering matrix elements we
proceed as follows.

Consider two independent scattering solutions to Hy,
namely, fo, f1, with the asymptotic behavior

fo ~ T+, k),

X —>+ 0
folx) ~ e X_(k)+RoX _(—k)e ™%,
X —>— o0
" (2.15)
fix) ~ T “x_(—k),
x — 00
firtx) ~ e TN (—k) 4+ R X, (K)e™+
xX—> -] .
with
Joy=—1 :
Xe=05 | patiks
E
being the asymptotic states of H, with energy
E=(k 24p W 2=(k_24p_H1/2. (2.16)
Consider the Jost solution for Hy (Ref. 22),
fO=folo)+ o [T HOx L0 s 1)
with H(x,x') being the matrix (Green’s function)
Hop(x,x")=[foaX)f Ta(x") = f1a(x)f Ea(x")] (2.18)
and W the Wronskian
W =det{ fou(x),f1g(x)} . (2.19)
Then
Fx) ~ fomToe +™x (k) (2.20)
and
1 g 1 o'
i, = on 1 2) | prontn 24
ik _ 1 91 i
~e™ =X _(k) 1+7V—<f1—2—f>}+x_(k)e e
1 /.6 To/. 0
x | Ry [1+ o 2f>j- ()]
(2.21)
where
<f%g)= 7 riantemigxdx’ . (2.22)

Since the normalized solution has the asymptotic condi-
tions

Teik+x)(+(x), xX—+

» fN(X)= ik _x -
e “X_(k)+Re

Ky (—k), x—>—w
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we find the Jost function to be given by

J<E>=1+i<f1ﬂf>: LoE
w 2 T(E)
The proof that J(E) is the Fredholm determinant is now
just a slight modification of the standard arguments.
Multiply the potential by a constant y, expand the in-
tegral equation (2.17) and the determinant in powers of 7,
and compare the expressions. An alternative derivation is
found in the literature.?! Therefore we conclude that

Hy+E To(FE)
Ho+E | T(FE) ’

(2.23)

det

(2.24)

where T (T,) is the transmission coefficient of the
scattering states of Hy (H,).

Because the spectrum of H, is symmetric, To(E)
=Ty(—E), and therefore

T(E)
T(—E) '

The transmission coefficients have poles at the bound-
state energies and are complex above thresholds, their
phase being the phase shifts of the scattering states. For
E above thresholds (E > Er),

B(E)= (2.25)

TE) | _T(E) | w5
T(-B _|T(—E) [© (226
then
11 d
podd(E>ET)— 2 7 dE 8(E) . (2.27)
Therefore,

n =2 fO Podd(E)dE

=N TN L 8(c0) SE=Ep)] (2.28)
N* (N7) is the number of positive (negative) bound
states. If the ratio T(E)/T(—E) only depends upon the
topological properties of the background fields so does
Podd(E), however, we will see in the next sections that this
is true in very special cases; in general pqq(E) will depend
upon local details of the external fields.

This remark generalizes statements in Ref. 15 where it
is claimed that p,gq(E) does not depend upon local details
of the soliton fields for those special cases. The argument
given there was that p,4q(E) can be obtained as an inverse
Mellin transform of the regulated APS! invariant 7(S).
However this transform clearly involves the eigenvalues E
which in a general case do depend upon local details.
This will be demonstrated in Sec. IV in some examples
where p,qq(E) is computed exactly. In the next section we
solve for p,gq(E) and 7 in two simple models for which
Poad(E) is invariant.

However 7 is not sensitive to the numerical values of
the energies but only involves the number and sign of
these eigenvalues. Therefore  will be invariant under lo-
cal variations of the background fields that do not change
the signs of the eigenvalues but just move them around
slightly. Indeed when an eigenvalue changes sign, 7
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jumps by *2. This is associated with the “spectral flow”
of the Dirac Hamiltonian.'” When this happens the
ground-state charge changes by one as an energy level
crosses zero, essentially if an E > O state crosses zero and
becomes an E <O state our definition of the charge im-
mediately fills up this state.

Whether or not this state is filled as it crosses zero is a
dynamical question, if the process proceeds adiabatically
this state will remain empty and the ground-state charge
will differ from the adiabatic charge by one.

III. SOME SPECIAL CASES

In Sec. II we have proven that the ground-state charge
and 7 can be computed from the ratio of transmission
coefficients for positive and negative scattering states.

The results of Refs. 14 and 15 suggest that this ratio is
only a function of the asymptotic values of the back-
ground fields. This, in turn, suggests that the positive-
and negative-energy continuum states are related.

Indeed if there is a local operator U that anticommutes
with H at every point x, then

Ux)p <_g 3.1)
or

UXg«<X_g (3.2)
with

Tix)—e —iaze(x)/ZU(x)eiUZO(x)/Z . (3.3)

The existence of the operator U (U) automatically
guarantees that the ratio T(E)/T(—E) is a topological
invariant. The reasoning behind this statement is as fol-
lows: the scattering solutions with energy E of Hy have
the asymptotic behavior

XEx) ~ " TXE(R)+RENE(—ke 7,

X— 4+

) (3.4)
XEx) ~ T(E)"+YE(k).
X— + o0
Now we apply the operator U to the above conditions and
recognize that as x — + o0, U(x)XE(x)—.F X3 ¥ since X 4
are the asymptotic solutions of Hy. We find

Ox(x) ~ F_(kx=Ek)e™* )
+R(EVF _(—kX=E(—k)e %",

. 3.5)

UX(x) ~ F  (kX7EKke "+ "T(E).
X— + o0
Therefore R (—E) and T(—E) can be read off:
R(—E)=R(E)\F _(—k)/F _(k),
(3.6)

T(—E)=T(E)5 ,(k)/F_(k)

where ¥+ are only functions of k. and the asymptotic
values of the background fields ¢ and K. The existence of
this operator has far-reaching consequences. If by a
modification of the parameters in the Hamiltonian, ener-
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gy levels cross zero, positive- and negative-energy eigen-
values have to do so in pairs and in opposite directions,
the net change or spectral flow is therefore zero. This is
the reason behind the topological invariance of B(E) (see
example 2 for a counterexample to this statement).

We were able to construct the operator U explicitly in
only two cases, when either K(x) or ¢(x) is a constant.
Indeed, if an operator commutes with H? then its com-
mutator with H anticommutes with H. It can then be
seen that in the case mentioned above there is a simple
operator that commutes with H2.

Case a: K =constant. H? commutes with ¢3.!%!° And

{H,[H,03]}=0 and U=(0;H —K),
(3.7)

iaze(x)E

U(x)=(04e —K) .

If we apply U to the free spinors X% (k) we find
U(+ o0 WE()=(E2—K?)' 2" X7 E(k) (3.8)
where
tanay = Kks . (3.9
T ¢:E
Therefore from Eq. (3.6),

2ia

R(—E)=R(E)e ~ —,
(3.10)

ila,—a_)

T(—E)=T(E)e ,
where

B(E)=e™®)

(E)=—a (E)+a_(E).

From this expression we can evaluate G,(E) and pygq(E)
using Egs. (2.11) and (2.12), and find

by 9

K

i
Ge(E)=——3mi‘ (3.11)

k, k

If ¢,54¢_ there are two thresholds at E=p, where
p+=(d+2+K?)!/2. Below both thresholds and for E >0
we find p,q9=p1 +p2, Where p; is a discrete contribution

p1(E)=sign(K)[sign(¢ . )—sign(¢p_)18(E — |K | ),

(3.12)
and p, arises from the continuum
1 d . |k.K
E)=—— |0(E —p,)2-tan~!
paB)=—5 0 |OE —py)ptan™ 1 g
d | kK
—O(E—p_)— =
o( p_)dEtan 4 E
(3.13)

Before going any further let us analyze the expressions for
G, and p,qq given above. G.(E) agrees with the results
given in Refs. 14 and 15. Indeed from expression (2.12)
G,(E) can be written as

H

Ge(E)=Trm

(3.14)

and for constant K it coincides with the expression given
by Callias for the regulated index?>!>2414 [up to the fac-
tor K /(K?—E?)], however this is only true in this special
case.

The result for p,gq(E) below threshold has the correct
features. Indeed from several examples it is known that
when sign(¢_ )s~sign(é_) there is a bound state®?’ (of to-
pological origin) at E=*K (depending on the sign differ-
ence). This is the same bound state as the one found by
Jackiw and Rebbi! in the charge-conjugate case but shift-
ed by K.

The phase of B(E) is related to the phase shifts of the
scattering states. As is seen in Eq. (3.10) above, these
phase shifts have a finite limit at £E— . Indeed unlike
the nonrelativistic case where the phase shifts go to zero
as E—» oo (because the velocity goes to infinity) in the rel-
ativistic case they approach a constant?? (the velocity goes
to 1) which is proportional to the integral of the potential
over all space (notice that the scattering “potential” for
Hy is @' since it is compared to H,). It is interesting to
point out that 7 is related to the phase shifts of the
spinors X (eigenstates of Hy) not of . Reference 26
seems to be ambiguous on this point. Using Eq. (2.28) we
find

1= ~sign(K)[sign(¢ ) —sign(¢_)]

+$[5(oo)—5(0)] , (3.15)

where
80)=—a (E=p,)+a_(E=p_)

and 8( o) is the limit of 8(E) as E— «. Both quantities
8(0) and 8(w) depend on the branches of the inverse
tangent function. The difference 8( « ) —8(0) is, however,
branch independent. Once the branch of 8( ) [or 8(E)
for any value of E] is fixed the branch of 5(0) is deter-
mined by following the analytic function 8(E) down to
threshold. Any branch dependence cancels in the differ-
ence. Therefore the expression given above for 7 is unam-
biguous. After a careful analysis of the branches (for
K =const), we find that if K >0 and ¢(x) has an even
number of zeros then 0<8(w ) <7/2 and 8(0)=0 (there
are no bound states). If ¢(x) has an odd number of zeros
0<8(0) <7 and 8(0)=m (there is one bound state at K).
The signs of 8 are reversed for K <0. Then

8(0)=%sign(K)[sign(qS_)——sign(gb+)] : (3.16)
Thus the phase shifts at threshold :cancel the bound-state
contribution as it should by Levinson’s theorem?’ and the
final answer is

17=—L tan~! —tan~! (3.17)
T

K K

¢4 ¢

which agrees with Refs. 14 and 15, however the above
(necessary) analysis of the branches indicates that
—1l<m<land —+<Q<+. In Refs. 14 and 15 this is
not explicitly indicated, and without the above analysis
the unwary reader may be misled to believe that in this
case Q can acquire any fractional value. The reason for
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this lies in the existence of the operator U(x). This
analysis will be much less obvious in the examples worked
in Sec. IV.

In the case of the soliton profile ¢ , =¢, ¢ _ = —¢ with
¢ >0, it can be easily seen that
8(c0)—8(E)=tan—' | SKE—K) | (3.18)

&’E +K%k

Since the branch of this formula cannot change,
8(0)—8(E) must be between +7/2 for any value of
E > E;. Hence 7 is given by

! <

. 2 11K T —1
— — —— — | ——— t
7 =sign(K) tan " } > <tan

>
Ny

(3.19)

which can be compared to the result obtained in Refs. 18
and 25. The above expression for 7 has the correct spec-
tral flow behavior. When ¢_=—¢, there is a bound
state with energy E=K. If K is adiabatically changed
from a positive value to a negative one 7 jumps by 2 when
K crosses zero. This is the correct behavior for 7, as dis-
cussed in Sec. II. The ground-state charge has changed by
—1, but the adiabatic charge has not changed, as was
pointed out in Ref. 9.
Case b: ¢= constant. H? commutes with o;. In this
case { H,[H,0,]} =0 and
Ulx)= —(oe

io,0(x)

é). (3.20)
Following the steps of the previous case
Tix =+ o WE()=(E2— ¢1) 2%~ Pty TE(k) , (3.21)

where tanf3+ =dk + /K + E.

Indeed this case can be obtained from the former by the
change K— —¢, ¢.—K 4, following the steps for case a
we find

B(E)=¢"F+7P
(3.22)
Ge<E)=§(E2f¢z, ],f: —I,:: ] ,
and below thresholds:
Podd(E >0)
= — ;sign(¢)[sign(K ;) —sign(K _)]8(E— |4 ]) .
(3.23)

All the results of case a can be applied to this situation
with the above exchange of K, ¢. That this is so is no
surprise, it is just the result of a 7/2 rotation around o,
with the consequent exchange ¢— —K. Since case b is
equivalent to case a we will not explore it any further.

As we have seen in these examples, the fact that the
operator U exists is crucial for the topological invariance
of poad(E) and G.(E). In the general case when both ¢
and K are functions of position this operator may not ex-
ist as it will be shown explicitly in the next section for
some interesting solvable examples.
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This in turn means that G,(E) and pyy4(E) will in gen-
eral depend on local details of the soliton fields. The
spectral asymmetry will be insensitive to “small” changes
in local features. However as the local properties are
changed there may be levels crossing zero energy and this
will be associated with the corresponding jumps in 7
(spectral flow).

IV. TWO EXAMPLES

In this section we analyze two simple examples for
which the T matrix can be computed exactly and yet they
are rich enough to contain interesting physical informa-
tion relevant to charge fractionalization.

Example 1: Infinitely thin soliton. (This is a slightly
modified version of the problem studied in Refs. 9 and
12.) For this problem we choose

-, x<0
=P X<
¢+’ x>0,
@.1)
K_, x<0
K(x)={ x<
K,, x>0.

The eigenstates of H are easily shown to be continuous
across the origin. The spinor-wave function

Y (x), x<O0
¢(X)= < (4.2)
P, (x), x>0
obeys the following boundary condition at the origin
P (0)=9_(0) . (4.3)

This in turn means that the eigenfunctions of Hy obey
e L 4.4)

or

X. =eia2Ae/2X> ,

with 0, =tan" YK 4 /¢+) and AO=6, —0_.

ing solutions have the following behavior,

4.5)

The scatter-

X () =X_(K)e" "+ RY_(—Kkle *~%, x <0
4.6

X, (x)=TX, (k)e™ " x>0

where the notation is the same as Egs. (2.15) and (2.16) in
Sec. II.

The transmission coefficient T can be easily found for
any p; and 64, but for simplicity and to illustrate the
physics more clearly we quote the answer for p, =p_=p
(ky=k_=k):

1 < E
T(E)‘C_Hsk , 4.7
where C=cos(A6/2), S=sin(A6/2). Below threshold
[where k =ik=i(p*—E?%!/?] T(E) has a bound-state
pole at E= —sign(S)pC. As E— oo the phase of T(E)
(phase shift) approaches —A60/2 as was pointed out in
Sec. III. From Eqgs. (2.25) and (4.7) we find



31 - FRACTIONAL CHARGE AND SPECTRAL ASYMMETRY INONE... 2095
C —iSE /k
—— /R K
BUB)=CisE /K ° ) —Z<tan”! | | < T
(4.8) ¢
sC L .
G (E)=i _-g_TT . and 7 is given by expression (4.12).
k(E*—p™C) Example 2: Three steps (wide soliton). Although ex-

Below threshold (0 < E < p) the odd density of states is

Podd E)= — +sign(S)sign(C)S(E —p |C | ), (4.9)
and above threshold
1 d
Podd(E)=+ - dE S8(E),
where (4.10)
tan—-——s(E) ~_SE
2 7 Cck’
therefore
n=—sign(S)sign(C)+ i[sm)—zsm)] .11)
which can be written as
n=— _A;Q +sign(S)[1—sign(C)], —7 < —AEB— <m. (4.12)

When A6 is adiabatically changed from slightly below 7
to slightly above 7 the bound state (at E = —pC) crosses
zero and 7 jumps by +2 and the charge changes by one
unit. As was pointed out before 8( o )—¥58(0) is indepen-
dent of the branches of the function tan™!(x) and so is 7.
It would then seem that in expression (4.12) n depends on
the definition of the branches, however the reader can be
readily convinced that it is not. % is a discontinuous,
periodic function of A€ with period 27 and —1 < < 1;it
can be written as

n=—£9-+2n ,
T

where

m(2n —1)<AO<7m(2n+1).

Therefore the ground-state charge — % <Q=-— %77 < -;—

We see that the fractional part of the charge Qp=A6/27
(—m<AO< ) is a smooth function and is given by the
high-energy behavior of the phase shifts mod 7. The in-
teger part is related to low-energy features; namely, bound
states and phase shifts at thresholds (see next example).

To compare with the next example we quote the results
for the case ¢ . =¢, d=—¢ (¢>0), and K =constant
(K >0):

6, =tan™! —g— , x>0
O(x)=

6_=m—tan™! {;; , x<0,
AO=0, —0_—2tan""! % —,

ample 1 sheds light on the physics of charge fractionaliza-
tion and allowed us to understand better the high- and
low-energy aspects, we cannot draw conclusions regarding
the dependence of 7 on local details of the external fields.
To study this aspect consider the following soluble exam-

ple,

- x<0
o(x)= ¢
¢+’ x>05
(4.13)
K_, x<—d,
K(x)= 1K, —d;<x<d,
K+, X>d2 .

However, to simplify the final formulas and to expose the
physics clearly we will analyze and quote the results for
the simple case ¢_=—¢,=—¢ (¢6>0), K_=K_
=—Ky=K (K>0) (this implies p=constant), and
di;=d,=d. Therefore, 6(x) is obtained by following the
branches

6, =tan—! | X , x>d
* ¢
0,= —tan~! % , O<x<d

0(x)= 4.14)
0,=—m+tan~! (% , —d<x<0
0_=—m—tan~! %], x < —d

Using the matching conditions Eq. (4.5) at x=—d;0;d
and after some algebra we find

1 .E
TE) =A +i kB y (4.15)
where
A=C+ %25[2¢2sinz e+ K2sin2z 2] ,
p ,
R (4.16)
B=S+ 4TKZ—Qsinzz e
and
0,—06_
C=cos |[—+—— |=—K/p,
|04 —6_
S =sin - =¢/p, (4.17)

z=kd=d(E2—p))'/?
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From the above expressions we learn several important
features. First we see that T(E) does depend on local de-
tails, here the width of the soliton d. This in turn implies
that B(E), G,, and pyq4(E) will depend on d nontrivially.
Second, the high-energy behavior is the same as the infi-
nitely thin soliton example since the second terms in A4
and B vanish as (1/E?) in the limit E—> 0. Therefore
8( 0 ) will be the same in both cases. When d =0 (exam-
ple 1) there is a bound state at E =K and (0 )—8(0)
=2tan~ ! (¢/K)—, therefore n=(2/m)tan"($/K). As
d is increased the bound-state energy decreases. For very
small d, one finds

Ey~K(1—4¢d)+0(d?) . (4.18)

As d is increased further several things happen. The
bound state initially at E, =K crosses E=0, but also
‘more bound states peel off from the negative continuum.
Indeed it is easy to see from Egs. (4.15) and (4.16) (below
threshold) that at d~co there is a bound state at E= —K
and two nearly degenerate at E = —¢ (the splitting being
of order ¢ —2K9),

The critical values of d at which the bound state (ini-
tially at K) crosses zero and d; and d, for which new
bound states just peel off from the negative continuum are
easily obtained analytically. The first, dg, corresponds to
the solution of 1/7(0)=0 and the other ones correspond
to 1/T(—p)=0. From the same analysis we also learn
that at the critical values d; and d,, the phase shifts (at
k =0) of B(E) decrease by 7 each time a bound state
arises from the negative continuum and increase by 7 if it
arises from the positive continuum. This is the usual
behavior of phase shifts at threshold whenever new bound
states appear. All these features can be understood
analytically from Eqgs. (4.15) and (4.16) and they lead to
the following scenario as d increases (for fixed K and ¢):
at d =0 there is one bound state at K and
¢ 1
K

1 - 2 —1|$
=1+— |2tan~! —1 | ="t
n +7r an T - an X

As d increases, 17 remains constant until d =d, at which
point the bound state crosses E=0. Of course the phase
shifts remain unchanged since the bound state came from
the positive continuum and therefore 8(0)=w. For
d >d, the bound state has negative energy and

1| ¢
K

2tan— —r

o

¢

X (4.20)

’:~-—2—+—ltan'1
T

As d increases further and passes d; another bound state
appears from the negative continuum and 8(0) drops by 7.
There are now.two bound states with negative energy,
with 8(0)=0, and

$

X (4.21)

2 1
=24+t
n 2+7r an

The appearance of the new bound state does not modify
7, because the phase shifts at threshold change by

(4.19)

whenever a new bound state appears. When d is increased
further and reaches d, there is another bound state peel-
ing off the negative continuum and 8(0) drops by another
7. Now we have

n=—3+—1~ 2tan~' | L |47
T K

=24+ 21| L 4.22)
T K

Therefore 1 has changed only when the bound state ini-
tially at K crossed E=0. The above scenario is modified
for different values of K and ¢ in the sense that the order-
ing of dy,d;,d, may be changed. Bound states may
emerge from the continuum before the one at E~K
crosses the origin, but the picture is the same. The index
7 changes only when there is spectral flow. This behavior
can be understood with the following argument. Let us
imagine our system in a very large box, then the spectrum
is discrete and we can use the formal expression for
=2, E,»0818n(E,). As d is varied the eigenvalues move

but as long as their sign does not change % remains invari-
ant.

An anomalous case. A peculiar situation arises when d
is exactly d, or d,. The phase shift at threshold has
dropped only by 7/2. However there is a state at thresh-
old that is about to become bound; it is the “half bound
state” noticed in Ref. 24 in another context. In this situa-
tion the integral of the density of states along the continu-
um cut [see Eq. (2.28)] has to be performed carefully be-
cause there is a contribution from the edge of the cut.
The ratio of Jost functions B(E) has a zero (or pole)
linear in k and thus produces a pole in the logarithmic
derivative weighted with a factor + [arising from
(E2—p*)'?]. Proper account of this behavior yields the
following result for 7:

n=N+_N—ii+$[a(w)—s<0)] , (4.23)
where 8(0)=8(0)tw7/2, and 8(0) is the value of 8(0) just
before d reaches d,,d,. The term —}—% (-——;—) arises from
the edge contribution of the positive- (negative-)energy
continuum. The —w/2 (+m/2) corresponds to the in-
crease (decrease) of the phase shifts at threshold when a
half bound state forms.

We see that 7 does not change when d reaches these
critical values. Indeed, when d passes a critical value, a
new bound state is formed but its contribution to 7 is can-
celed by the change in the phase shifts at threshold.
When d is exactly one of these critical values, the same
cancellation takes place but with a factor +; therefore 7 is
continuous at these values of d. This behavior corre-
sponds to the anomalous Levinson’s theorem of potential
scattering. However Eq. (4.23) is not Levinson’s theorem.

Remarks. From the examples worked above we learn
several important features. As an illustration of the rela-
tion between charge fractionalization and topological con-
cepts like spectral flow and indices, let us observe the fol-
lowing.

(1) Adiabatic spectral flow. In example 1 the Hamil-
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tonian is invariant under the shift 6— 6+ 27 therefore the
spectrum of the theory is unchanged. Let us introduce a
parameter 7 and suppose that A6 is a function of 7 such
that AO(7=— «)=0 and AB(7=+ «)=27. Therefore
the spectrum of H at 7= — « is the same as the one at
7=+ . However, as 7 evolves and A6 evolves adiabati-
cally, the spectrum changes. A bound state comes from
the negative continuum moving up in energy,’ and the
density of continuum states changes as this happens.
When AO=m the bound states cross £ =0 and 7 jumps
by 2. As 7 evolves further, the bound state moves towards
positive threshold and at 7= + oo it reaches E=+p. The
spectrum is the same as 7= — « (A@=0) but now there is
a filled positive-energy state. The state reached adiabati-
cally is therefore an excited state which differs from the
ground state by one unit of charge, i.e., the adiabatic and
ground-state charge differ by unity.’

(2) The integer. Comparing example 2 to the case
K=constant (K >0) in example 1, we learn several
features. If one follows the angle 6(x) from x =+ o to
X = — oo in both cases, keeping track of the branches, A8
in the second case is 27 bigger than the one in the first
case. At first one may be tempted to conclude from Eq.
(4.12) that this difference would account for the integer
part of 77, however we have seen that this 27 has nothing
to do with the integer part since, for example, it is in-
dependent of d. The integer change in 7 corresponds to
the spectral flow that occurs whenever d >d,. The frac-
tional part is entirely given by the step functions used in
example 1 and is a fopological invariant; the integer part
has to do with levels crossing zero and depends on the lo-
cal details of the fields in agreement with the conclusions
of Refs. 9 and 12.

(3) Charge additivity. An important physical attribute
of charge is the property of additivity. The adiabatic
charge is truly additive, whereas the ground-state charge
can change by one when a level crosses zero energy.

It is interesting to check that the index 7 in our exam-
ple 2 does indeed have this last feature. Let us begin by
noting that as d— oo, example 2 consists of three widely
separated solitons. Near each soliton there is a localized
state with energies —¢, — K, and —¢, respectively. The
corresponding indices can be evaluated individually in this
limit (see example 1) and are 7;—1, —7;, n;—1 with
Mm=1—(2/m)tan" (K /¢). Thus the total index, 73, is
711—2, and this is the exact result for d > d.

As d decreases, these three localized states start to over-
lap and to interact. Two of the levels are forced into the
negative continuum, and one is pushed above zero energy.
At this point 17; jumps by two, and n;=m;. Finally as
d —0, the configuration is that of a simple soliton and 7,
is the correct value.

Therefore we have learned that the total charge is the
sum of the charges induced by each of the solitons (to
within spectral flow effects). This property can be traced
to the fact that the wave functions overlap of the separat-
ed bound states vanishes exponentially. This is crucial to
show that the induced charge is a sharp observable.*—¢

(4) Charge-conjugate case. Perhaps at this point the
reader is confused by the following conflict: In the
charge-conjugate case (K =0), the usual argument®3 sug-

gests that the zero-energy states are responsible for the
fractionalization, and yet our arguments indicate that the
fractional part comes entirely from high energy. Let us
analyze this case more carefully. Consider K >0 and con-
stant, and the soliton profile ¢ , =¢ >0, and ¢ _= —¢.

We find (looking carefully at the branches)
8(E)=m—2tan" (kK /$E) and 8( 0 )=7—2tan" (K /¢),
6(0)=m (there is a positive-energy bound state). Now
take K—0%. We find

1
_'—:.1 —_ — .
7 +Tr[—+—'n' 7]

The factor 1 corresponds to the (E =0") bound state, the
factor + inside the brackets is the high-energy piece
captured by the adiabatic method,” and the factor — is
dictated by Levinson’s theorem. The excess of states at
zero energy is compensated for by a deficit of states at in-
finite energy. This behavior neatly reconciles the high-
and low-energy aspects of the problem.

V. GENERAL CASE

We expect the results obtained from analysis of the
models of Secs. IIT and IV to hold in the general case
when the soliton fields are arbitrary functions. Given a
Hamiltonian H in which the fields ¢ and K [or 6(x) and
p(x)] have a definite behavior at spatial infinity, we can
always form a Hamiltonian- H like the one in example 1
with step functions for ¢(x) and K (x)(0,p) with the same
asymptotic values as the fields in H. Then we can write
the quantity B (E) for H as

B(E)=By(E)Bg(E), Br=B(E)/By(E), (5.1

where By(E) contains Hy. This choice of By (E) ensures
that Bi(E) has zero phase as E— « and its only contri-
bution to 7 arises from possible bound states and the
value of 6z(0) (8z =relative phase shift). Therefore we
can write

n=ny+M—7y), (5.2)

where 1y contains all the topological features of the back-
ground fields and completely describes the high-energy
behavior of the theory. It accounts for the fractional part
of 17 and consequently the fractional part of the charge

QF:—2—17;[9(x=+oo)—9(X=—oo)] (—m<AO<T) .

The part (7 —my) is an even integer (or zero) arising from
the spectral flow (levels crossing E =0) that occurs when
Hy is locally deformed onto H. Thus we have isolated
the topological (asymptotic) properties of the background
fields in Hy. Since the high-energy behavior is only sensi-
tive to these topological features and not to local details,
Hy, describes completely the fractional part of the charge.
Consequently, (7—my) only depends on local features of
the background fields and accounts for the integer part of
7 and the charge.

Conclusions. We have related the (properly normal-
ordered) ground-state charge to the asymmetry n between
the positive- and negative-energy parts of the Dirac spec-
trum Q=—+7. As a measure of this spectral asym-
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metry we introduced the fundamental quantity

—det | LTE
B(E)=det H—E ]

that allowed us to write an exact expression for the APS
invariant:

=N+ -N=+L(sE =) —8E=E)],

where 8(E) is the phase of B(E) ( Er=threshold energy)
and NT are the number of positive- (negative-)energy
bound states. We point out that 8(E) is related to the (rel-
ativistic) phase shifts of the scattering states of the chiral-
ly rotated Hamiltonian. If threshold resonances exist, the
above formula is slightly modified. Given an interacting
Hamiltonian H with arbitrary background fields it may
be very difficult to compute 77 as given above.

However we can define a very simple Hamiltonian H
in which the external fields have the same asymptotic
properties as the ones in H, and for which 7y can be com-
puted exactly and we write n=ny+(n—ny). Since the
high-energy behavior of 8(E) is only sensitive to the
asymptotic properties of the fields, Hy completely de-
scribes the high-energy features and therefore yields the
fractional part of the charge exactly. It is only this frac-
tional part that is a topological invariant and related to
the high-energy behavior of the theory. The quantity
(n—my) depends on the local details, it is an even integer
or zero and corresponds to the spectral flow (levels cross-
ing E =0) that occurs when Hy is locally deformed onto
H and accounts for the integer part of the charge. The
fractional part of the charge is shown to be given by

sz;zl;[g(x:+oo)—9(x‘=—oo)] , —T<AO<T

and it is a high-energy feature of the theory. The formal-
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ism and examples of this paper offer a unifying view of
the physics of charge fractionalization using familiar con-
cepts.

Since the fractional part of the charge arises from the
high-energy behavior of the theory, we expect the adiabat-
ic approximation to accurately describe it since it corre-
sponds to the external fields being probed at very short
wavelengths and in this regime the approximation is reli-
able. This high-energy behavior is at the heart of the
anomalous commutator method, and the fact that the
twisted boundary conditions of Ref. 12 reproduce the
fractional charge correctly comes as no surprise since the
phase shifts can be determined from these conditions.

The integer part of the charge is nontopological and is
related to local details of the background fields and in
particular to energy levels crossing zero, hence it is a low-
energy feature of the theory. Although this integer may
not be seen in field theory approaches to the physics of
the charge fractionalization (we can always fill these
states and redefine the vacuum) its properties allowed us
to understand and expose the beauty of the concept of
spectral flow. It requires a thorough analysis of the
specific problem, and may be particularly interesting in a
condensed-matter context. With the simple methods in-
troduced and developed here, we hope to study the physics
of charge fractionalization and its relation to anomalies in
higher-dimensional theories; work on these lines is in pro-
gress.
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