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We study the reactions m.N —++AN in the center-of-mass energy range 1320—1930 MeV within the
framework of the isobar model. The present analysis includes over 30/o more events than the most
extensive previous analysis. Data for m p —+m+m n, m. p —+m m p, m+p ~~ m+p, and
~+p —+m+~+n are simultaneously fitted assuming production of e, p, 6{P33) and N*{Pll). The
cross section for m p~m. m n is predicted and found to be in good agreement with experiment.

mN —+mN amplitudes for I=
2 are investigated for the first time. We confirm the existence of a

significant m.N decay for the second P33 resonance and determine that ~N is the dominant inelas-

tic channel for the P31 partial wave. The pN decay of the 617 wave is observed for the first time.
Evidence is found for unestablished resonances near 1900 MeV in the Sil, Pll, P13, and F15 partial
waves. We also discuss evidence for a second F35 resonance. Signs of resonant amplitudes deter-
mined from this analysis are compared with results of previous analyses and with predictions from
several models.

I. INTRODUCTION

Dalitz plots reveal that nonstrange baryon resonances
decay predominantly into quasi-two-body channels. Such
decays are typically well described by isobar models. By
studying the inelastic reactions m.X~mmX, one hopes to
detect m.N resonances and to extract couplings of the reso-
nances to such quasi-two-body channels as eX, pX, nh,
and AN'. Early analyses of these reactions have been few
in number, due mainly to lack of data, complexity of the
analysis, and expense in both time and money. The con-
sistency of early results for m.N~trh amplitudes between
independent Berkeley-SLAC' and Saclay groups was en-
couraging. Unfortunately, the results for mN ~pN ampli-
tudes were in poorer agreement. Resonance couplings to
the m.N'(

~P)Ichannel have been previously investigated
only for I= —,

'
by the Imperial College group.

Several theoretical models have been suggested to
explain the results of previous partial-wave analyses. Be-
cause of the above inconsistencies between the earlier
Berkeley-SLAC and Saclay analyses, such models have
necessarily been able to compare only a small set of ampli-
tudes common to both studies. For this reason, in part,
we performed an independent partial-wave analysis. For
the first time, both n p and m+p interactions are investi-
gated simultaneously with mN~nN'(P, I ) amplitudes in-
cluded in the search. We have also investigated the im-
portance of some of the higher partial waves by searching
g-wave amplitudes.

In Sec. II, we discuss the data used in our analysis. In
Sec. III, we summarize the formulas used for our isobar
model and present explicit descriptions of some of our
parametrizations. In Sec. IV, we discuss the details of our
fitting algorithm. In Sec. V, we discuss our analysis pro-

cedure. In Sec. VI, we present and discuss the results of
our analysis. In Sec. VII, we compare our results with
those of previous analyses. We also compare signs of the
experimental resonance couplings to predictions of several
theoretical models. Finally, in Sec. VIII, we summarize
the main findings of our work.

II. THE DATA

For the present analysis, we have gathered data from
several large bubble-chamber experiments " spanning
the center-of-mass (c.m. ) energy range 1320—1930 MeV.
A total of 241214 events were included in our analysis.
We had access to all data previously analyzed in this ener-

gy range by the Berkeley-SLAC collaboration' except for
6372 m ~+@ events between 1830 and 1870 MeV and all
m+rr+n events from a Berkeley-Riverside experiment.
We also had several thousand additional events from more
recent experiments. ' The total sample of events was di-
vided into 22 nonoverlapping energy bins which were
analyzed separately; i.e., our analysis was an energy-
independent one. Table I summarizes the number of
events fitted at each energy. We attempted to bin events
in energy intervals of 20 MeV whenever more than 10000
events were available at a given energy. However, due to
insufficient data, it was necessary to increase the bin
width to either 30 or 40 MeV below 1390 MeV, above
1710 MeV, and between 1SSO and 1610 MeV, the "energy
gap" in the Berkeley-SLAC analysis.

Each subsample of data was fitted using as c.m. energy
the central value for each bin. As discussed in Ref. 12,
the events within each bin were modified to satisfy the re-
lationship
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TABLE I. Summary of the number of events analyzed at each energy.

%77 P Total

1340+20
1375%15
1400+ 10
1440+10
1460+10
1480+ 10
1500+10
1520+10
1540+10
1565+15
1595+15
1620+10
1640+ 10
1660+10
1680+10
1700+10
1725+ 15
1755+1S
1790+20
1830+20
1870+20
1910+20

1664
3893
3646
3790
2074
7246
6224
5650
6230
2237
3065

0
7437
7411
8784
8377
6265
5442
1966
3543
4342
6036

11
145
826

1339
971

3776
4055
4671
5320
1598
1962

0
4177
4273
5340
5394
4594
4200
1352
2223
3382
4081

0
15
63

207
152
537

1160
795

1115
2704
2864
4203
7939
4071
4999
5375
5679
1316
4715
2322
8190
6445

0
2

15
48
36

128
250
143
183
481
483
621

1013
752
847

1007
524

18
228

0
557

0

1675
4055
4550
5384
3233

11 687
11 689
11 259
12 848

7020
8374
4824

20 566
16 507
19970
20 1S3
17062
10976

8261
8088

16471
16 562

Total 105 322 63 690 241 214

W'+m„'+2m '=g W, ',
where W is the central energy of the bin, mz ——939 MeV
is the mass of the nucleon, m =139 MeV is the mass of
the pion, and W; is the subenergy of the ith pair of final-
state particles (i=1,2,3). For each event, our procedure
required calculating

8'; =8; (threshold)+68;2

and scaling the three b, W; by the same factor.

III. THE ISOBAR MODEL

In this section, we summarize the main ingredients of
our isobar model. Detailed discussions of the formalism
have been presented elsewhere. '

The reactions mN ~mmN are assumed to proceed
through four intermediate quasi-two-body channels:

m N~m b,(P33),

mN~pN,

~N~eN,
m.N~mN*(P)) ) .

Here, e represents the strong, s-wave mw isoscalar interac-
tion. The importance of the eN, pN; and m.A channels is
now well established. However, the pN and m.h channels
alone are known to be insufficient for simultaneously
describing the reactions m+p ~m m+p and ~+p~m. +~+n
above about 1600 MeV. Because mN mass spectra reveal

that N* isobars are present in this energy range, our
analysis includes the least massive N*, the P~~(1440) or
Roper resonance. Other N* isobars were investigated and
found to be relatively unimportant (see Sec. V).

The total amplitude for a given charge channel can be
written as a coherent sum over all isobars and partial
waves:

(f
~

T
~

i) = gA„X„++A„,X„,++A„,X„,. (3.1)

Here, the index nr denotes the collection of quantum
numbers that describe the nth partial wave associated
with representation y, which describes, for mN~vrmN, .
the case in which particle y is the spectator and particles
a and P form the isobar [(a,P, y) =(1,2,3) and cyclic per-
mutations]. We define particles 1 and 2 to be the final-
state pions and particle 3 to be the final-state nucleon.
The X„arecomplex basis functions that depend on four
kinematic variables for describing an event at fixed total
c.m. energy 8'. The A„are partial-wave amplitudes

. "y
which are treated as variable, complex parameters.

As usual, we approximated the A„asconstants for"r
fixed total c.m. energy with all known functional depen-
dence on energy and angular variables absorbed by theX„.This approximation is believed to be inconsistent"y
with two-body unitarity which requires that the A„de-
pend on the isobar subenergy as well as on 8'. In an early
work, Aaron and Amado suggested that unitarity might
impose a rapid subenergy variation on the partial-wave
amplitudes. ' They later realized, however, that this vari-
ation was not present in the physical amplitudes since it
was associated with poles on an unphysical sheet. ' This
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point was noted independently by Aitchison and Gold-
ing. ' Aitchison and Brehm have studied this problem ex-
tensively within an isobar model that incorporates unitari-
ty and analyticity in the isobar subenergy channels. '

Their work indicates that the variation with subenergy is
smooth and not very fast. We infer from their calcula-
tions that the major subenergy variation is manifested by
a nonzero range in the barrier-penetration factor, which
we discuss below. This problem has been investigated ex-
perimentally by the Imperial College group .They fitted
~N —+mwN events at 1610 MeV by dividing the Dalitz
plot into two halves. By fitting the two halves separately,
they concluded that the effects of subenergy dependence
were small.

The basis functions can be expressed by

X„=[C„IC„Bi(pr )R ']D(qr ), (3.2)

where the quantity in brackets describes production of the
(a,P) isobar and spectator particle y from the mN initial
state. C„ is an isospin coefficient, IC„ is a kinematic"y "y
factor describing all angular dependence, Bi (pr) is af 3

barrier-penetration factor, and R is a normalization in-
tegral. The subscript l~ denotes the orbital angular
momentum between the isobar and spectator, while p& is
the c.m. momentum of the isobar. D(q&) is a quasi-two-
body amplitude that describes the propagation and decay
of the isobar, where qr is the relative momentum of the
(a,P}pair.

The isospin coefficients are given by

C„=C(1,, ,I;i~, i—~,i )C(I2,I3. ..i2, i3,i„)C(I„Ii,I)i„,i i, i )a i, (3.3a)

C„=C(1, , ,I;i,—i~,i )C(I i,I3,I„i„i3,i„')C(I„,I2,I,i„,i 2,i )a2, (3.3b)

Clt C( & 2 & ~ 1r~ x~ )C( 1~ 2~Ir~i 1~F2~ r) ( r~ 3~ & r~i3~i ) 3 (3.3c)

where C(ji,j2,J;mi, mz, M) is a Clebsch-Gordan coefficient and the ar are normalization coefficients. For the charge
channels with like-charge final-state pions, ai ——a2 ——1/v 2 and a3 ——1. For the charge channels with unlike-charge
final-state pions, a i

——a2 ——1 and a3 ——W2. In the Clebsch-Gordan coefficients above, I and i are the total isospin and its
z projection, I„andi, are the isospin and projection of the isobar, Ir and i& are the isospin and projection of final-state
particle y, and i and i& are the isospin projections for the initial pion and nucleon.

The kinematic factor is given by

E„=C(, , i;,J;—p;,0,p;)[(2l;+1)/(4~)]'~ [4m/(21„+1)]'~

Xg[C( , , ipjSppf&m&pf+—m)C(Self&J&pf+lilppp pf mppf)YJ ~(pr) I p p ~)(py)] (3.4)

where

7=total angular momentum,

l; =orbital angular momentum between the initial pion and target,

II =orbital angular momentum between the isobar and spectator,

l, =orbital angular momentum of the isobar decay products,

S=total spin of isobar and spectator,

p; =spin projection of the initial nucleon,

pf ——spin projection of the final nucleon.

Our barrier-penetration factors are presented in Table
II. We used the Blatt-Weisskopf form' suggested by the
Berkeley-SLAC group. ' A general argument for this
form has been given by von Hippel and Quigg. ' We as-
sumed for all isobars an interaction radius, R=0.25 fm,
which was found to be a reasonable choice by the Saclay
group and by Longacre. %'e checked this assumption

by refitting data at 1700 and 1870 MeV with R=0.5 fm
and with R=1.0 fm. (At lower energies, the isobar mo-
menta are sufficiently small that effects of a nonzero
range are expected to be negligible. ) Solutions were gen-
erated at these energies starting from the final solutions
previously obtained with R=0.25 fm. When R was in-
creased to 0.5 fm, X decreased by 3 at 1700 MeV and by
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34 at 1870 MeV. However, when R was increased to 1

fm, X increased by about 200 at both energies. Thus, we
conclude that the data require a small interaction radius
in our energy range. From a quadratic fit of X versus R
at 1700 and 1870 MeV, we estimate the optimum value of
R to be about 0.4 fm. Our choice of 0.25 fm is justified,
however, by the small change in our solutions when R
was increased to 0.5 fm.

Our decay amplitudes are described through use of the
Watson final-state interaction theorem, '

D(qr)=(W&/qr '
)T~ (3.5)

Here, 8'& is the subenergy of the (a,P) pair and

where 5l„is the complex elastic phase shift describing the
appropriate two-body scattering. TI was parametrized by

a product E-matrix resonance form, which has been dis-
cussed in detail elsewhere.

The normalization integrals R were so chosen that the
contribution of each partial wave to the reaction cross sec-
tion of a given charge channel is given by

o„=mk~(J+—, )
~
A„~ C„ (3.6)

The required integrals are

TABLE II. Blatt-Weisskopf barrier-penetration factors
81 (p~). x =p~R, where R =0.25 fm is the interaction radius.

&I (Py)f
1

x/(1+x )'
x'/(9+»'+x')' '
x 3/(225+ 45x 2+ 6x 4+x 6)1/2

x /(11 025+ 1575x2+ 135x4+ 1Ox 6+x 8)1/2

IV. FITTING PROCEDURE

A maximum-likelihood procedure was chosen to fit the
data. Such a procedure is the optimum method of ex-
ploiting correlations that exist in data with limited statis-
tics. We minimized 7 = —21nL, where L is the product
of charge-channel likelihoods for measuring N events
with differential cross sections o; (i =1, . . . , N) and reac-
tion cross sections o.. g is minimized with respect to the
A„ in Eq. (3.1). The contribution to 7 from a single"y
charge channel is given by

X =2N(incr+or /cr) 2+—1no; (4.1)

A. Partial-wave constraints

Since elastic phase-shift analyses (EPSA) determine
upper bounds for the inelastic partial-wave cross sections,
we allowed for inclusion of a X -like term in Eq. (4.1) to
constrain the fitted inelastic partial-wave cross sections.
This term can be written as

with N the number of fitted events, oT the theoretical
cross section predicted from Eq. (3.1), and 0; the differen-
tial cross section at the ith data point given by
o.; = ~

T(co; )
~

. The symbol co; denotes the four kinematic
variables necessary for describing the ith event, which we
chose to be W~, W2, cos8, and cosP, as defined in Fig. 1.
In most cases, o. was taken to be the experimental reaction
cross section. However, for m+p~.m+n+n above 1700
MeV, o. was taken to be o.T because the reaction cross sec-
tion was poorly determined from experiment. The experi-
mental reaction cross sections o.„required at each energy
were obtained by fitting actual measurements " using
the method of least squares. For each charge channel, the
cross section was parametrized by a sum of resonance
terms similar to those used by VerWest and Amdt in their
parametrizations of NN single-pion production cross sec-
tions.

where Q is the incident pion momentum. Since the basis
functions for waves of the same J are not strictly orthog-
onal except in the zero-width limit, the total reaction
cross sections also involve interference terms which can-
not be ignored. Past analyses have customarily evaluated
these terms numerically by generating several thousand
Monte Carlo events in the four-dimensional phase space.
It has been shown that these interference terms can be
simply expressed in terms of overlap functions that only
require integrations over two subenergy variables. For
the present analysis, these overlap functions were calculat-
ed efficiently and accurately using Simpson's rule and
stored for later use. The interference terms determined
from this procedure were also compared with Monte Car-
lo calculations as a program check.

FIG. 1. The coordinate system for mN —+~mN. The momen-
tum of the initial nucleon defines the + z axis and the momen-
tum p3 of the final-state nucleon defines the x-z plane. p1 and

p 2 are the momenta of the final-state pions and

&=(p&Xp&)/~ p&Xp2~.
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X Eps+= g j [OT('1;,2I,2J) o—„('1;,2I,2J)]/her„(1;,2I, 2J) j 8(o r (1, ,2I,2J) o—„(1;,2I,2J) ) (4.2)

where crT(l;, 2I,ZJ) are the fitted inelastic partial wa-ve

cross sections, a„(l;,2I,2J) are the experimental values
determined from EPSA with errors b,o„(l;,2I,2J), and 8
is a step function to ensure that amplitudes were con-
strained only when the unitary bounds determined from
EPSA were exceeded. In several cases, EPSA are some-
what inconsistent in their determinations of the inelastic
partial-wave cross sections ' and, for most energies, we
had sufficient data for our fits to satisfy unitarity bounds
without need of constraints. Thus, after initially fitting
the entire data set, we abandoned these constraints.

B. Search algorithm

ajk=2N[or jklcr (cr—T/crk)/o ]

2$—[cr; Jklcr; —(o;jo; k)/o'; ],2

where

a„=aa,/aP, ,

aTjk ~ aT/~~j ~Pk

cr( J =dcrcldPJ

cr; jk cj cr; IdP——jdPk,

0'k =c)cr/c)Pk

For large numbers of events,

(4.8)

(4.9a)

(4.9b)

(4.9c)

(4.9d)

(4.9e)

The minimization algorithm we used is a standard one
in which X is first expanded to second order in the pa-
rameter increments

g(a, jk/a )=N(aT,;k/aT»

from which we obtain the approximate second-derivative
matrix

X =X02+p b,P + ,' b,P a b,P .— (4.3)
a&k=2N(1/o1/crT)cr. r—jk 2N(oT j—crk)/o

a= g Akvkvk,T

k
(4 4)

T
Vj Vk =5jk (4.5)

Here, A,k is the eigenvalue associated with eigenvector vk.

avk =~kvk

When o.' is nonsingular, one has

k VkVk
—1 —1 T

k

(4.6)

(4.7)

When n is singular, one or more eigenvalues are zero.
This condition arises if there are redundant parameters.
In that case, we merely inverted the nonsingular part of a.
That is, only those terms with A,k &0 could contribute to
the sum in Eq. (4.7) and hence to the step towards X
This procedure also ensures that a is a positive-definite
matrix.

Rather than calculate o. exactly, which is very time con-
suming, we instead developed an approximation for a.
The contribution to the exact second-derivative matrix
from a single charge channel is given by

We use a vector notation in which P is the transpose of
p. The quantity EPk is the change in the kth parameter.
pk = —c)X /c)Pk is the kth component of the gradient and
ajk=c) X IdP&"dPk is the second-derivative matrix. The
change in parameters that minimizes the approximate g
is AP;„=—a 'P. Parameters are iterated until conver-
gence (P~O). Parameter errors are obtained from the di-
agonal elements of the variance-co variance matrix,
E=2a

We used a procedure suggested by the Berkeley-SLAC
group for inverting a. The second-derivative matrix is
first expanded in terms of its orthonormal eigenvectors:

+2+«i, jack )/crc' ~ (4.10)

V. ANALYSIS PROCEDURE

We limited our analysis to those partial waves with
J & —', , 1; &4, and lf &4. Studies of elastic mN scattering
indicate that higher partial waves have negligible inelasti-
city below 1600 MeV, where the only important inelastic
channels are mN —+gN and mN —+~~N. Other inelastic re-
actions become important above 1600 MeV as shown in
Fig. 2, which displays the total mN inelastic isospin cross
sections deduced from elastic partial-wave analyses
and their single-pion-production components deduced
from the least-squares fits discussed earlier. Inelasticity
in higher partial waves above 1600 MeV is thought to be
strongly associated with the opening of these other inelas-
tic channels.

For the quasi-two-body channels ~h, pN, eN, and
mN" (P&~), the above criteria for choosing partial waves
result in a total of 92 amplitudes which are listed in Table
III. The amplitudes are denoted by the standard conven-
tion (1;,lf,2I,2J) followed by the isobar and spectator.
pN amplitudes carry a subscript 1 or 3 to denote the total
spin (—,

' or —,
'

) of the p and final-state nucleon.
The large number of parameters and the relatively

small amount of data available at any given energy prohi-
bit a meaningful simultaneous fit of all 92 amplitudes.
Since waves with high orbital angular momenta are
suppressed at lower energies, they can usually be neglect-
ed. Because of this simplification, we started our analysis
at the lower energies and worked upward. mN —+m.N am-
plitudes were not searched in the initial low-energy fits
since ~N* channels are effectively closed below about
1500 MeV.
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FIG. 2. (a) The total mN inelastic cross section for I =
2 and

the component from single-pion production. The bump in the
total cross section near 1500 MeV is from the S»(1535) reso-
nance contribution to m p ~gn. {b) The total mN inelastic cross
section for I=

2 and the component from single-pion produc-

tion.

A. Preliminary analysis

We began by searching for solutions at 1440 MeV
where over SOOO events were available. Only amplitudes
for the P&i, D», and D33 partial waves were searched
since EPSA predict other partial waves at this energy to
have inelastic partial-wave cross sections under 1 mb.
From the five possible I= —,

'
amplitudes, we retained only

DS33(m.b,). Three of the neglected I = —,
'

amplitudes have

lf ——2 and should therefore be small. The other neglected
amplitude is DS33(p3X), which we expect to be small
compared to DS33(mh) at this energy. This left 11 ampli-
tudes to be determined. Unitarity requires that the inelas-
tic D» and D33 amplitudes be nearly real just above
threshold since the elastic DI3 and D33 amplitudes are
nearly real in this energy range. We therefore restricted
the inelastic D» and D33 amplitudes to be real. Thus,
only 15 parameters remained to be searched. Initial
values of the free parameters were randomly generated
within the unitary circle. With these kinds of assump-
tions, solutions were generated from about 75 random
starts. Although several different solutions were obtained,

for the best solution was 202 smaller than g for the
second best. Consequently, we interpreted our best solu-
tion to be the unique "correct" solution, which made it
possible to extend our analysis to higher and lower ener-
gies by requiring continuous variation in energy of the
well-determined parameters.

With a unique solution with which to join at 1440
MeV, we began a systematic search for the important am-
plitudes. The importance of each amplitude was judged
by two factors: (1) its size as measured by its modulus

i
A

i
and (2) how well it was determined as measured by

its fractional error b,
i

A
i
/

i
A

~

. Specifically, we were

TABLE III. The 92 amplitudes for quasi-two-body channels mh, pN, eN, and mN*{P») with J& 2,
I;&4, and If &4.

SD 11(mh)
PP 11(mh)
DS 13(mh)
DD 13(~h)
PP 13(~h)
PF 13(mh)
DD 15(mh)
DG 15(mh)
FP 15(nb, )

FF 15(mh)
GD 17{+6)
GG 17(mh)
FF17(~h)
SS 11(mN*)
PP 11(wN*)
DD 13(mN*)
PP 13(m.N*)
DD 15{mN*)
FF15(m.N )

GG 17(mN*)
FF17(g.N*)
SP 11(eN)
PS 11(eN)

SD 31(mh)
PP 31(m.h)
as 33{+5)
DD 33(mA)
PP 33(m.A)
PF 33(m.h)
DD 35(m.h)
aG35(~h)
FP 35(mh)
FF35(m.h)
GD 37(n.h )

GG 37(~A)
FF37(m'4 )

SS31(mN*)
PP 31(mN*)
DD 33(m'N* )
PP 33(&N* )
DD 35(m N*)
FF35(77N*)
GG 37(~N*)
FF37(m'N*)
DP 13(EN)
PD 13(6N)

sa11(p N)

DS 13(p3N)
DD 13(p3N)
PP 13(p3N)
PF 13(p3N)
DD 15(p3N)
aG15(p N}
FP 15(p3N)
FE15(p3N)
Ga17(p,N)
GG 17(p3N)
FF17(p,N)
SS 11(piN)
PP 11(piN)
Da 13(piN)
PP 13(piN)
DD 15(piN)
FF 15(piN)
GG 17(piN)
FF17(piN)
DF 15(FN)
FD 15(eN)

SD 31(p3N)
PP 31(p3N)
DS 33(p3N)
DD 33(p3N)
PP33(p,N)
PF 33(p3N)
aa 35(p3N)
DG 35(p3N)
FP3S(p,N)
FF35(p3N)
GD 37(p3N)
GG 37(p3N)
FF37(p3N)
SS31(piN)
PP 31{plN)
DD 33(piN}
PP 33(piN)
DD 35(piN)
FF3S(p,N)
GG 37(piN)
EE37(piN)
GF 17(eN)
FG 17(eN)



910 MANLEY, ARNDT, GORADIA, AND TEPLITZ 30

sensitive to amplitudes which satisfied the conditions
iA I

&0.08 (J+ —,') ' ' and iA i/b. iA j &3. For each
amplitude we calculated an "importance parameter" given
by

Those amplitudes with M & 1 were small and unnecessary
for a good fit whereas those with M&10 were quite im-
portant. We then refitted the data at 1440 MeV including
all 23 amplitudes for nb„eN, and pN with 1; & 3,
lf(mb, ) &2, lf(eN) &2, and lf(pN)=0. The overall phase
was determined by requiring DS33 (m.h) to be real. For
those amplitudes that had M & 10 in the original solution,
initial values were generated randomly within a domain of
two standard deviations of their earlier fitted values. Ini-
tial values for less important amplitudes were generated
completely randomly within the unitary circle. This pro-
cedure for generating solutions was repeated on the order
of 10 times at each energy, occasionally, with slightly dif-
ferent distinctions between the important and less impor-
tant amplitudes.

After obtaining a 23-wave solution at 1440 MeV, we
selected amplitudes with M ~ 10 to generate, as discussed
above, initial values at 1460 MeV. This procedure for
generating initial values was repeated to obtain solutions
at higher energies. At 1600 MeV, we introduced ampli-
tudes for the mN'(P») channel and extended our search
to include a total of 47 amplitudes satisfying l; &4,
lf(~h) &3, lf(eN) &3, lf(pN) &1, and l&(~N*) &1. No
FI& or G37 waves were searched since EPSA predict negli-
gible inelasticity in these waves below about 1750
MeV. ' At 1620 MeV, only m+p events were fitted
since there were too few a p events to determine the
I= —,

'
amplitudes.

At 1700 MeV, we extended our search to include a total
of 76 amplitudes satisfying I;(4, l~(orb, )(4, lf(eN) &4,
l&(pN) & 3, and If(AN") &3. Again, no F~q or G3& waves
were searched. At this point in our analysis, the majority
of waves searched were small rather than large. To de-
crease the influence of "noise" waves, we generated three
slightly different solutions with the total number of waves
in each restricted never to exceed 50. For each solution,
we searched the set of waves determined to be important
at the adjacent lower energy and a different subset of less
important waves. This procedure of generating three
solutions at each energy was continued for higher ener-
gies. At 1725 MeV, we searched all waves with l; & 4 and
If &4 except for F~z waves, which were added at 1755
MeV, and G3& waves, which were added at 1870 MeV.
Unfortunately, above 1725 MeV, the number of events
available for our analysis became insufficient to reliably
determine completely unique solutions. Below this ener-
gy, our requirement of energy continuity for the major
amplitudes produced a single continuous solution from
the lower energies. Above 1725 MeV, the solution split
into two chains, mainly because of lack of data in the
m+p~m. +~+n channel. We selected the chain which pro-
duced the lowest 7 at 1870 MeV, where over half the
data are m+p events (mostly vr+p~vr m+p). In the reject-
ed chain, the F33 cross section is negligible at high ener-
gies as in the Berkeley-SLAC solution. ' Waves with

J& —', were essentially the same for both chains.
Our procedure for generating solutions above 1440

MeV was also used to extend the analysis to lower ener-
gies. The process was simplified because of the suppres-
sion of waves with high orbital angular momenta. By
1400 MeV, f waves were no longer important so our
search included only the 20 waves with I; (2, lf(n.b, ) &2,
lf(eN) &2, and lf(pN)=0. At 1340 and 1375 MeV, we
searched only the 13 waves with I; & 2, lf(m. b, ) & 1,
lg(eN) &1, and lf(pN)=0.

B. Final analysis

After completing the above preliminary analysis, we
reanalyzed the data using a reduced set of waves discussed
below. Since some waves were found to be rather large
when first searched, it was necessary to repeat the analysis
with their inclusion at lower energies. We began
reanalysis at 1790 MeV with a reduced set of waves and
worked upward generating solutions as before. We also
generated solutions working downward in energy, remov-
ing waves as they became unimportant to the fit (i.e.,
when M & 1).

The following procedure was used to select the reduced
set of waves. For each wave in Table III, we first tabulat-
ed the fitted amplitudes and their associated importance
parameters at each energy. We retained every amplitude
which had M & 10 at four or more energies. The follow-
ing 26 waves met this requirement: PP11(orb, ), DS13(mb, ),
DD13(mh), DD15(~b, ), FP15(nb, ), SD31(mh), DS 33(mh),
PP33(mh), FF 35(mb, ), FF37(~b, ), SP11(eN), PS11(eN),
DP1 3(eN ), FD15(eN ), DS13(p3N ), DD 15(p3N ),
FP 15(p3N), GD 17(p3N), DS 33(p3N), FP35(p3N),
SS11(p,N), PP13(piN), SS31(p,N), SS11(mN'),
SS31(AN'), and PP33(mN*). All 13 waves with lf =4
and the 8 additional ~N* waves with lf & 2 were found to
be unimportant and were eliminated. We also eliminated
the following 17 waves which behaved discontinuously
and were small (M(5) over the entire energy range:
PF13(~b ), FF17(n 5), PF33(~b, ), GD37(orb, ),
PP1 1(p3N), PF13(p3N), FF17(p3N), DD33(p3N),
PF33(p3N), FF35(p3N), GD37(p3N), FF15(p~N),
FF17(piN), DD33(piN)) DD35(piN), FF35(piN), and
FF37(pIN). The 28 waves that remained were either
moderately or negligibly small (5 &M & 10) over the entire
energy range.

After solutions had been generated at all energies with
the reduced set of waves, we again applied our criteria for
keeping or eliminating waves. We kept five waves:
SD11(nb, ), SD 11(p3N), SD31(p3N), PP11(p&N), and
PP31(mN ) and eliminated 18: PP13(mh), GD17(mh),
PP31(mb, ), DD35(mh), PD13(eN), DF15(eN),
GF 17(eN ), PP 13(p3N ), DD13(p3N ), PP 31(p3N ),
PP 33(p3N), DD35(p3N), FF37(p3N), DD 13(p&N),
PP31(pIN), PP33(p&N), PP11(vrN*), and PP13(mN').
Our final set of 36 waves is summarized in Table IV. For
the final stage of the reanalysis, we generated solutions at
each energy using the final set of 36 waves and our stan-
dard procedure discussed above. We decided not to in-
clude any mX* channels in our final analysis except the
~N*(P» ), since other mN* channels were found to be rel-
atively unimportant, as discussed below.
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TABLE IV. Final set of 36 amplitudes included in the
analysis. The energy {in MeV} at which each amplitude was
first included is also given.

SP 11(eN}
SS 11(plN)
SD 11(p3N)
SD 11(mh)
SS11(mX*)
PS ii(~N}
PP 11(pl%}
PP 11(mh)
PP 13(p)X)
DP 13{eN)
DS 13(p3X}
DS 13{m.h}
DD 13(mh)
DD 15(plN)
DD is(p, N)
DD 15(m.h)
FD 15(eN)
FP15(p,N)
FF 15(p,X)
FP 15(m.h)
FF 15(~h)
GD 17(p3N)

1480
1400
1565
1565
1595
1340
1680
1340
1640
1340
1340
1340
1400
1595
1595
1400
1480
1480
1640
1480
1640
1680

SS31(plN)
SD31(p N}
SD 31(mh)
SS31(mN*)
PP 31(m.N*)
PP 33(mh }
PP 33(m.N*)
DS 33(p3N }
DS 33(mh }
DD 33(m.A)
FP 35{p3%)
FP 35(~h)
FF35(eh)
FF37(~h)

1400
1565
1460
1640
1660
1460
1480
1400
1340
1400
1565
1565
1595
1565

TABLE V. The 22 amplitudes for quasi-two-body channels
~N (S»), mN*(D»), and ~N {F») with J(—,, l;(4, and

ly (1.
SP 11(~S),)
PS 11(~S)))
DP 13{mSl l )
SP 11(mDl3 )
PS 13{m.Dl3)
DP13(~D» }
DP 15(~D(3 }
PP 13(mF&s )

DS 15(mFi5 )

FP 15(mFl5 )

FP 17(7TFl5 )

SP 31(mS 1 l )

PS 31(+STi )

DP33(~S»)
SP 31{mDl3)
PS 33{mD)3 )

DP33{mDl3)
DP 35(mD l3 )

PP 33(+Fig )

DS 35(nFlg )

FP 35(~F»)
FP 37{mFI5 )

C. Omitted decay channels

It has been suggested that several mN* channels may
contribute to single-pion production below 2000
MeV. ' ' Our analysis is the first to investigate, within
an isobar model, the importance of m.N" channels other
than mN*(Pii). We chose to study the channels
AN'(Sii), mN"(D&3), and mN'(F») because of the rela-
tively low masses of their N"'s and because of their large
elastic branching fractions. Each new channel was stud-
ied separately by generating solutions at 1700 MeV and
working higher in energy. The ~N* amplitudes with
iI &1 were fitted simultaneously with the final reduced
set of waves discussed above. Table V summarizes the
new nN* amplitudes investigated for each channel.

Of the 22 new mN* amplitudes fitted, 12 were found to
be negligible over the entire energy range: PS31(mS»),

DP33(irSii), PS13(mD i3), DP13(mD i3), PS33(mD i3),
DP 33(mDi3), DP 35(irD i3 ), DS15(irFi5 ), FP 17(irFiq ),
PP33(irFi5), DS35(mFi5), and FP35(irFi5). We found
the D i 5

(1675) resonance to couple significantly to
DP15(nDi3) with (xx')' =—0.15, where x is the elastic
branching fraction and x' is the appropriate inelastic
branching fraction. The sign of the coupling is expressed
according to the "baryon-first" phase convention dis-
cussed in the following section. We also found the
F37(1950) resonance to couple significantly to
FP37(mF») with (xx')'~ =+ 0.20. It is difficult to
judge the importance of the irSii amplitudes since they
generally tended to be highly correlated with other ampli-
tudes, notably those for the eN channel.

VI. DISCUSSION OF RESULTS

In the first part of this section, we discuss the features
of our analysis that are independent of the overall phase
of the solutions at each energy. In the second part, we
present our first attempts at resolving the overall phase
ambiguity by comparing phases of resonant elastic and in-
elastic amplitudes and performing a constrained
"minimum-path" analysis.

A. Partial-wave cross sections

In Fig. 3, we display our results for the inelastic
partial-wave cross sections determined at each energy
from our preferred solutions and, for comparison, the re-
sults of two fairly recent analyses of AN elastic scatter-
ing. Numerical values for our results are presented in
Table VI. The contributions of individual waves to the
inelastic partial-wave cross sections are shown in Fig. 4.
The following discussion summarizes the principal
features of each partial wave. Masses of established reso-
nances are those assigned by the Particle Data Group.

S». The S»(1535) is observed decaying into the pN
and eN channels. About 80% of the expected inelasticity
is unobserved because of the dominant gN decay mode.
We account for virtually aB of the inelasticity associated
with decay of the S»(1650) with mb, and pN its major de-
cay channels. We possibly observe a higher-mass S~& de-
caying into eN, pN, and m'N*(Pii ).

Pi i. We observe the Pi i(1440) to have large m.b, and
eN decays that account for practically all of its inelastici-
ty. We account for about a third of the expected inelasti-
city for the P„(1710)with mh its major mmN decay chan-
nel. Most of its unobserved inelasticity may be accounted
for by its decays into gN, EA, and KX. It may also
have a significant decay into coN. Our analysis also sug-
gests a possible Pj &

near 1900 MeV with ~h and pN the
dominant m~N channels.

Pi3 We see no clear evidence for the Pi3 ( 1 540) or
Pi3(1710). Instead, the observed inelasticity seems to be
mainly associated with the pN decay of a resonance near
1850 MeV. We suggest that mN may be the major inelas-
tic decay channel for the unobserved Pi3(1710).

a~3. Our analysis accounts for virtually all of the a~3
inelasticity. The Di3(1520) is clearly observed decaying
into mA and pN with the latter decay mode dominant.
We observe the D,3(1700) less clearly decaying into m.h,
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8'
(Mev)

TABLE VI. Inelastic partial-wave cross sections (in mb) determined from this analysis.

1340
1375
1400
1440
1460
1480
1500
1520
1540
1565
1595
1620
1640
1660
1680
1700
1725
1755
1790
1830
1870
1910

0.07+0.02
0.23+0.05
0.43+0.08
0.50+0.08
0.34+0.06
0.59~0.11
0.40+0.09
0.52+0.15
0.95+0.17

1.30+0.14
3.03+0.23
2.48 +0.19
2.67+0.18
2.80+0.19
2.52+0.19
1.14+0.17
1.44+0.17
2.18+0.17
2.17+0.17

2.60+0.08
5.31+0.11
5.93+0.19
5.82+0.24
4.63+0.35
5.24+0.20
4.96+0.21
5.34+0.22
5.86+0.27
5.21 +0.48
4.43+0.46

2.93+0.31
2.45+0.27
1.23+0.16
1.08+0.14
0.83+0.15
1.36+0.17
1.40+0.25
1.63+0.18
1.29+0.14
1.58+0.16

0.10+0.04
0.09+0.04
0.08+0.03
0.11+0.04
0.04+0.03
0.84+0.12
1.69+0.24
0.91+0.15
1.44+0.14
2.09+0.17

W
(MeV)

1340
1375
1400
1440
1460
1480
1500
1520
1540
1565
1595
1620
1640
1660
1680
1700
1725
1755
1790
1830
1870
1910

0.35+0.07
0.88+0.08
2.35+0.12
5.78+0.20
7.46+0.32
8.98+0.19

10.92+0.22
10.58+0.27
9.94+0.27
7.41+0.50
6.S4+0.44

2.37+0.20
2.00+0.19
1.43+0.16
2.52+0.27
1.95+0.24
1.36+0.20
2.93+0.38
2.46+0.26
2.27+0.24
2.38+0.25

Dls

0.32+0.08
0.19+0.08
0.75+0.19
0.58+0.10
0.67+0.12
0.91+0.15
1.14+0.14
2.40+0.32
2.63+0.31

8.94+0.31
8.73+0.31
8.63+0.28
6.70+0.26
5.15+0.25
3.20+0.24
1.84+0.25
1.68+0.18
0.73~0.12
0.87+0.12

FIs

0.28+0.06
0.28+0.06
0.72+0.10
0.80+0.11
2.17+0.27
4.41+0.35

7.S8+0.31
8.06+0.34
9.83+0.33

10.36+0.34
10.34+0.35
9.57+0.36
5.11+0.39
4.11+0.30
4.92+0.26
4.93+0.23

0.29+0.07
0.35+0.07
0.32+0.08
0.01+0.01
0.46+0.13
0.45+0.10
1.19+0.15
0.90+0.12

pX, and eX. The eX channel may also be associated with
the decay of a higher mass 8I3.

D». Our analysis accounts for almost all of the D»
inelasticity. The dominant inelastic decay mode of the
D~5(1675) resonance is clearly ~b, . However, our study of
mX* decay channels indicates that it also has a significant
wN*(D») decay. Inelasticity above the D~5(1675) reso-
nance is mainly associated with the pX channel.

FI5. All of the FIq inelasticity is accounted for by our

analysis. The Fq5(1680) is clearly observed decaying into
the mh, pX, and eX channels. &e also observe an F~5
near 1850 MeV with large pX and eX decay modes.

F&7. We see no evidence for ~~X inelasticity in this
wave.

6~7. About a fourth of the 6 ~7 inelasticity is account-
ed for by our analysis with pX the only significant ~m.X
decay channel.

S3I Our analysis accounts for a11 of the expected S3I
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8'
(MeV)

1340
1375
1400
1440
1460
1480
1500
1520
1540
1565
1595
1620
1640
1660
1680
1700
1725
1755
1790
1830
1870
1910

S

0.03+0.02
0.07+0.03
0.17+0.06
0.25 +0.05
0.42 +0.05
0.69+0.08
1.46+0.1 1

1.99+0.14
2.64+0.17
4.25 +0.24
3.57+0.13
3.09+0.16
3.32+0.15
2.43+0.12
1.73+0.1 1

1.97+0.1 8
1.8 1 +0.14
1.95+0.20
2.39+0.13
2.28 +0.15

TABLE VI. ( Continued).

0.03+0,02
0.09+0.03
0.03+0.02
0.10+0.03
0.21 +0.07
0.74+0.1 1

1.01+0.16
1.12+0.1 1

1.52+0.14

0.13+0.07
0.29+0.06
0.42 +0.06
1.28+0.14
1.18+0.13
2.07+0.17
2.98+0.2 1

3.33+0.25
3.56+0.16
3.96+0.2 1

3.55+0.18
3.41 +0.18
2.46+0.17
1.95+0.22
1.69+0.16
1 .93+0.20
1.84+0.14
1.85 +0.1 5

8
(MeV)

1340
1375
1400
1440
1460
1480
1500
1520
1540
1565
1595
1620
1640
1660
1680
1700
1725
1755
1790
1830
1870
1910

D

0.01+0.02
0.62+0.09
0.83+0.08
1.36+0.08
1.47 +0.14
1.78 +O. 10
2.16+0.09
1.91+0.jL4

2.60+0.14
3.1 1+0.18
3.89+0.22
2.95+0.27
3.75+0.16
3.92+0.19
3.41+0.16
3.37+0.16
3.58+0.15
3.27+0.2 1

2.87+0.17
2.72+0.20
0.84+0.08
0.84+0.08

F35

0.1 1 +0.03
0.25 +0.06
0.3 1 +0.07
0.36+0.05
0.30+0.05
0.55+0.07
0.64+0.07
1.12+0.09
1.46+0.16
2.53+0.19
3.06+O.23
4.92+0.14
4.80+0.14

F

0.09+0.04
0.3 1 +0.06
0.46+0.09
0.33+0.05
0.30+0.05
0.34+0.06
0.57+0.07
0.64+0.07
0.88+0.12
1.36+0.13
2.16+0.19
3.10+0.1 3
2.8 1 +0.14

inelasticity. The S»(1620) is clearly observed decaying
into the mA and pN channels. In disagreement with ex-
pectations from EPSA, we find large inelasticity (=2 mb)
above the energy range of the S3~(1620). This inelasticity
is mainly associated with the ~N*(P~~) channel and is
probably due to decay of the S3~(1900) resonance.

P3 &
. Our analysis accounts for virtually all of the P3 $

inelasticity with mN (P~~) the dominant decay channel.
We see no clear evidence for the P3f(1550).

P33 We account for all of the expected F33 inelasticity
and probably observe resonances at 1600 and 1900 MeV.
We find the dominant vrmN decay mode of the 1600 MeV
resonance to be nb, with, however, a significant m'N'(P~~ )
decay.

D33 Our analysis accounts for all of the expected D33
inelasticity with mA and pX the dominant decay channels.
Above 1700 MeV, our analysis finds about 1 mb more
inelasticity than expected from EPSA.
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FIG. 4. The contributions of individual amplitudes to the inelastic partial-wave cross sections. The curves were obtained from
energy-dependent fits of the amplitudes.
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FIG. 4. (Continued. )

D35. We find no evidence for 7r7rX inelasticity in this
wave although EPSA predict a cross section of about 3
mb. In particular, the amplitudes DP35(7rD ~3 ) and
DS35(7rF»), which the Berkeley-SLAC collaboration had
suggested as possibly being important, ' were searched and
found to be negligible. We suggest that the D35(1930) de-
cays dominantly to 7r7r7rX via the waves DS35(ph) and/or
DP35(E/3. ).

F35 Our analysis accounts for most of the F35 inelasti-
city with pN the dominant decay channel. In agreement
with previous inelastic analyses, we find the f-wave 7rb,

decay amplitude to be larger than the p-wave amplitude.
F37. Our analysis accounts for about a third of the F37

inelasticity with mh the dominant mmX decay channel of

the F37(1950) resonance. Our study of mX* decay chan-
nels indicates that this resonance also has a significant
7''(F» ) decay. Most of the unobserved inelasticity may
be due to decay of the F37(1950) into 7r7r7rN via the wave
FP37(p/3, ).

637 We see no evidence of ~+X inelasticity in this

B. Reaction cross sections

Our fitted reaction cross sections are presented in Table
VII and Fig. 5. Figure 5 also compares our fitted values
with the experimental measurements " by means of a
curve fitted to link the results of our energy-independent
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FIG. 5. Reaction cross sections for (a) m p~m. m n, (b) m p~m+~ n, (c) m p~m ~ p, (d) m+p~m. ~+p, and (e) ~+p~~+m+n.
Results of our energy-independent analysis are presented in the upper parts with experimental values in the lower parts. The reaction
m p~~ m n was predicted at all energies by fitting data for the other four charge channels. The curves were obtained from energy-
dependent fits of our results for each charge channel.

fits. The reaction np~nnn. is predi.cte.d at all energies
and agrees very well with the rather poorly determined ex-
perimental measurements. At some energies (see Table I),
where data were unavailable, we also predicted cross sec-
tions for the reactions m+p~m. n+p and m+p~m+n+n. . .
Our fitted cross sections are generally in excellent agree-
ment with the measured ones except for m+p~m+~+n. .

above 1700 MeV where our cross sections are about 1 mb
smaller than the measured ones. Nevertheless, in view of

the large experimental errors, our results are not too in-
consistent with these measurements.

C. Determination of overa11 phase

As with any analysis of this sort, the overall phase of
the amplitudes at each energy must be determined by per-
forming a multichannel IC-matrix analysis, by assuming a
specific energy dependence (e.g. , Breit Wigner) for one or
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0.0
l.3 l.4 l. 5 l.6 l.9 2.0

D,3(1520), D,5(1675), and F37(1950) resonances. For an
initial determination of the overall phase at each energy,
we assumed the phase of DS 13(p3N) to be the same as the
elastic D~3 amplitude in the energy range 1320 to 1580
MeV, we assumed the phase of DD15(m.h) to be the same
as the elastic D&5 amplitude in the energy range 1580 to
1740 MeV, and we assumed the phase of FF37(nb ) to be
the same as the elastic I'37 amplitude in the energy range
1740 to 1930 MeV. The phases that result from this pro-
cedure are reasonably continuous over the boundaries at
1580 and 1740 MeV. Near threshold, the inelastic D&3
phases are nearly real as required by unitarity. The
overall phase above 1740 MeV could have been deter-
mined using the F35 partial wave which has an observed
resonance at 1905 MeV. Quark models, however, predict
two F35 resonances above 1900 MeV (Ref. 6) and, there-
fore, the assumption of a single resonance is probably in-
valid. This problem does not arise for the F37 wave since
the observed I'37 resonance is the only one predicted to lie
in this energy range. Further support for our choice is
given by the GD17(p3N) wave which we find to be nearly
real, as expected for the just opening 6~7 channel.

After obtaining initial estimates for the overall phase at
each energy, we performed a constrained minimum-path
analysis by minimizing the quantity

TABLE VII. Reaction cross sections (in mb) determined
from this analysis.

(MeV)

1340
1375
1400
1440
1460
1480
1500
1520
1540
1565
1595
1620
1640
1660
1680
1700
1725
1755
1790
1830
1870
1910

0.59
1.18
1.45
1.71
1.53
2.10
2.29
2.47
2.64
2.69
2.96

3.17
3.21
2.79
3.04
2.53
2.54
1.68
1.30
1.80
2.05

1.27
2.77
3.87
5.09
5.49
5.74
5.96
6.10
6.39
6.92
8.17

10.47
10.86
10.68
10.16
9.12
8.04
7.21
7.20
7.74
7.76

'IT' 7T P

0.12
0.39
0.76
1.72
2.43
3.33
4.22
4.83
4.82
4.67
4.88

5.71
6.07
6.28
6.17
5.89
5.25
4.50
4.24
4.54
4.84

VT 7T P

0.01
0.52
0.70
1.20
1.48
1.99
2.57
3.32
4.54
6.33
8.57
9.55
9.81
9.76
9.47
8.91
8.34
8.24
9.54

10.67
11.39
10.95

0.00
0.10
0.16
0.25
0.29
0.35
0.44
0.56
0.72
1.04
1.51
1.77
1.77
1.84
1.79
1.55
1.31
1.49
1.48
2.17
2.84
3.16

more amplitudes, or by performing some kind of
"minimum-path" analysis. For the present analysis, we
have utilized a combination of the last two techniques. In
the vicinity of a single strong resonance and in the ab-
sence of a large background, the elastic and inelastic am-
plitudes should share a common phase (modulo m). We
assumed that these conditions were satisfied for the

„h——g ~
AA;J

~

/68'J.

+X(~J &J )'~~&J—' (6.1)
J

where
~

b,A; J ~

is the absolute square of the difference in
the ith partial-wave amplitude at the jth and (j+1)th en-
ergies, 6 WJ is the difference in the jth and (j+1)th ener-
gies, Pj is a constrained rotation phase determined from
comparison with resonant elastic waves, b,PJ is the as-
signed error (+0.3 radians) in PJ, and @J is the searched
rotation phase. We weighted

~
hA;J

~
by the errors in

the associated partial-wave amplitudes and only included
contributions from amplitudes with moduli greater than
0.05. Only about half of the phases searched were con-
strained by terms in the second sum.

E. Phase conventions

A, (standard) =A ~(present),

Az, (standard) =Az (present),

(6.2a)

(6.2b)

For convenience in comparing our results with those of
other analyses and with predictions of various theoretical
models, we adjusted our amplitudes to comply with the
now standard "baryon-first" phase convention. In this
convention, the baryon always appears before the meson
in all isospin Clebsch-Gordan coefficients (CGC's).
Furthermore, spin couplings in all angular momentum
CGC's are ordered such that orbital angular momentum
L comes before intrinsic spin S. Finally, the angles in the
YI 's are always measured with respect to the first parti-
cle in the corresponding isospin CGC's. The (present)
amplitudes which derive from the formalism presented in
Sec. III are related to those of the standard convention as
follows:
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2&, (standard) = —Az, (present ),
lr +I+ 1/2

A~(standard) =(—)
' A~(present),

A~(standard) =(—)
'

Ag (present) .

(6.2c)

(6.2d)

(6.2e)

The results of this analysis, including numerical values of
the partial-wave amplitudes, are available through an in-
teractive computing facility at VPIASU called "SAID"
for "scattering analyses interactive dial-in. " A recent
description of SAID can be found in Ref. 29.

F. Partial-wave amplitudes

In this paper, we shall refrain from a detailed resonance
analysis of our partial-wave amplitudes and instead only
comment upon the magnitudes of amplitudes at resonance
and their signs, when apparent. Argand diagrams are
plotted for each amplitude in Fig. 6 in accordance with

the baryon-first phase convention. The results of our
energy-independent fits for the real and imaginary parts
of each amplitude are also shown. The curves in Figs. 4
and 6 were obtained from energy-dependent fits to the
complex amplitudes. We caution the reader against tak-
ing the fitted curves too seriously at energies where the
energy-independent amplitudes were either noisy or un-
measured (e.g., between 1900 and 2000 MeV). In the dis-
cussion which follows, we shall discuss couplings to both
established and proposed resonances. We denote reso-
nances by their SU(6) )&O(3) classification (D,L )z, where
D is the dimensionality of the supermultiplet, 1. is the to-
tal orbital angular momentum, P is the parity, and X is
the number of quanta of excitation characterizing a given
band of multiplets. On occasion, we will suffix the reso-
nance assignment by (SU(3),SU(2)), where SU(3) and
SU(2) denote the SU(6) subgroup content of the state.

SLL(1535). This (70,1 )L resonance is observed cou-
pling so SP11(eN) and SSll(pic). Both amplitudes are
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small with the sign of SP11(eN) positive and the sign of
SS11(p~N) negative.

S»(1650). Couplings of this (70,1 )~ resonance are
somewhat uncertain because of its proximity to the
S~~(1535). We are fairly sure that the sign of SS11(p~N)
is negative and that the signs of SP 11{eN ) and
SS11(nN*) are positive. Both SD 11(n.b, ) and
SD ll(p3N) are fairly large The s.ign of SD11(m.b, ) is
probably positive whereas the sign of SD ll(p3N) is un-
clear.

S~~(1900). We possibly observe a (56,1 )3 resonance
with a mass of about 1900 MeV coupling to SS11(p~N)
and SD 11(mb, ). Their signs are both positive. It prob-
ably also couples to SP11(eN) although the sign is un-
clear.

P&&(1440). This (56,0+)2 resonance is observed cou-
pling to both PS ll(eN) and PP11(m.h). Both amplitudes
are large with positive signs.

P» (1710). This (70,0+ )z resonance couples to
PP11(m.h) and possibly PS11(eN) and PP11(p~N) as
well. The sign of PP11(mb, ) is probably negative whereas
the sign of PP11(p&N) is probably positive. The sign of
PS 11(eN) is unclear.

P»(1900). We possibly observe a (56,2+)3 resonance
near 1900 MeV coupling weakly to PP11(nb, ), PS 11(eN),
and PP11(p~N). The signs of PS 11(eN) and PP11(nh)
are probably negative, whereas the sign of PP11(p&N) is
probably positive.

P&3(1720). We do not clearly observe any me N channel
coupling appreciably to this {S6,2+ )2 resonance.

P f 3 ( 1850). We possibly observe a (70,0+ )2 resonance
with a mass of about 1850 MeV that couples to
PP 11(p~N). The sign of the amplitude is positive.

D&3(1520). This (70,1 )& resonance clearly has large
couplings to DS13(n b ), DD 13(mb. ), and DS 13(p3N).
The signs of all three amplitudes are negative.

D&3(1700). This (70,1 )1 resonance appears to have
small couplings to DS 13(mb, ), DD 13(mb, ), and
DP13(eN). The signs of DP13(EN) and DD13(mh) are
probably positive, whereas the sign of DS13(mh) is un-

clear.
D f 3 ( 1900). There is some evidence for a (56,1 )3 reso-

nance with significant couplings to DP 13(eN ) and
DS13(p3N). There may also be a weak coupling to
DS13(m.b, ). The signs of DP13(eN) and DS13(p3N) are
probably positive whereas the sign of DS13(m.b, ) is prob-
ably negative.

D&5(1675). This (70, 1 )~ resonance is clearly observed
with a large coupling to DD 15(m.b, ). There is also a small
coupling to DD15(p3N). The sign of DD15(m.b. ) is posi-
tive and the sign of DD 15(p3N) is probably negative.

F~5(1680). This (56,2+)2 resonance has large couplings
to FP15(mh), FP15(p3N), and FD15(eN) and smaller
couplings to FF15(m.b, ) and FF15(p3N). We clearly ob-
serve the signs of FP15(nh), FP15(p3N), and FF15(p3N)
to be negative and the signs of FD 15(eN) and FF 15(n.b, )

to be positive.
F&5(1850). We observe a (70,0+)3 resonance with a

mass near 1850 MeV. There is a large coupling to
FP 15(p3N) with smaller couplings to FP 15(n.b ),
FF15(mh), FD15(eN), and probably FF15(p3N). The
signs of FP15(p3N), FP15(mb, ), and FF15(mb, ) are prob-
ably positive whereas the signs of FD 15(eN ) and
FF15(p3N) are unclear.

G|7(2190). We observe the tail of this resonance which
has a large coupling to GD17(p3N). The sign of the am-
plitude is negative.

S3&(1620). This (70,1 )& resonance is clearly observed
with large couplings to SD31(m.h) and SS31(p~N). There
is also a small coupling to SD31(p3N). The signs of
SD 31(m.b, ) and SD 31(p3N) are negative whereas the sign
of SS31(p&N) is positive.

S3~(1900). We possibly observe a (56,1 )3 resonance
with a mass of about 1900 MeV associated with an ob-
served inelastic S3~ cross section of about 2 mb. Unfor-
tunately, our S3& amplitudes are rather noisy above about
1750 MeV. There are large couplings to SS31(mN ) and
probably SD31(p3N). The sign of SS31(mN') is prob-
ably positive whereas the sign of SD 31(~5) is unclear.

P3~(1910). The PP31(mN*) wave seems to account for
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all of the observed inelasticity in the P3& partial wave.
Resonance behavior is unclear although there may be cou-
pling to a resonance with mass between 1800 and 1900
MeV. The sign of the amplitude is probably positive.

P33(1600). We observe this (56,0+)z resonance to have
fairly large couplings to PP33(~b, ) and PP33(~N'). The
signs of both amplitudes are positive.

P33(1920). We probably observe a (56,2+)2 resonance
with a mass near 1900 MeV coupling to PP33(nb, ) and
PP33(nN*). The signs of both amplitudes are probably
positive.

D33(1700). This (70,1 )~ resonance is observed cou-
pling to DS33(mb, ), DD33(mb), and DS33(p3N). The
signs of all three amplitudes are probably positive. Above
1700 MeV, none of the amplitudes exhibit characteristic
resonance behavior, possibly because of interference from
a higher mass D33 resonance.

F35(1905). The Isgur-Karl quark model predicts a
(56,2+)2 resonance at 1940 MeV and a (70,2+)2 resonance
at 1975 MeV. We observe evidence for one or more F35
resonances above 1900 MeV coupling to FP 35(m 5),
FF35(~b, ), and FP35(p3N). The signs of all three ampli-
tudes are positive.

F37(1950). This (56,2+)2 resonance is observed with a
large coupling to FF37(mb. ). The sign of the amplitude is
clearly positive.

VII. COMPARISONS %'ITH OTHER %'ORKS

In the first part of this section, we discuss previous ma-
jor partial-wave analyses of ~N~mnN. We f.ir.st compare
general features such as energy range of the analysis, as-
sumptions regarding quasi-two-body channels, the amount
of data fitted, the fitting technique, and amplitude
parametrizations. The next three parts compare the
present solution with those of the Berkeley-SLAC, ' Sa-
clay, and Imperial College analyses. Next, we discuss
several theoretical models to predict various resonance
couplings. Finally, we compare the signs of resonant am-
plitudes determined unambiguously from the major exper-
imental analyses with theoretical predictions.

A. Previous analyses

An early investigation of m.N +nh amplitude—s was car-
ried out in 1971 by a Berkeley-SLAC collaboration.
This group performed an energy-dependent partial-wave
analysis of the reaction m. p —+m+b, at 11 energies in the
c.m. energy range 1640 to 1760 MeV. Their data were ob-
tained from 20248 n p +m+m n events. In—a later work
discussed below, their study was extended to a detailed
isobar-model partial-wave analysis of ~N +mN between-
1300 and 2000 MeV. '

Early information about mN ~+6 amplitudes was also
obtained from an energy-dependent partial-wave analysis
of the reaction ~+p —+m. b ++ performed in 1972 by a
Berkeley-Riverside collaboration. Their data were ob-
tained from 35 400 n.+p~m. n.+p events at six energies in
the c.m. energy range 1820 to 2090 MeV. This group first
discovered the curious dominance of f over p-wave ~b, -

decay of the F35(1905) resonance. They also found that
the D35(1930) and P3&(1910) resonances had negligible

couplings to the nb, channel. Their findings are corro-
borated by the present analysis as well as by the Berkeley-
SLAC analysis' discussed below.

In 1974, the Berkeley-S LAC collaboration completed
an energy-independent, isobar-model analysis of

at 18 energies between 1300 and 2000 MeV. '

At that time, however, no data were available for fitting
between 1540 and 1640 MeV. A total of 163297 events
from the channels m p~m+~ n, m p~~ m p, and
m+p~m m+p were fitted by the maximum-likelihood
technique assuming quasi-two-body channels ~h, pN, and
eN Tw.o continuous solutions, A and B, were found that
were similar in regions with data but had different con-
tinuations through the energy gap. Solution A was later
discarded in favor of solution B when data in the gap later
became available for fitting. ' Our comparisons below
with the Berkeley-SLAC analysis shall refer strictly to
solution B.

Early isobar-model analyses performed at Saclay were
restricted to either m+p or m. p reactions and were limited
in the number of waves used. A more extensive analysis
was completed at Saclay in 1976 in which 91 3 14 events
from the channels m p~m+m n, m p ~m ~ p, and
m+P ~nn+P we. re fitted assuming production of nb„pN,
and eN The a. nalysis was performed at nine energies be-
tween 1360 and 1760 MeV. Data were fitted by the
method of least X after events at each energy had been
binned in Dalitz-plot zones of constant mN effective mass.

In 1977, Novoseller investigated the stability of the
Berkeley-SLAC solution under the perturbation of includ-
ing a one-pion-exchange (OPE) background contribution
for high partial waves. He concluded that the I =2
contribution was small below 1970 MeV and could prob-
ably be ignored. He also found that the GD17(p3N) am-
plitude contributed over half of the total OPE high-
partial-wave cross section. This wave was included
among those searched in the present analysis and was
found to be the only significant wave with 1 =4.
Novoseller's analysis raised doubts about some features of
the Berkeley-SLAC solution. For example, he found that
the F35 partial-wave cross section above 1750 MeV was
unstable to both partial-wave constraints (used by
Berkeley-SLAC) and to inclusion of a OPE background.
Thus, Berkeley-S LAC's procedure of using both the
F35(1905) and F37(1950) resonance to determine the
overall phase of their solution above 1730 MeV is ques-
tionable. We share Novoseller's doubts concerning the
F35 wave for reasons discussed in the previous section.
Novoseller's analysis also raised doubts about the large
coupling in the Berkeley-SLAC solution of the P~3(1720)
resonance to PP13(p~N). His results, like those of the
present analysis, are instead consistent with a P

& 3 reso-
nance somewhat above 1800 MeV.

In 1979, Amdt et a/. ' investigated the reaction
p ~m +

m n below 1400 MeV by fitting 4 140 bubble-
chamber events. Data were fitted using an isobar model
which incorporated a background calculated from a gen-
eralized phenomenological mX Lagrangian. In this energy
range, the reaction is dominated by the tail of the Roper
resonance, with eX the dominant intermediate state. The
PP11(~b, ), PS 11(EN), DS 13(mb, ), and DS 33(n.b ) ampli-
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tudes fitted in this analysis agree approximately in both
magnitude and phase with the results of the present
analysis. The searched phase of PS 11(eN) was about 30'
greater in the earlier analysis, however, which is con-
sistent with a small, positive part of the amplitude coming
from the background term.

Another isobar-model analysis was completed fairly re-
cently at Imperial College. The Imperial College group
used a maximum-likelihood technique to fit 43 589 events
from the channels ~+p~mm+p. and ~+p +~+—n+n .as-
suming production of mb„pN, and nN*(P&i). Hence,
only I= —,

' amplitudes were determined by their analysis.
This group was the first to systematically search
m.N ~~X amplitudes and to fit data from the
m.+p~~+n+n channel. Their analysis was carried out at
nine energies between 1400 and 1700 MeV and included a
OPE contribution from s-wave ~m scattering in the
I =2 channel. Solutions with the OPE contribution
were similar to those without it. They found a nearly
constant OPE cross section of about 0.3 mb whereas the
total I= —,

' cross section increases from about 1 to 12 mb
in the same energy range. The Imperial College group felt
that the OPE contribution was significant, however, since
they obtained consistent values of the s-wave isotensor m.m

scattering length at different energies.
It is worthwhile to compare two more distinguishing

features of these various analyses. Neither the present
analysis nor that of the Imperial College group imposed
partial-wave constraints to satisfy unitarity limits as did
both the Berkeley-SLAC and Saclay groups. Thus, the
former two analyses are independent of elastic phase-shift
analyses whereas the latter two are not. In regard to the
parametrization of barrier-penetration factors, both the
Berkeley-SLAC and Imperial College groups used the
low-momentum form, p, whereas the form used by Sa-
clay [x/(1+x )' ] with x=pR and 8= —,

' fm, was

more similar to the Blatt-Weisskopf form (cf. Table II) of
the present work.

8. Comparison with the Berkeley-SLAC solution

The most extensive previous analysis was performed by
the Berkeley-SLAC collaboration. ' Their 28-wave solu-
tion contains three amplitudes, PP 31(m b, ), PP 31(p iN ),
and FF37(p3N), that our procedure found to be small.
Both PP31(mb, ) and PP31(piN) are small waves in the
Berkeley-SLAC solution and they account for very little
of the P3i inelasticity predicted by EPSA. Although
FF37(p3N) contributes appreciably to the Berkeley-SLAC
solution, several authors have questioned the reliability of
its measurement. * Our final set of waves includes six
amplitudes eliminated from the Berkeley-SLAC solution:
SD 11(p3N), DD 15(p3N), DD15(p~N ), FF 15(p3N),
SD31(p3N), and FP 35(p3N ). Two of these waves,
SD11(p3N) and FF15(p3N), contribute appreciably in
both the present. solution as well as in the Saclay solution,
discussed below. Perhaps the most striking difference be-
tween the present and Berkeley-SLAC solutions is in the
overall phase of amplitudes above 1700 MeV. Near 1900
MeV, for example, the FF37(n.b, ) amplitudes of the two
solutions differ in phase by about 60. This phase differ-

ence arises from Berkeley-SLAC's procedure of using the
F35 resonance to help determine the overall phase above
1730 MeV. As discussed earlier, their procedure possibly
suffers from the consequences of two nearby F35 reso-
nances. After taking the difference in overall phase into
consideration, both analyses are in qualitative agreement
for most amplitudes. Several differences occur, however,
for low spin waves (J& —,'). PP33(m.b) remains a large
amplitude in our solution above 1800 MeV, whereas it be-
comes negligible in the Berkeley-SLAC solution. The op-
posite effect occurs for DS33(p3N) near 1900 MeV. In
the Berkeley-SLAC solution, PS11(eN) remains a large
wave above 1700 MeV, whereas it becomes small in the
present solution. Near the P» (1710) resonance, the
Berkeley-SLAC solution has a large contribution from
PP 11(piN). In the same energy range, our solution has a
negligible contribution from this wave.

C. Comparison with the Saclay solution

The Saclay analysis devoted much effort to finding im-
portant waves that had been wrongly eliminated from the
Berkeley-SLAC solution. In the Saclay solution, only 17
waves were eliminated from the 60 orb„pN, and eN waves
with J& —,, l; &3, and lf &3. When one considers that
the F35 and F37 resonances were beyond the energy range
of the Saclay analysis, few waves indeed were eliminated.
As a consequence, the 43-wave Saclay solution contains
several amplitudes that are small over the energy range of
their analysis. Several p3N amplitudes (SD11, PP11,
DD15, FF15, and PP31) eliminated from the Berkeley-
SLAC solution contribute appreciably to the Saclay solu-
tion. As mentioned above, the present work corroborates
Saclay's claims regarding the importance of SD11(p3N)
and FF15(p3N). Although the present analysis includes
DD15(p3N) as a rather weak effect, we agree with the
Berkeley-SLAC result that PP11(p3N) and PP31(p3N)
are negligible waves. From IC-matrix fits of their ampli-
tudes, the Saclay group identified two low-mass reso-
nances, Pi3(1540) and P3i(1550), as belonging to the
(70,0+)2 multiplet. The present analysis does not detect
resonance behavior at such low energies in either the P~3
or P3~ waves.

D. Comparison with the Imperial College solution

Since the Imperial College group did not analyze m p
data, their analysis determined only I= —, amplitudes.
Unlike the Berkeley-SLAC, Saclay, and present analyses,
small waves were not eliminated from the Imperial Col-
lege solution. Their aim in keeping small waves was to
minimize the chance of discarding an important wave.
Their solution contained a total of 34 amplitudes al-
though, at a given energy, waves above a certain J,

„

were not searched.
The Imperial College analysis found a substantial

n.N*(P») decay for the P33 resonance near 1700 MeV,
which the present analysis corroborates. The waves
DD33(p3N) and DD33(piN) contribute appreciably to the
Imperial College solution in disagreement with the
Berkeley-SLAC, Saclay, and present works. On the other
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hand, both Imperial College and Saclay found DS 33(p&N)
to be a fairly small wave, unlike the Berkeley-SLAC and
present analyses. The Imperial College analysis qualita-
tively agrees with the other analyses discussed above for
the large I = —, waves such as SD 31(~h), PP33(mh)., and
DS 33(orb, ).

E. Models for baryon decay

The current concept of baryons as bound states of three
quarks has led to several models for describing their de-
cays by meson emission. If we consider baryons with zero
charm, then the underlying internal symmetry group is
SU(3) and the symmetry group that includes spin is SU(6).
The SU(6) which contains ordinary spin as an SU(2) sub-
group forbids various decays known to occur in nature,
such as b, —+m.N. These decays are allowed, however, for
the group SU(6) ii which contains W-spin as an SU(2) sub-
group. Within SU(6) ii, hadrons with total internal
quark angular momentum L decay to ones with L =0
from an initial state with L, =O. This situation implies
that the internal quarks have momentum only in the z
direction. The &L, =O nature of SU(6)ii serves to relate
amplitudes for decays that differ only by the final orbital
angular momentum lf. In an extended version known as
"l-broken SU(6)~," internal quarks are allowed to have
transverse momentum. Consequently, ~1,=+1 transi-
tions are allowed and amplitudes with different lf are in-
dependent. The I-broken version of SU(6)ii has received
theoretical support from work based on the Melosh
transformation between current and constituent quarks
and PCAC (partially conserved axial-vector current).
Since the mand p a. re in the same SU(6)~ multiplet, ex-
perimental ~N~~A and mN~pN amplitudes can be
used to test the validity of SU(6)ii in both its unbroken
and l-broken versions. As customary, we refer to phases
corresponding to the ~I,=0 condition as having
"SU(6)ii -like" signs and those corresponding to hL, =+1
as having "anti-SU(6}~" signs.

Various dynamical models based on the SU(6)XO(3)
classification of hadrons have been proposed which have
more predictive ability than algebraic schemes such as I-

broken SU(6)~. One of the more powerful and successful
such models is the "naive" quark-pair-creation model
(QPCM). In this model, a hadron is assumed to decay by
creation of a qq pair with the quantum numbers of the
vacuum, J =0++. The pair must therefore be a Po
state and an SU(3) singlet. Each final hadron contains
one member of the pair. This model has the unique ad-
vantage of making definite predictions for all hadron ver-
tices since all possible meson emissions are treated in a
unified manner. The model contains a single arbitrary
factor, the pair-creation constant y, which must be deter-
mined from experiment. The QPCM predicts both
mN~mh and m.N~pN amplitudes to be dominated by
"anti-SU(6}~" phases.

Most models of baryon decay share the weakness of be-
ing unable to predict either the masses or the SU(6) XO(3)
compositions of the decaying baryon resonances. Thus,
the possibility of configuration mixing among various
states causes some predictions of these models to be less

certain than others. Of course, mixing angles can be in-
troduced as parameters to be determined experimentally,
but this procedure is theoretically unsatisfactory. One
model which has been very successful at solving the prob-
lems of baryon spectroscopy is the Isgur-Karl quark
model. This nonrelativistic quark model provides very
good descriptions of baryons in the ground state as well as
in the first and second excited states. In this model,
baryons are described as bound states of three "constitu-
ent" quarks subjected to color hyperfine interactions sug-
gested by quantum chromodynamics. The confining po-
tential is assumed to be a flavor-independent function of
the relative quark separation and is approximated by a
harmonic-oscillator potential perturbed by an arbitrary
anharmonic term. SU(3)fi,

„„

is broken by giving the
strange quark a heavier mass than the up and down
quarks, which are assumed to have the same mass. As
with all models discussed here, the Isgur-Karl model can
be criticized for its nonrelativistic treatment of quarks
and hadrons.

The baryon compositions (mixing angles) predicted by
the Isgur-Karl model have been used by Koniuk and
Isgur to calculate baryon decays by photon and pseudo-
scalar meson emission. Rather than consider a specific
dynamical model for the decay mechanism, they con-
sidered the case of elementary meson emission described
by an effective interaction for q —+qM. Their meson-
emission amplitudes contain an SU(6)~-invariant part
with coefficient g and a "recoil" term with coefficient h.
It is of interest to note that, in the limit of elementary
pseudoscalar meson emission, the QPCM leads to an ef-
fective interaction for pion emission similar to that used
by Koniuk and Isgur if one takes g= —h. This result is
in good agreement with the fitted parameters Koniuk and
Isgur obtained for describing the ground-state and
negative-parity baryons. Thus, the m.h couplings obtained
from the QPCM are expected to agree with those of
Koniuk and Isgur after allowing for configuration mixing.

Koniuk recently extended his earlier work with Isgur to
include baryon decays by vector meson emission. His ef-
fective interaction for elementary vector meson emission
contains a spin-independent term with coefficient g and a
spin-dependent term with coefficient h' (primes added
here to distinguish between pseudoscalar coefficients g
and h). The QPCM leads to an effective interaction for
elementary vector meson emission somewhat like
Koniuk's if one takes g'= —,'h' and includes a spin-
dependent quark recoil term absent in his interaction.
Koniuk finds g'=0.4h', so that the QPCM prediction is
again well satisfied.

F. Signs of resonant amplitudes:
Experiment versus theory

In Table VIII, we compare the experimental signs of
resonant n.N ~n.b, amplitudes determined from the
Berkeley-SLAC, ' Saclay, Imperial College, and present
analyses. In Table IX, we compare the experimental signs
of resonant n.N~pN amplitudes and in Table X, we com-
pare the experimental signs of resonant nN~eN ampli-
tudes. Signs of the Berkeley-SLAC and Saclay ampli-
tudes were obtained from coupled K-matrix analyses of
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TABLE VIII. Experimental signs of resonant m.X—+m.h amplitudes determined from the Berkeley-
SLAC (BS) (Ref. 1), Saclay (Ref. 2), Imperial College (IC) (Ref. 3), and present (VPIKSU) analyses.
States are denoted by (mass) {D,I. ) {SU(3},SU(2)). An asterisk (+) marks those amplitudes which
have unambiguous signs.

Amplitude

SD 11(m.h)
SD 11(mh)

*DS13{mA)

DD 13(vrh)
DS 13(m.h)
DD 13(m.h)
DD 15(n.h)
DG 15(mh }
SD 31(mb )

*DS33(~h)
DD 33(~h)

*PP 11(mb, )

PP 33(~A)
PF 33(m.A }
PP 11(m.h)
PP 13(mh)
PF 13(~h)

*FP15(m.h)
*FF15(m.h )

FP35(~a)
*FF35(~d )

*FF37(~h)

Classification

(1535) (70, 1 ), (8,2)
(1650) (70, 1 ) (8,4}
(1520) (70, 1 } {8,2}
(1520) (70,1 ) (8,2)
(1700) (70,1 ) (8,4)
(1700) (70,1 ) (8,4)
(1675) (70,1 ) (8,4)
(1675) (70, 1 ) (8,4)
(1620) (70,1 ) (10,2)
(1700) (70, 1 ) (10,2)
{1700) (70, 1 } {10,2)
(1440) (56,0+) (8,2)
(1600) (56,0+) (10,4)
(16OO) (56,O+) (1O,4)
(1710) (70,0+) (8,2)
(17ZO) (56,2+) (8,2)
(1720) (56,2+) (8,2)
(1680) (56,2+) (8,2)
(1680) (56,2+) (8,2)
(1905) (56,2+) (10,4)
(1905) (56,2+) (10,4)
{1950) (56,2+) (10,4)

BS

+ {~)

+

+
+ {~)

+
+
0
+
0
0

Saclay

0
+

0
—(~)

+

+
+
+
+

—{~}

IC VPIA, SU

—(~}

+
+
0

+
+
+
+
0

mX —+mX and ~X~mmX. ' For the Imperial College
and present analyses, signs were obtained visually. In
some cases, however, coupling signs for the present
analysis were extracted by the fitting procedure used to
generate the curves displayed in Figs. 4 and 6. All signs
have been adjusted to comply with the baryon-first phase
convention. The arbitrary overall sign for the four dif-
ferent analyses has been fixed by the S3~(1620) coupling
to the nh channel. When the size of the coupling is negli-
gibly small, we give the sign as "0". When there are indi-
cations of large background in the vicinity of a resonance
(i.e., when an amplitude at resonance is rotated more than
70' away from the imaginary axis), the sign is followed by
a question mark in parentheses. In cases where the cou-
pling may not be negligible but the sign is totally un-
known, only a question mark is presented.

For the 22 mh couplings listed in Table VIII, the analy-
ses agree for only 13 signs. Our criterion for agreement is
for two or more analyses to find the same sign and no
other analysis to conflict with that sign. If we consider
the pN couplings, the analyses strictly agree for only S
signs out of the 36 listed. This poor agreement results
from the smallness of most pN couplings. We note that
the analyses find 13 of the pN couplings to be negligible.
A good model for baryon decays should be able to explain
the smallness of these couplings as well as the signs of
larger resonant amplitudes. For the elV couplings, the
analyses strictly agree for only two signs out of nine. In
some cases, we can relax our criterion for strict agreement
among the analyses. For example, we feel that the present
and Saclay analyses reliably determine the signs of

FE15(p3N) and SD31(p3N), even though the Berkeley-
SLAC analysis found these amplitudes to be negligible.

Tables VIII, IX, and X do not compare signs of
mN~mN*(P~~) amplitudes since only one sign was avail-
able for comparison. For the P33(1600) resonance, both
the Imperial College and present analyses found the sign
of PP33(nN*) to be positive. The present work also
found mN' couplings to S~~(1650), S3&(1900), P3&(1910),
and P33(1920) with all signs positive. Our results for the
mN* channels can be compared with the SU(6)~ predic-
tion that the relative signs of all resonance couplings to
the mN and AN (P» ) channels be the same. This predic-
tion follows from the identical Clebsch-Gordan structure
of decays into the radially excited state (56,0+)2 and the
ground state (56,0+ )o.

In Table XI, we present signs of resonant m.N~vrb am-
plitudes predicted by the decay model of Koniuk and
Isgur, l-broken SU(6)z [both SU(6) z-like and anti-
SU(6)~ signs], and the QPCM. In Table XII, we
present signs of resonant mX~plV amplitudes predicted
by the decay model of Koniuk, I-broken SU(6)~, and
the QPCM. In Table XIII, we present signs of mN~eN
amplitudes predicted by the QPCM. All theoretical signs
have been adjusted to conform with the baryon-first phase
convention. The arbitrary overall signs for the predictions
have been fixed by the D»(1675) coupling to the m.A
channel and the S3~(1620) coupling to p&N. In the ab-
sence of configuration mixing, decays must satisfy the
SU(6) selection rule If =L+1. Thus, when a coupling is
predicted to be either forbidden or very small
(

~

A
~

&0.01), we give the sign as 0. Predictions of
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TABLE IX. Experimental signs of resonant mN —+pN amplitudes determined from the Berkeley-
SLAC (BS) {Ref. 1), Saclay (Ref. 2), Imperial College (IC) (Ref. 3), and present (VPI8cSU} analyses.
States are denoted by (mass) (D,L ) (SU(3),SU(2)). An asterisk (+) marks those amplitudes which
have unambiguous signs.

Amplitude

*SS1 1(piN)
SD 11(pgN)
SS 1 1(piN)
SD 11{pgN)
DD 13(piN)

*DS 13(pgN)
DD 13(pgN)
DD 13(piN)
DS 13(ppN)
DD 13(pgN)
DD 15(p)N)
DD 15(pgN)
DG 15(pgN)

*SS31(p,N)
SD 31(pgN)
DD 33(piN)
DS 33{pgN)
DD 33(pgN)
PP 11(p)N}
PP 11(pgiV)
PP 33(p)N }
PP 33(pgN)
PF33(pgN)
PP 1 1(p&N)
PP 11(pgN)
PP 13(p,N)
PP13(p N)
PF 13(pqN)
FF 15(piN)

*FP15(p N)
FF15(p,N)
FF35(p)N)
FP35(p N)
FF35(pgN)
FF37(p)N)
FF37(pgN)

Classification

(1535) (70,1 ) (8,2)
(1535) (70, 1 ) (8,2)
(1650) (70, 1 ) (8,4)
(1650) (70, 1 ) (8,4)
(1520) (70, 1 ) (8,2)
(1520) (70,1 ) (8,2)
(1520) (70,1 ) (8,2)
(1700) (70, 1 ) (8,4)
(1700) (70, 1 ) (8,4)
(1700) (70, 1 ) (8,4)
(1675) (70,1 ) (8,4)
(1675) (70, 1 ) (8,4)
(1675) (70,1 ) (8,4)
(1620) (70,1 ) (10,2)
(1620} (70,1 ) (10,2)
(1700) (70, 1 ) (10,2)
(1700} (70,1 ) (10,2}
(1700) (70, 1 ) (10,2)
(1440) (56 0+ ) (8 2)
(1440) (56,0+) {8,2)
(1600) (56,0+) (10,4)
(1600) (56,0+) (10,4)
(1600) (56,0+) (10,4)
(1710) (70,0+) (8,2)
(1710) (70,0+) (8,2)
(1720) (56,2+) (8,2)
(1720) (56,2+) (8,2)
(1720) (56,2+) (8,2)
(1680) (56,2+) (8,2)
(1680) (56,2+) (8,2)
(1680) (56,2+) (8,2)
(1905) (56,2+) (10,4)
(1905) (56,2+) (10,4)
(1905) (56,2+) (10,4)
(1950) (56,2+) (10,4)
(1950) (56,2+} (10,4)

0
—(~)

0
0

0
0
+
0
0
0

+
0
0

0
+
0
0
0
0

0
+
0
0
0

0
0
+
0
0

+ (~)

Saclay

—(~)

0
+ (7)

+
0

—{~)

0
0

—(~)

0
0

0
+ (~}

0
—{~}

+
+
+
0
+
+

+
0
0

IC VPIA, SU

+ (~)

0

0
0
0
0
0

0
+

0
+
0
0
0
0
0
0
+
0
0
0
0
0

0
+
0
0
0

TABLE X. Experimental signs of resonant ~N —+EN amplitudes determined from the Berkeley-
SLAC (BS) (Ref. 1), Saclay (Ref. 2), and present (VPIEzSU) analyses. States are denoted by (mass)

(D,L ) (SU(3),SU(2) ). An asterisk ( + ) marks those amplitudes which have unambiguous signs.

Amplitude

*SP11(eN)
SP 11(~N)
DP 13(eN}
DP 13(eN)
DF 15(eN)
PS 11(eN)
PS 11(eN)
PD 13(EN)

*ED 15{eN)

Classification

(1535} (70, 1 ) (8,2)
(1650) (70, 1 ) (8,4)
(1520) (70,1 ) (8,2)
(1650) (70, 1 ) (8,4)
(1675} (70, 1 ) (8,4)
(1440) (56,0+) (8,2)
(1710} (70,0+) (8,2)
(1720) (56,2+) (8,2)
(1680) (56,2+) (8,2)

BS

+
0

—(~)
—(~)

0
+

Saclay

+
0

—('P)

0
+

VPIA, SU

+
+
0
+
0
+

—(~)

0
+
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TABLE XI. Signs of resonant m.lV~mh amplitudes predicted by the decay model of Koniuk and
Isgur (Ref. 7), the QPCM (Ref. 5), and l-broken SU(6)~ (Ref. 4). States are denoted by (mass) (D,L )
(SU(3),SU(2) ).

Amplitude

SD 11(m.h)
SD 11(mh)
DS 13(mh)
DD 13(mh)
DS 13(m.h)
DD 13(mb )

DD 15(mh)
DG 15(mh)
SD 31{m.h)
DS 33{m.h)
DD 33(~A }
PP 11(n.h }
PP 33{m.A)
PF33{+6,)
PP 11(mh)
PP 13(mh)
PF 13(~h)
FP 15(mh)
FF 15(mh }
FP 35(mA)
FF35(~h)
FF37(~h)

Classification

(1535) (70, 1 ) (8,2)
(1650) (70,1 ) (8,4)
(1520) (70,1 ) (8,2)
(1520} (70, 1 ) (8,2)
(1700) {70,1 ) (8,4)
(1700) (70, 1 } (8,4)
(1675) (70,1-) (8,4)
(1675) (70,1-) (8,4)
(1620) (70,1 ) (10,2)
(1700) (70,1 ) (10,2)
(1700} (70,1 ) (10,2)
(1440) (56,0+) (8,2)
{1600) (56,0+) (10,4)
(1600) (56,0+) (10,4)
(1710) (70,0+) (8,2}
(1720) (56,2+) (8,2)
(1720) (56,2+) (8,2)
(1680} (56,2+) (8,2)
(1680) (56,2+) (8,2)
(1905) (56,2+) (10,4)
(1905) (56,2+) (10,4)
(1950) (56,2+) (10,4)

Koniuk-
Isgur

+
+
0

QPCM

+
+
0

+
+
?
+
0

Anti-
SU(6) w

+
+
0

+
+
+
+
0

SU(6) w

SU(6)ii and the QPCM assume unmixed SU(6) )&O(3) as-
signments for the resonances; however, predictions of
Koniuk and Isgur ' take mixing effects into account.

We first compare experimental and theoretical signs for
~N +mham—plit. udes. The signs of the 13 m.N~~b. am-
plitudes determined unambiguously from two or more
analyses are correctly predicted only by the decay model
of Koniuk and Isgur. The predictions of anti-SU(6)ii
and the QPCM are wrong, however, only for FP15(mh).
Their failure to correctly predict the sign of this ampli-
tude can be explained by interpreting the observed
Fi5(1680) resonance as a strong mixture of the states
(56,2+)z (8,2) and (70,2+)2 (8,2). Unbroken SU(6)~ in-
correctly predicts four signs including the sign of
DS33(nb, ), which cannot be altered by mixing.

A new result of the present analysis is the sign of
FP35(m.b, ), which we find to be positive. This result
agrees with the prediction of Koniuk and Isgur and
disagrees with anti-SU(6)ii and the QPCM. Since the
Isgur-Karl model predicts the observed F35 resonance to
be a strong mixture of the states (56,2+)2 (10,4) and
(70,2+)2 (10,2), we can again attribute the failures of the
QPCM and anti-SU(6)ii to their neglect of mixing ef-
fects.

We next compare experimental and theoretical signs of
resonant ~%~A amplitudes. The experimental analyses
unambiguously determine the signs of seven amplitudes:
SS11(piN), SS31(piN), DS 13(p3N), FP 15(p3N),
FE15( 3N), SD 31(p3N), and FP 35(p3N). Koniuk's
model correctly predicts all signs correctly except that of
FP35(p3N). This apparent failure combined with the pre-

dictions of Koniuk and Isgur ' has a very interesting ex-
planation. As discussed earlier, the Isgur-Karl model
predicts two F35 resonances in this energy range, a mostly
(56,2+) state at 1940 MeV and a mostly (70,2+) state at
1975 MeV. The (56,2+) state is predicted to have large
m.X and mA couplings with the signs observed experirnen-
tally. Its pX couplings are predicted to be weak. In con-
trast, the (70,2+) state is predicted to have weak n.N and
mh couplings but a very strong pX coupling and the
predicted sign of FP35(p3N) for the (70,2+) state agrees
with experiment. We may conclude that the observed pX
decay is associated not with the (56,2+) resonance that
dominates elastic scattering but with the (70,2+) reso-
nance which, before now, had been thought to be unob-
served.

As Tables XI and XII indicate, the QPCM predicts
anti-SU(6) ii signs to dominate both n.N~pN and
mX~~h amplitudes. For the seven m.X~pX amplitudes
considered here, the QPCM predicts only SD31(pqN) to
have an SU(6)ii -like sign. We suggest that this sign may
have been calculated incorrectly in Ref. 5. For
SS31(piN), SD31(p3N), and DS 13(p3N), the Isgur-Karl
model predicts mixing effects to be small. As expected,
Koniuk s predictions for these amplitudes have anti-
SU(6)ii signs, in agreement with the QPCM predictions.
The remaining four amplitudes are subject to mixing ef-
fects so that the predictions of the QPCM and 1-broken
SU(6)ii are less reliable.

Finally, we compare the theoretical and experimental
predictions for resonant n.N~eN amplitudes. Only the
QPCM has addressed itself to these decays. In the ab-
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TABLE XII. Signs of resonant mN~pN amplitudes predicted by the decay model of Koniuk (Ref.
8), by the QPCM (Ref. 5), and by l-broken SU(6)s (Ref. 4). States are denoted by (mass) (D,L )

(SU(3),SU(2) ).

Amplitude

SS 11(pIN)
SD 11(p3N)
SS11(piN)
SD 11(p3N)
DD 13(p,N)
DS 13(p3N)

DD 13(p3N)
DD 13{p)N}
DS 13(p3N)
DD 13(p3N)
DD 15(piN)
DD 15(p3N)
DG 15(p3N)
SS31(p(N)
SD 31(p3N)
DD 33{p)N)
DS 33(p3N)
DD 33(p3N)
PP 11{piN)
PP 11(p3N)
PP 33(piN)
PP 33(p3N)
PF33(p3N)
PP 11(piN)
PP11(p N)

PP 13(p3N)
PF 13(p3N)
FF 15(piN)
FP 15(p3N }
FF 15(p3N)
FF35(piN)
FP 35(p3N)
FF35(p3N)
FF37(p,N)
FF37(p3N)

Classification

(1535) (70, 1 ) (8,2)
(1535) (70,1 ) (8,2)
(1650) (70, 1 ) (8,4)
(1650) (70,1 ) (8,4)
(1520) (70,1 ) (8,2)
(1520) (70,1 ) (8,2)

(1520) (70, 1 ) (8,2)
(1700) (70,1 } (8,4)
{1700) (70,1 ) (8,4)
(17OO) (7O, 1-) (8,4)
(1675) (70,1 ) (8,4)
(1675) (70,1 ) (8,4)
(1675) (70,1 ) (8,4)
(1620) (70, 1 ) (10,2)
(1620) (70, 1 ) (10,2)
(1700) (70,1 ) (10,2)
(1700) (70, 1 ) (10,2)
(1700) (70, 1 ) (10,2)
{1440) (S6,0+) (8,2)
(1440) (56,0+) (8,2)
(1600) (56,0+) (10,4)
(16OO) (56,O+) (10,4)
(1600) (56,0+) (10,4)
(1710) (70,0+) (8,2)
(1710) (700+) (8,2)
(1720) (56,2+) (8,2)
(1720) (56,2+ } (8,2}
(1720) (56,2+) (8,2)
(1680) (56,2+) (8,2)
{1680) {56,2+) (8,2}
(1680) (56,2+) (8,2)
(1905) (56,2+) (10,4)
(1905) (56,2+) (10,4)
(190S) (56,2+) (10,4)
(1950) (56,2+) (10,4)
(1950) (56,2+) (10,4)

Koniuk

0
+

+
+
+
+0
+0

—0

—0

QPCM

+
+
+
+
?
+
?
?
?
0
+
?
+
+-

+
+

Antl-
SU(6) w

0
+

0
+

SU(6) g

TABLE XIII. Signs of resonant ~N ~eN amplitudes
predicted by the QPCM (Ref. 5). States are denoted by (mass)

{D,L ) {SU(3),SU(2)).

Amplitude

SP11{~N)
SP 11{eN)
DP13(~N}
DP 13(eN)
DF 15(GN)
PS 11{EN)
PS»{~N)
PD 13(eN)
FD 15(6N)

Classification

(1535) (70, 1 ) (8,2)
(1650) (70,1 ) (8,4)
(1520) (70,1-) (8,2)
(1650) (70,1 ) (8,4)
(1675) (70, 1 ) (8,4)
(1440) (56,0+) (8,2)
(1710) (70,0+ } {8,2)
(1720) (56,2+) (8,2)
(1680) (56,2+) (8,2)

sence of configuration mixing, the QPCM predicts the
D|s(1675) resonance to decouple from DF15(eN) and the
P|i(1710) resonance to decouple from PS 11(eN). Experi-
mentally, DF 15(eN) is found to be negligibly small in the

Berkeley-SLAC, Saclay, and present analyses. The experi-
mental situation is unclear, however, for the P»(1710)
coupling to PS11(eN). The present analysis finds this
coupling small whereas the Berkeley-SLAC and Saclay
analyses find it large. The experimental analyses unambi-
guously determine the signs of only two mN~eN ampli-
tudes, SP 11(eN) and FD 15(eN). Both signs are in-
correctly predicted by the QPCM. Unfortunately, strong
mixing for the S&& and Fi5 states causes these predictions
to be somewhat unreliable. We tentatively conclude that
the QPCM fails to correctly describe the eN decay mode
of baryons. Recent quark-model calculations by Jaffe
and others suggest a possible explanation for this ap-
parent failure. If the e meson is an 1.=0 uudd configura-
tion rather than an L=1 qq state, then the QPCM is not
applicable for hadron decays into eX. Indeed, a P-matrix
analysis ' of elastic mm scattering finds a pole in the
I =0 amplitude at 690 MeV. This pole can be identi-
fied with the e meson which plays an important role in
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low-energy mN ~m.mN reactions. The same P-matrix
analysis also found a pole at 1040 MeV in the I =2 am-
plitude. This pole can be associated with an exotic meson
which we call ez. Both e and eq are expected to be broad
resonances because of their "fall-apart" decays into two
pions. The failure of our fits to correctly reproduce the
experimental m+p ~++~+n cross section above 1700
MeV (after considering several mN' decay modes) might
be due to our neglect of the exotic @AN decay channel. Of
course, there could be other explanations for this failure
such as the need for a significant OPE contribution in the
I =2 channel. Work by Novoseller and the Imperial
College group suggests, however, that such a contribution
is probably small.

VIII. CONCLUSIONS

We have performed an energy-independent, isobar-
model, partial-wave analysis of ~ p ~~+a n,
~ p —+m m. p, m+p —+m m. +p, and ~+p~~+m+n at 22
energies between 1320 and 1930 MeV. The analysis in-
cludes over 30% more events than the previous Berkeley-
SLAC analysis. We believe the present analysis to be the
most extensive of its kind because of its wide energy
range, high statistics, inclusion of the m+m+n chan. nel,
consideration of ~N* decay channels, and search for g-
wave amplitudes. Our work is independent of any elastic
analyses since our amplitudes were not constrained by
their results. Our solution corroborates many features
seen in previous analyses by the Berkeley-SLAC, Saclay,
and Imperial College groups and helps to resolve some of
their differences. In particular, the present analysis agrees
with the Saclay analysis regarding the importance of
FF15(p&N) and SD31(pqN). For six coupling signs for
which the Berkeley-SLAC and Saclay analyses found dif-
ferent results, the present work agrees with that of the Sa-
clay group for the coupling signs of P

& ~ (1710) to
PP11(p&N) and PP11(mb), for D&z(1520) to DP13(EN),
for D» (1700) to DS 13(p&N), and for D33 ( 1700) to
DS33(pqN). The present work agrees with the Berkeley-
SLAC analysis, however, for the coupling sign of
S~~(1650) to SS11(p~N). Unlike in the Berkeley-SLAC
solution, our FF37(nb, ) amplitude does not require a
large background but our FP35(pqN) wave differs in
phase from the elastic F&5 wave. This difference may be
ascribed to the existence of a highly inelastic second F35
resonance which decays dominantly to the pN channel
and only weakly to the mN channel. The Berkeley-SLAC
collaboration used FP35(pqN) to help determine their
overall phase above 1730 MeV. Their determination of
the overall phase may therefore have been incorrect in
that energy range if indeed there are two F35 resonances
as discussed above. Finally, we note that the present re-
sults agree with the low-energy work of Amdt et ai. '

The mN*(P~~ ) channel was found to become important
above about 1600 MeV and to be associated with inelasti-
city in the S~~, S3&, P3~, and P33 partial waves. To reli-
ably determine couplings to this and other ~N* channels,
new data are needed, especially for the m+m. +n channel
which couples strongly to n.N channels. It would be

desirable to have new experiments to measure several
thousand events for this channel at several closely spaced
energies between 1700 and 2000 MeV. There is also a
need for precise measurements of the m+p~a. +n+n cross
section in this energy range. Additional data between
1800 and 2000 MeV for other charge channels could help
establish several resonances predicted to belong to the
(70,2+)z and (56,1 )s multiplets.

From the experimentally well-determined signs of
resonant mN~m. .b, and vrN ~pN amplitudes, we infer that
low-mass nonstrange excited-state baryons decay dom-
inantly by ~I-, =+1 transitions. This result is consistent
with predictions of the QPCM and the anti-SU(6) ~ alter-
native of I-broken SU(6)~. Occasional failures of these
models to predict the correct signs for m.N~nh and
mN~pN amplitudes can be attributed to their neglect of
configuration mixing. The decay models of Koniuk and
Isgur have been shown to correctly predict the signs of all
well-determined mN~~E and mN~pN amplitudes by
taking mixing effects into account via the Isgur-Karl
model. The experimental situation regarding signs of
N~eN. amplitudes is unsatisfactory since the major

analyses agree only for the signs of SP 11(eN) and
FD15(eN). The signs of both amplitudes are predicted
incorrectly by the QPCM. We tentatively attribute this
failure to the dipion (four-quark) composition of the E

meson. However, there could be other explanations such
as disregard of the QPCM predictions for effects of con-
figuration mixing.

The present work suggests that possible unestablished
resonances exist near 1900 MeV in the S&&, P», P)3,
and F~5 partial waves. Recent elastic analyses corroborate
some of these findings. For the purpose of interpreting
the growing body of information about resonances in the
1800—2100-MeV mass region, we suggest that the Isgur-
Karl model be used to calculate the mass spectrum of
negative-parity baryons in the N=3 band and to predict
couplings signs and partial widths for baryon decays in-
volving pseudoscalar, vector, and scalar mesons. The pre-
dictions should be carried out for all baryons through the
N=3 band. We recommend that such calculations use
the effective interactions for elementary meson emission
suggested by the QPCM.

With the completion of this work, the major experimen-
tal features of the nN~mnN reaction below 1700 MeV
may be considered to be well understood. Our analysis
suggests a richer resonance structure between 1700 and
2000 MeV than revealed by ~N elastic analyses. The
partial-wave amplitudes provided by this analysis should
furnish critical tests of models of baryon spectroscopy and
decays.
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