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The invariant cross sections for inclusive A production by 12-GeV protons on nuclei have been
measured for three nuclear targets, beryllium, copper, and tungsten. Data are obtained at three pro-
duction angles of 3.5', 6.5', and 9.5' in the laboratory, which cover the kinematic range
0.2&xF &0.9 and 0.35&pg&1.7 GeV/c. The present results are compared with other work at
higher energies in terms of the A dependence, Feynman scaling, the pT distribution, and triple-
Regge behavior.

I. INTRODUCTION

Measurements of inclusive A production by high-
energy protons were mostly made with bubble chambers
until recently. ' These experiments provided data on the
cross sections over a wide kinematic range. However, the
statistics of the data were limited, and the results were
usually presented as cross sections integrated over one of
the kinematic variables. The recent development '3 of the
A beam produced in proton-nucleus collisions allowed
the accumulation of'high-statistics data and also the study
of the dependence of production cross sections on the
atomic mass of the target nucleus (the A dependence).

A A beam line was constructed at KEK by using the
slow-extracted primary proton beam of the 12-GeV pro-
ton synchrotron. The KEK A beam was exploited to
study inclusive A production in proton-nucleus collisions
at the energy region of 12 GeV. In this paper we present
the invariant cross sections for inclusive A production on
three target materials, beryllium (Be), copper (Cu), and
tungsten (W). Data were obtained at three production an-
gles of 3.5', 6.5', and 9.5' in the laboratory. In terms of
the Feynman scaling variable xF and the transverse
momentum pT of the produced A, the kinematic range
covered is 0.2&x+ &0.9 and 0.35 &pr & 1.7 GeV/c. The
polarization of A 's from the tungsten target, which was
measured prior to this experiment, was already reported.

The A dependence of hadron-production cross sections
is of current interest in high-energy physics, because the
interactions of high-energy particles with nuclear targets -:

are expected to provide a unique opportunity to study the
space-time development of hadron-production processes.
Experimental data on the A dependence of A production
in proton-nucleus collisions is scarce and comes solely
from the Fermilab experiment2 at 300 GeV. The produc-
tion of A 's in proton-nucleus collisions is a reaction suit-
able to study the hadron-production process, since it in-
volves the creation of a new quark fiavor (s quark). In

fact, the work of Ref. 2 stimulated several theoretical
models of hadron-nucleus collisions in terms of quark-
parton pictures. The present experiment provides new
data on the A dependence of A production at the energy
region of 12 GeV.

The present results will also be discussed in terms of
Feynman scaling and triple-Regge behavior. Feynman
scaling is a well-known phenomenon in high-energy in-
clusive reactions. The scaling law predicts that the invari-
ant cross section as a function of xy and pT does not de-
pend on the incident energy at the high-energy limit. The
scaling property for charged-particle production in
proton-proton collisions has been studied extensively. "
On the other hand, the scaling property for A production
has been studied exclusively in terms of cross sections in-
tegrated over pr. The results so far obtained seem to indi-
cate that the scaling limit is approached from below and
is reached at an incident proton energy greater than -30
GeV. ' Comparison of our data with the results at 300
GeV as a function of (xz,pT) permits a test of Feynman
scaling for A production.

The triple-Regge model" gives a useful phenomenologi-
cal description of high-energy inclusive reactions. '

Triple-Regge analyses of A production by proton beams
were performed by Blobel et al. ' at 12 and 24 GeV/c, by
Alpgird et al. ' at 19 GeV/c, by Blumenfeld et al. ' at 69
GeV/c, and by Devlin et al. ' at 300 GeV. Although
these data are well reproduced by the triple-Regge model,
the Regge trajectory an't(t) obtained in Ref. 16 is signifi-
cantly different from that obtained in other experiments.
The triple-Regge analysis of our data is useful to elucidate
the discrepancies observed among the previous experi-
ments.

We describe the experimental apparatus and procedures
in Sec. II. The data reduction is described in Sec. III.
Our results of the invariant cross sections are presented in
comparison with other experiments in Sec. IV. The con-
clusions are summarized in Sec. V.
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FICr. 1. Top view of the proton beam line. K2D1, 812, and 813 are bending magnets; Q14 and Q15 are quadrupole magnets;
SEC-A and SEC-A are secondary-emission chambers; STIC is a split transverse ion chamber, which monitors the horizontal beam
position at the center of 813 (Ref. 4); SWIC is a segmented-wire ion chamber; SCREEN s are fluorescent screens.

II. EXPERIMENTAL APPARATUS AND PROCEDURES

The experimental apparatus was already described in
previous publications. ' In this paper we briefly describe
the apparatus with an emphasis on those aspects which
are immediately relevant to the present measurement of
the A production cross sections.

Figure 1 illustrates a top view of the proton beam line
used in this experiment. The proton beam line was at an
angle of 6.5' with respect to the A detection system. The
A production angles of 3.5' and 9.5' were obtained by de-
flecting the proton beam horizontally and restoring it to
the target with two steering magnets (B12 and B13). The
proton beam was focused on the target by two quadrupole
magnets (Q14 and Q15). The beam size at the position of
the target was 6 mm (full width at half maximum) both
horizontally and vertically. The intensity of the proton
beam was monitored by two secondary emission chambers
(SEC-A and SEC-A'). ' The beam intensity was approxi-
mately 1& 10' protons per pulse at 9.5', and 3)& 10 pro-
tons per pulse at 3.5' and 6.5'.

The target materials used in this experiment were beryl-
lium (A =9.01), copper (A =63.54), and tungsten
(A = 183.85). The physical dimension of the targets used
for data taking was 30 mrn wide, 10 mm high, and 20 mm
thick for each of the three target materials. Targets twice
as thick as the above three were used to measure the ab-
sorption effects in the targets. In addition, a large plate of
copper, 100 mm wide, 100 mm high, and 20 mm thick,
was used to determine the fractional number of the beam
protons that struck the target.

A neutral beam was defined by a 1.2-m-long brass colli-
mator placed in the vertical magnetic field of a sweep

magnet (SM). The collimator had a tapered rectangular
hole, 13 mm wide & 11 mm high at the entrance and 15
mm X 15 mm at the exit. The solid angle of acceptance
was defined to be 100 psr at the exit of the collimator.

The A 's were identified by detecting the proton and the
pion from the A ~pm decay. Figure 2 shows a
schematic diagram of the A detection system. The sys-
tem consisted of two spectrometer magnets (D 1 and D2),
24 planes of wire chambers, and five trigger counters.
The magnet D 1 was a large-aperture spectrometer magnet
to measure the m momentum, while D2 was a high-
analyzing power magnet to measure the proton mornen-
tum. Particle trajectories were determined by multiwire
proportional chambers (PC1 and PC2) and multiwire drift
chambers (DC1 to DC4). Each chamber had four signal
planes of X (horizontal), Y (vertical), U (inclined at 45'
with respect to X), and V (inclined at 135' with respect to
X). Scintillation counters (Sl to S5) were used for the
event trigger. The Sl defined the upstream end of the de-
cay region for the A ~pm. decay, and S2 its down-
stream end. The distance of S1 from the production tar-
get was 2.17 m, which corresponded to 3.8 times the mean
flight path of A 's of 8 GeV/c, the average momentum of
A 's in this experiment. The counters S2 to S5 were
placed so as to detect the decay protons from the A de-
cay. The event trigger was generated when a high-
mornentum particle hit S2 through S5 in the absence of
the signal from Sl.

For the readout electronics of the proportional
chambers we used a serial data-transfer system of the
Yale-Tsukuba type. ' The drift chambers were read out
with a conventional system consisting of the LeCroy
DC201A discrirninator and 2770A digitizer. A rnini-
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FIG. 2. Top view of the A detection system. A typical A ~pm event is illustrated.
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TABLE I. The measured number of A —+pm events. The ratio of the number of reconstructed A ~pm events to that of the
triggers is shown in parentheses.

Target
material

Be

(mm)

20
40
20
40
20
40

Target
thickness

(g/cm )

3.70
7.39

17.9
35.8
38.6
77.2

0=3.5'

9 940 (6.4%)

15 S00 (9.8%)

13 900 (11.5%)

Number of events
8=6.5'

8240 (5.2%)
2960 (5.8%)

17900 (7.8%)
11000 (9.4%)
11200 (10.9%)
11 500 (13.6%)

8=9.S'

1650 (1.8%)

2600 (3.1%)

2860 (4.6%)

data-processor Eclipse S/230 associated with a CAMAC
branch highway formed the core of the data-acquisition
system.

During the data-taking runs at each production angle,
the three 20-mm-thick targets were cyclically inter-
changed to reduce the target-to-target errors. When
switching from one angle to another, we made the
copper-target runs at the two angles alternately several
times to reduce the angle-to-angle errors. The data for the
40-mm-thick targets were collected at 6.S'. The empty
target runs were made at each angle.

The absolute intensity calibration. of the proton beam
was made with the help of the activation method of
aluminum foil, which was based on the known cross sec-
tion' for the Al(p, 3pn) "Na reaction at 12 GeV. The
activity of Na was measured by detecting the 1368.5-
keV y rays with a germanium detector. The detection ef-
ficiency of the germanium detector was measured with
standard Co checking sources. The overall uncertainty
in the beam-intensity calibration was 15%.

III. DATA REDUCTION

The data reduction in this experiment can be divided
into four parts: (1) track finding and kinematic recon-
struction of A ~pm events, (2) Monte Carlo calculation
of the detector acceptance, (3) calculation of the invariant
cross sections, and (4) corrections.

A. Track finding and kinematic reconstruction

The kinematics of the A ~pm. decay has the follow-
ing characteristics. The positively charged (proton) track
makes a small angle with respect to the parent A direc-
tion, carrying most of the A momentum. The negatively
charged (pion) track spreads over larger angles with
respect to the A direction, with relatively lower momen-
ta. They form a vertex within the decay region (neutral-
vee events). We took advantage of these features in the
track-finding program, the details of which were
described elsewhere.

Neutral-vee events selected in the track finding were
then processed by the kinematic reconstruction program.
The decay point and the momentum vector of the parent
particle were calculated from two trajectories of opposite
charges. The decay point was defined by a vertex point
having the closest distance between the two trajectories.
The parent particle was traced to the exit of the collima-
tor and back to the target, where the geometrical cuts

were applied. About 15% of the vee events were rejected
by these cuts. In order to remove the y —+e+e contam-
ination, the invariant mass was formed under the hy-
pothesis that a negatively charged particle was an electron
and a positively charged one was a positron. About 10%
of the vee events turned out to be y's. The final selection
of A ~pm events was based on the distribution of the
pm. invariant mass. The mass spectrum had an approxi-
mately uniform background of 2% under the A mass
peak. The background was probably due to errors in the
track finding and also to the E~~n+m contamination,
and was subtracted at each bin of the A momentum. The
number of A ~pm events finally accepted is listed in
Table I.

The A yield in the empty-target runs was at most 5%
of the target-in yield. The empty-target background was
subtracted at each bin of the A momentum.
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FIG. 3. The detection efficiency and the geometrical
acceptance of the A detection system.

B. Monte Carlo calculation of the detector acceptance

The efficiency of the present spectrometer to detect
A 's was calculated with a Monte Carlo method. A sam-
ple of A 's was generated at the target, with a spatial dis-
tribution consistent with the proton beam profile, and
with the direction of motion in an appropriate interval of
angles. The A 's were traced through the collimator to
the decay region, where they were allowed to decay into
the proton and the ~, which in turn were traced through
the spectrometer. The tracing of the proton and the n.
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included the effects due to decay in flight of the n. , mul-
tiple Coulomb 'scattering, and energy loss. The hit pat-
terns in the chamber planes and the trigger counters were
calculated and encoded into binary data of the same for-
mat as the real data. The calculation of the hit patterns in
the chambers was based on the efficiencies and resolutions
of the chambers, which were determined from the real
data by the track-finding program.

The Monte Carlo events were processed by the off-line
program in the same way as the real data. The geometri-
cal acceptance of the spectrometer was defined as the ra-
tio of the number of A ~pm. events in which p and tr
were emitted within the geometrical boundary of the spec-
trorneter to the number of A ~ptr decays which took
place in the decay region. The detection efficiency of the
spectrometer was defined as the ratio of the number of
reconstructed events to that of the A ~pm. decays. The
geometrical acceptance and the detection efficiency are
plotted as a function of the A momentum in Fig. 3. The
geometrical acceptance decreases with the A momentum
below 10 GeV/c because the pion acceptance of the spec-
trometer magnet D1 decreases at lower momenta.

C. The invariant cross section

In terms of the A momentum phb and the production
angle 8 in the laboratory, the invariant cross section is
given by

d CT Elttb d CT

dp' pi, b dpi~bd&

with

d'ty N~(pi. b ~)
(2)

dplabd+ &p&decayRpttecpUNtNtthp b,Q

Here N~(pi, b, 0) is the measured number of A —+pm

events at a given angle and momentum, hp is the momen-
tum bin width, which was chosen to be bp =0.25 GeV/c,
EQ is the solid angle determined by the collimator, e~ is
the detection efficiency of the spectrometer defined in Sec.
III 8, ed„,„ is the probability that the A produced at the
target decays in the decay region, where the proper mean
lifetime of A is given by ca=7.89 cm from Ref. 20, R~
is the branching ratio of the A —+pm decay (0.642 from
Ref. 20), ecpU is the fractional number of the event
triggers that were logged on the raw data tape by the data
processor Eclipse, N, is the number of target nuclei per
unit area, and Nb is the number of incident protons which
struck the target. In the calculation of ecpU the number

of the triggers was corrected for accidental veto rates by
Sl, which were at most 10% of the triggers.

D. Corrections

with

O20~abs (3a)

—L /l~
e,b, (L/l——i L/l2)/(e — —e

)
—L/li

lz —— L /ln(—2R —e

—L/li
(3b)

(3c}

where L is the thickness of the 20-mm-thick target. The
calculation of the 12 and the correction factor e,b, was
made by substituting the interaction length of protons
for the l~. Since the measured values of R turned out to
be essentially independent of the A momentum, we as-
sumed that the absorption correction was independent of
the momentum in the present experiment. The results are
listed in Table II.

The mean free path of A 's, lq, obtained in the above
procedure, coincided with the collision length of protons
rather than the interaction length 0 of protons, as shown
in Table II. If we assume that the collision length of A 's

is equal to that of protons, ' then the above result implies
that elastic scattering as well as inelastic scattering lead to
the absorption of A 's in the target. This is reasonable,
since A 's which are scattered elastically in the target will
have little chance to pass through the collimator, and
hence most of them will not be detected

The effective solid angle of the collimator was evaluat-
ed by taking into account the scattering and absorption of
Ao's in the collimator and the finite spread of the produc-
tion points of Ao's in the target. The collision length of
A 's was assumed to be the same as that of protons, and
the (xF,pz ) distribution in A -nucleus scattering was ap-
proximated by that in the p+p~p+X reaction. The
scattering and finite absorption of A 's increased the ef-

Two corrections were applied to the cross sections ob-
tained in Eq. (2): one is concerned with the absorption in
the target and the other is the effective solid angle of the
collimator.

Corrections for the absorption were made by comparing
the A yields from the 20-mm-thick target and the 40-
mm-thick target. Let cr20 (o'40) be the cross section from
the 20-mm- (40-mm-} thick target, and let R represent the
ratio o40/o20. We assume that the incident protons are
absorbed in the target with a mean free path of li and the
produced A 's with a mean free path of lz. Then the
cross section o that is corrected for the absorption is given.
by

TABLE II. Parameters of the target absorption. Here R ( =o.40/o20) is the measured ratio of the A
yields from the 40-mm-thick target to that from the 20-mm-thick target, and l~ is the absorption length
of protons {Ref.20); the mean free path of A 's, l2, and the correction factor e,b, were calculated from
R and l~ (see the text); l, is the collision length of protons (Ref. 20).

Target
material

Be
CU
W

0.941%0.02
0.853+0.01
0.769+0.01

l)
(cm)

36.7
14.8
10.3

l,
(cm)

30+2
11+2.

6.0+0.6

1.063+0.003
1.17 +0.02
1.30 +0.02

l,
{cm)

30.0
9.3
5.6
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fective solid angle by 12% of the geoinetrical solid angle,
while the finite spread of the A production points de-
creased it by 3%. Therefore, the effective solid angle was
determined to be 109 psr.

In the above context we note that the scattering of A 's

in the collimator also brings about a shift in the momen-
tum spectra of A 's. This effect was evaluated in a simi-
lar way, and it turned out that the amount of corrections
in the measured momentum spectra of A 's was 3% at
lower momenta and less than 1% at higher momenta.

E. Estimation of systematic errors

The errors quoted in the tables and figures of this paper
are statistical only. The major systematic error in the
present measurement is the overall uncertainty in the nor-
malization of the cross sections. This is composed. of the
uncertainty in the absolute intensity calibration of the pri-
mary protons (15%), that in the collimator solid angle
(5%), and that in the detection efficiency for the
A ~pm. decay (5%). The uncertainty in the A detec-
tion efficiency was mainly due to the uncertainty in the
estimation of the chamber efficiencies. Adding these un-
certainties in quadrature, .we estimated the overall normal-
ization uncertainty to be 20%.

Another systematic error is due to fluctuation of the
beam conditions, which introduces the target-to-target
and angle-to-angle errors. This error was estimated to be
less than 7% from examination of the run-to-run repro-
ducibility of the A yield.

IV. RESULTS AND DISCUSSION
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A. The invariant cross sections

Figures 4(a)—4(c) show the invariant cross sections as a
function of the A momentum pi» at the three production
angles. The curves are drawn to guide the eye.

It is convenient to express the invariant cross sections
as a function of the Feynman scaling variable x~ and the
transverse momentum pz of the A . The xz is defined as
xF ——pL /p*, „, where pL, and p', „are, respectively, the
longitudinal momentum of the A and its kinematic limit
in the center-of-mass frame of the incident proton and the
target. Values of xz were calculated under the assump-
tion that the' target was a free proton. Under this assump-
tion, p', „ is 2.2 GeV/c for the incident proton energy of
12 GeV. We note that, given the production angle 8, the
xz and the p~ are not independent variables but are mutu-
ally related. The invariant cross sections as a function of
xz and pT were obtained by binning the data into xz bins
at intervals of 0.1 at each angle 8, with the corresponding
value of pT being calculated from the xF and 8. The re-
sults are summarized in Table III.

B. The A dependence

The A dependence of the invariant cross sections ex-
pressed as a function of xz and pz was analyzed under
the power-law hypothesis:

FIG. 4. Invariant cross sections as a function of phb at (a)
3.5', (b) 6.5, and (c) 9.5'. The curves are drawn to guide the
eye.

3 3

E i (xF,pT, A)=E i (xp,pT, A =1)Ad o. d o. ~(x~,p~)

dp dp
(4)

Figure 5 shows several of the invariant cross sections
versus the atomic mass A on a log-log plot, together with
the fitted lines. This demonstrates that our results are
consistent with the power-law fit. Extrapolation of the
cross sections off nuclei to 2 =1 according to Eq. (4)
yields the cross section for A =1, Ed o/dp (xF,pr,
2 =1).

The exponent a(xF,pT) that was obtained in Eq. (4) is
listed in Table IV, and is plotted versus pT for each bin of
xF in Fig. 6. Also shown are the data at 300 GeV for
comparison. The a(xz,pr ) at 12 GeV agrees fairly well
with that at 300 GeV, and shows a tendency to increase
with increasing pr. The observed agreement of a(xF,pr )
between 12 and 300 GeV implies that nuclear effmts in Ao

production by protons off nuclei are essentially the same
in the energy range considered.

The inodel of Dar and Takagi describes hadron pro-
duction from nuclei at the beam-fragmentation region by
taking into account quark attenuation in nuclear matter in
the framework of the constituent-quark model, and gives
the prediction of a(x~,pT ——0). In order to compare our
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TABLE III. The invariant cross sections as a function of xF and pr. The errors are statistical only, and do not include the overall
normalization uncertainty of 20&o.

XF

8=3.5'

PT
(GeVyc) Be

Ed3o/dp3 [mb/(GeV /c )]
CU

0.35
0.45
0.55
0.65
0.75
0.85

0.34
0.40
0.47
0.53
0.60
0.66

1.79 +0.16
1.33 +0.06
1.01 +0.03
0.607 +0.015
0.318 +0.008
0.132 +0.004

5.9
4.51
3.14
1.90
0.949
0.404

+0.4
+0.15
+0.07
+0.03
+0.018
+0.010

8.9 +0.6
6.7 +0.2
4.62 +0.11
2.88 +0.06
1.39 +0.03
0.628 +0.016

0=6.5'

0.25
0.35
0.45
0.55
0.65
0.75

0.56
0.68
0.80
0.92
1.05
1.18

0.73
0.58
0.316
0.137
0.0467
0.0126

+0.07
+0.02
+0.008
%0.003
+0.0012
+0.0005

3.27 %0.18
2.28 +0.06
1.092 +0.019
0.491 +0.008
0.157 %0.003
0.0445+0.0012

5.3
3.58
1.94
0.799
0.274
0.072

+0.4
+0.12
+0.04
+0.016
+0.006
+0.003

8=9.5'

0.25
0.35
0.45
0.55
0.65

0.90
1.09
1.29
1.49
1.71

0.202 +0.015
0.090 +0.004
0.0204 +0.0011
0.0044 +0.0003
0.00073+0.00010

1.01 +0.06
0.351 %0.013
0.084 +0.003
0.0158+0.0009
0.0033+0.0003

2.03 +0.10
0.66 +0.02
0.164 +0.006
0.0300+0.0018
0.0045+0.0005

IO:
0,4 & XF. ~ 0.5

O
a

(9

E

p =0.4G
(e= 5.5I:

—

p =OSG
(e= 6.5

O,I—

data with the model prediction, the values of a(xF,pr 0)——
were obtained by extrapolating the data points linearly to
pz ——0 at each bin of xF. The obtained a(xz,pz ——0) is
plotted versus x~ in Fig. 7. Also shown are the data at
300 GeV and the prediction of the constituent-quark
model. In view of possible errors associated with the
linear extrapolation of the data points to pr ——0, our re-
sults are consistent with the model prediction.

C. Feynman scaling

As mentioned in Sec. I, the Feynman scaling for Ao

production has been studied with bubble chambers in
terms of the invariant cross sections integrated over pz. . '
We are now in a position to compare the data as a func-
tion of (x~,pT ) between 12 and 300 GeV. We plot in Figs.
8(a)—8(c) the invariant cross sections for A =1 (extrapo-
lated), Be, Cu, and W at 12 GeV as a function of pr at
three typical bins of xF, together with the data for A =1
(extrapolated) and Be by 300-GeV protons. The figures
show that the cross sections at 12 GeV are smaller than
the cross sections at 300 GeV, particularly at high pT.
This indicates that A production by protons does not
reach the Feynman scaling limit at 12 GeV in the (x~,pz )

region covered by this experiment.

TABLE IV. Exponents a{xF,pT) of the A dependence are
shown as a function of xF at each production angle. The errors
are statistical only.

- pT= I.5G
(e= e.s

O.OI:

I

Be

I t i t & I I

IO

CU W

IOO
I I I I I I

1000

Atomic mass

FIG. 5.. Invariant cross sections as a function of the target
mass number A at 0.4(XF(0.5. The straight lines are the
power-law fit.

XF

0.25
0.35
0.45
0.55
0.65
0.75
0.85

8=3.5'

0.532+0.036
0.536+0.019
0.51120.012
0.520+0.010
0.495+0.010
0.519+0.013

a(xF,pT)
0=6.5'

0.667+0.040
0.613+0.017
0.604+0.011
0.592+0.010
0.590+0.012
0.587+0.017

8=9.5'

0.761+0.030
0.664+0.019
0.690+0.022
0.640%0.031
0.617+0.061



INCLUSIVE A PRODUCTION BY 12-GeV PROTONS ON. . . 1867

lo IOO =

(g ) 0 2~XF ~0@ IO= ) 03CXF+0.4

(2

0.5—

I-.
CL

x

~ 0,2&~XFc0.3
This0.3&XF(0.4 '
experimen

~ 0.4&XFc0.5
XF =0.2 Ferrnilab

XF - Q.4 500 GeV

(b) 0.5&XF~+0.8

O

0

Xl
E

O. l =

O.OI =

lo=—

O, I =—

O.OI =—

.4 ~XF CO-5—

OO

~ 0.5&XFc0.6
This0 6~"F 0.7 experiment-

a 0 ~+XF~0.8
o XF= 06
o XF "Q8

I I

l.o
pT (GeV/c)

2.0

D. The p~ dependence

FIG. 6. Exponents a(x~,pT) as a function of pT for (a)
0.2(xp &0.5 and (b) 0.5(x~(0.8. The data at 300 GeV (Ref.
2) are shown for comparison.

O, I =—

8
O,OI =—g

O,OOI =—

O.OOOI

Be
I

W
A= I.
Fermi)
Fermiiab

I

0.4

XF +~0.6—

2.0

A=1

I I i I

OP l.2 l.6
p T (GeV/c)

The pz dependence of the A invariant cross sections
was fit to the phenomenological Gaussian form:

0 C7 —b(x )E
3 (xI;,pr) =E

3 (xF,pz 0)e —— . (5)
dp dp

Figures 8(a)—8(c) show that gross features of our results
are consistent with the Gaussian fit of Eq. (5).

The slope parameters b(xF) obtained in the Gaussian
fit are plotted versus x~ in Fig. 9. Comparison of the

FIG. 8. Invariant cross sections as a function of pz at (a)
0.3&x+&0.4, (b) 0.4(xF&0.5, and (c) 0.5&x+&0.6. The
curves are the Gaussian fit. The data at 300 GeV (Ref. 2) are
shown for comparison.
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data at 300 GeV (Ref. 2) are also shown. The curve is due to
the constituent-quark model of Dar and Takagi (Ref. 7).
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b(xF) for different nuclei at a given xF shows that the
b(xF) is a decreasing function of the atomic mass A, re-
flecting the fact that the pT spectrum at a given x~ be-
comes broader as the A increases. The xF dependence of
b(xF) is also A dependent. The b(xF) for the A =1 ex-
trapolated cross section remains approximately constant
in the measured range of xz, while the b(xF } for nuclear
targets decreases with decreasing xz, the rate of decrease
being faster for higher A.

(GeV/c)' ag(t)
G(t)

[mb/(GeV /c }] X /DF

—3.5 &t & —2.5
—2.5&t & —1.5
—1.5&t & —0.5

—1.75+0. 10
—1.13+0.04
—0.72+0.04

1.8+0.4
2.2+0.2
2.8+0.2

36/19
40/22

109/22

TABLE V. Results of the triple-Regge fit. The a~(t) is the
Regge trajectory and G(t) is the triple-Regge coupling. The
g /DF (g divided by the number of degrees of freedom) are
also shown.

E. Comparison with the triple-Regge model

The triple-Regge model provides a phenomenological
description of the high-energy inclusive reactions. "'
The limit s/M —+00 and M —+Do at fixed t is called the
triple-Regge limit, where s is the square of the center-of-
mass energy, s=(pb+p, ); t is the square of the four-
momentum transfer, t=(pb —p~}; M is the square of
the missing mass, M =(ps+p, —p~); and ps, p„and pz
are the four-momenta of the incident beam proton, the
target proton, and the produced A, respectively. At this
limit, the invariant cross section for A production is writ-
ten as'

r

Ed~a 1 d o G() s

dp ir dtd(M /s) Mz

2a&(t) —1

(6)

where aR(t) is the effective Regge trajectory for the pA
vertex and G(t ) is the triple-Regge coupling.

Comparison with the triple-Regge model was made in
the following way. The A dependence of the invariant
cross sections expressed as a function of p&,~ and 8 was fit
to the power-law hypothesis:

d cT 0'E i (p i~, 8, A)=E
3 (pi,h, g, A=1)A " ' . (7)

dp dp

O. I =

- (a) -l.5+
l(Gey

O.OI =

I I I I I I

The cross sections that were extrapolated to A =1 in Eq.
(7) were binned into three intervals of t, —3.5 & t & —2.5
(GeV/c), —2.5 & t & —1.5 (GeV/c), and —1.5 & t
& —0.5 (GeV/c ), and were fit to Eq. (6) within the range
2 &s/M & 10. Our data are consistent with the fit of the
triple-Regge model, as shown in Fig. 10. The results of
the fit are summarized in Table V. ,

The obtained trajectory aa(t) is plotted versus t in Fig.
11. Other previous results are also shown for comparison:
the A =1 extrapolated data' from the counter experiment
at 300 GeV (Fermilab) and the data' ' from hydrogen-
bubble-chamber experiments. Our data agrees with that
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FIG. 10. Invariant cross sections as a function of s/I at (a)
—1.5&t &,—0.5 (GeV/c), (b) —2.5&t & —1.5 (GeV/c), and
(c) —3.5 & t & —2.5 (GeV/c)'. The lines are the triple-Regge
fit.
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FIG. 11. Regge trajectory a~(t ) in comparison with other ex-
periments: Fermilab 300 GeV (Ref. 16); CERN 12 GeV/c (Ref.
13); CERN 19 GeV/c (Ref. 14); CERN 24 GeV/c (Ref. 13};
Serpukhov 69 GeV/c (Ref. 15).
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to contradict each other, since the triple-Regge model, Eq.
(6), yields the Feynman scaling at high energies; i.e., at the
limit s~ao and pl &&pT, one gets M /s~l xF—and
t~2pr /xF. We note, however, that this approximation
is not adequate at 12 GeV. In fact, for given values of
s/M and t, the pT and xp at 12 GeV are smaller than
the corresponding values at 300 GeV, and the invariant
cross sections show an increase at lower pT. Hence, the
scaling of the invariant cross sections as a function of
s/M and t does not mean the Feynman scaling at 12
GeV.

V. CONCLUSIONS

-2

t f (GeV/c)' l

FIG. 12. Triple-Regge coupling G(t) in comparison with

other experiments: Fermilab 300 GeV (Ref. 16); CERN 19
GeV/c (Ref. 14); Serpukhov 69 GeV/c (Ref. 15).

of the counter experiment at 300 GeV, both of them lying
close to the straight line defined by IC ( 892) and
I('*'(1430), while they show a significant disagreement
with the bubble-chamber data. The coupling G(t) ob-
tained .is plotted in Fig. 12, together with the previous
data. Here again, our data agrees with that at 300 GeV
but disagrees with the bubble-chamber data. We note in
passing that the big difference in G(t) as displayed in Fig.
12 is in effect a reflection of the difference in aR(t ).

Possible explanations of the discrepancy observed be-
tween the counter experiments and the bubble-chamber
experiments are as follows. (1) The discrepancy may be
caused by the difference in the kinematic region. The ma-

jority of A 's detected with bubble chambers lies in the
central region of the Peyrou plot, while the A 's detected
in the counter experiments come from the beam-
fragmentation region, where the triple-Regge model is be-
lieved to be valid. (2) The discrepancy may originate in
the difference in the target materials. Several recent ex-
periments have revealed that the cross sections for in-
clusive hadron production off nuclei, when extrapolated
to A =1 by the power-law fit, do not reproduce the cross
sections from hydrogen.

The agreement of att (t) and G(t) between 12 and 300
GeV implies that the invariant cross sections scale as a
function of t and s/M . On the other hand, as discussed
in Sec. IV C, the scaling of the invariant cross sections as
a function of xF and pT (the Feynman scaling} does not
reach the scaling limit at 12 GeV. These two facts seem

The invariant cross sections for inclusive A production
by 12-GeV protons on beryllium, copper, and tungsten
were measured at 3.5', 6.5', and 9.5'. The kinematic
range covered is 0.2 & xz & 0.9 and 0.35 (pT & 1.7 GeV/c.
The conclusions of this experiment can be summarized as
follows.

(1) The A dependence of the invariant cross sections is
fit to the power-law hypothesis A . The obtained ex-
ponent a(xF,pz ) agrees with that at 300 GeV, and tends
to increase as the pr increases. The exponent
a(xF,pT ——0) that was obtained through an extrapolation
to pz ——0 is consistent with the prediction of the
constituent-quark model, although more precise data are
needed to draw a definite conclusion.

(2} Comparison of the invariant cross sections as a
function of (xF,pz) between 12 and 300 GeV indicates
that A production by protons does not reach the
Feynman-scaling limit at 12 GeV.

(3) The pT dependence of the invariant cross sections is
—bp&

2

fit to the Gaussian form e . The A dependence of
the slope parameter b(xF) is observed.

(4) The triple-Regge behavior of the A =1 extrapolated
cross sections agrees with. that obtained in the counter ex-
periment at 300 GeV, while it is significantly different
from the results obtained in hydrogen-bubble-chamber ex-
periments.
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