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An important class of interference terms is included in the ABFST multiperipheral model by adding an
extra term to the inhomogeneous term and to the kernel of the integral equation. This additional term
corresponds to the contribution to the 2-to-4 cross section from interchanging one or two pairs of particles
from two different vertices. It is found that these interference terms change only slightly the position of the
output vacuum pole, although they give a non-negligible contribution to the four-particle production cross

section.

I. INTRODUCTION

NE of the popular approximations of multipe-

ripheral models is to neglect interference terms
arising from the overlap of amplitudes with different
particle orderings along the multiperipheral chain.
Supporting, but not proving, this assumption is the fact
that the multiperipheral amplitude is largest when the
longitudinal momenta are ordered according to the
particles’ position along the chain.

Recent calculations™® with the ABFST multipe-
ripheral model,* the only multiperipheral model without
arbitrary normalization of the kernel, have found the
kernel to be too weak by a factor of 2 to 5 to explain
the intercepts of Regge trajectories. These calculations
neglected all interference except that inherent in a
2-to-2 process.

Because of the basic assumption of the multipe-
ripheral model, we expect interference terms to be
inversely ordered in importance according to their
complexity. In this paper we study the effect of in-
cluding in the model the “next order” interference. This
is incorporated in the model by adding the interference
terms from the 2-to-4 cross section to the kernel of the
integral equation.

We find that including this interference has only a
small effect on the position of the output vacuum pole;
this, however, does not mean that for high-multiplicity
production cross sections interference effects are
negligible.

Since interference terms in the ABFST multipe-
ripheral model have their origin in Bose statistics of the
final-state pions, we begin in Sec. IT by studying the
effects of symmetry on production amplitudes (ignoring
isospin until Sec. IIT); we then derive the modified
integral equation and a formula to measure the effect
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on the position of output Regge poles when a certain
class of interference terms is included. Isospin is then
properly taken into account in Sec. ITI. Section IV
discusses the 2-to-2 7-r amplitudes that we use as input.
We discuss the results in Sec. V. In the Appendix, we
discuss four-particle phase space and the kinematic
variables used in our calculation.

II. MODIFIED INTEGRAL EQUATION
FOR ABSORPTIVE PART

In this section we consider pions to be isospinless.
The basic assumption of the ABFST multiperipheral
model is that the amplitude for two pions to go to »
pions (# must be even because of G parity) is given by

Tn(PbP% e }Pn; P%Pb)
=[(g2—p)(g22—1?) - - - (qn/2y—12—n2) ]!
XTo(pr,p2; Daq) Tops,pa; —qu,q2)- - -

XTo(pnt, Pn; —qnin—-1, p3), (2.1)

- where

2¢ ’
qi:z Pi—Pa,
=1

u is the pion mass, and Ts(pr,p1; ¢i,g;) is the off-shell
2-to-2 m-w scattering amplitude. A diagram illustrating
the variables and Trepresenting Eq. (2.1) is shown in
Fig. 1.

If we neglect all interference terms due to different
orderings of the final-state particles, then the amplitude
in (2.1) may be successfully squared and integrated to
get the 2-to-n cross section. However, since pions obey
Bose statistics, (2.1) is not a proper amplitude. A

Pp P2 P53 Py Pn-i Pn

Pa 9n Pp

F1c. 1. Schematic representation of Eq. (2.1) for the 2-to-n
amplitude, showing factorization and momentum assignment.
Each blob is an off-shell 2-to-2 amplitude.
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F16G. 2. 2-to-2 cross section.

properly symmetrized amplitude is

Mo(ppor- - bws pent) = . Tul®(p); ), (22)

where ®@.;({p;}) is the ith permutation of the set of #
momenta (p1,p2,. - ., pn). The 2-to-n cross section is

1 1
o2>n(s)= — | d®,
IN(s,ma2,mp?) (2m) 34 n!

XEE To@:((2:)); pop) "

x[k"g T@({2); pet)], (2.3)

where s is the c.m. energy squared and ®, is the »-
particle phase space and is given by

¢"=1~1:Il [/d41>-' 5*(;1752—%2)]5"(1%-!-[%—2”: pa). (2.4)

=1

The factor 1/z! in (2.3) comes from normalizing the
final-state vector or, equivalently, from integrating
only once over the distinguishable region of phase
space. Since the p,’s are variables of integration, (2.3)
may be rewritten in the unsymmetric form

a2>n(s) =

1
[ i®,
2I\(s,mo2my?) (2m)3n—4
XTw*(P1,02, - - «sPn; DarDs)

x[:gl To(@s({(2); put)]. (2.5

The usual assumption of the ABFST model is that
only those 27/? permutations corresponding to inter-
changing pions from the same vertex are kept in (2.5).

o5 MEZEKXXX
X

Fi1c. 3. The terms in ¥ from the permutations of D.
We call this sum the uncrossed diagram.

5 Throughout the rest of this paper, we call this the “standard
assumption.”
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F16. 4. (a) One of the terms from the class C; the other 15 terms
are represented by interchanging two intermediate lines from one
of the four vertices. (b) Sum of all 16 terms of C. We call this the
single-crossed diagram.

With this assumption, the 2-to-# cross section becomes

o.2—>n(s) — n

2N(s,mq2,my?) (2m)3n—4 / a
XT5*(p1,p2; parg) [ To(p1,02;5 parq1)+T2(p2,p1; pasgr) ]
X (g2 —p2) 2 T2*(ps, a5 —q1, q2)

XLTa(ps, pa5 —q1, g2)+To(ps, P35 —q1, g2)]
X(g22—p2)=2X + + + X[qnymy—12—u212
XTo*(pa—1, Pn; —qn/2-1,00)

X[To(pn-1, pn; —qnrm—1, pv)

+To(pny Pn-15 —qns2-1, pv) 1.

This leads to the usual integral equation* for the for-
ward absorptive part of the elastic amplitude with the
kernel being proportional to the 2-to-2 cross section.
This 2-to-2 cross section is schematically represented
in Fig. 2. For n=2, (2.5) is identical to (2.6). But for
n=4, (2.5) has additional terms not contained in (2.6).
It is these additional interference terms to the 2-to-4
cross section with which we are primarily concerned.
For each production cross section a general class of
interference terms will be included in the model when
we add these 2-to-4 interference terms to the previous
kernel.

For n=4, there are 24 permutations in (2.5). This set
of 24 permutations may be separated into three con-
venient classes by defining the set of permutation oper-
ators D={1,512,534,512534}, where I is the identity
operator and .S;; is the operator which interchanges the
iand jindices. Then {®:} =D+C+ X, where C=DS»;D
and X= DS13524. The sets D, C, and X contain four, 16,
and four permutations, respectively. Notice that apply-
ing any of the operators in D does not change the expres-
sion for ¢1=p14pa—po=po—ps—ps; this is why this
particular decomposition of {®} is useful here.

The terms in ¢2>* from the permutations of D are
exactly those included in the ABFST model under the

(2.6)

F1G. 5. Sum of all four terms
in X. We call this the double-
crossed diagram.
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From these equations, we easily see that the antisym-

metric part of the 2-to-2 amplitude gives zero contribu-

tion. Therefore, we can express (2.8) in terms of the

symmetric 2-to-2 amplitudes, M5, defined by Eq. (2.2).
F1G. 6. Schematic representation of the integral equation for At this pom?, 1t 15 also.convel}leqt to .SWItCh f‘rom mo-

the forward absorptive part of the elastic amplitude under the ~Mmentum variables to kinematics invariants. Since each

“standard assumption.” 2-to-2 amplitude has one particle off shell, it is a function

of three invariants. As in the Appendix, we define

“standard assumption.” These four terms are shown in

Fig. 3. One of the 16 terms in C is shown in Fig. 4(a); 5= (pit0i)%  tia=(pi—pa)?, (2.9)

the other 15 terms are obtained by interchanging two tw=(ps—p1)%, m=q%, for v=DC,X. )

final-state particles from one of the four vertices. We

represent the sum of all these 16 terms of C by Fig. 4(b). We may rewrite (2.8) as

The sum of all four terms from the class X is represented

by Fig. 5. These interference terms from classes C and o2 4(s) = 1P
X are t.he terms not included under the standard °° 2N(s,m2,my?) (2m)8 !
assumption.
If we define % | M o(s19,010,7D) | 2| M o(534,t40,7D) | 2
2
gp=p1+pa—7Pa, gc=pr1+ps—pa, 9x=ps+ps—pa, 2.7) 4(rp—p?)?
and use the abbreviated notation T'isap=T(p1,ps; (2.10a)
Paqp), €tc., then we may write 1 1
24— 24 24 24 oo (s)= /d‘i’
whee 0 oo Asmtmt et ] i) (re—u)
o p24(s) = 1 /d‘b 1 XM 2*(512,/10,7D) M 2* (534,145, 7D)
D - 4
2)\(s,ma2,m,,2) (2,".)8 (qDZ_”z)Z XMg(sl;;,lla,Tc)M2(824,t4b,Tc) , (210b)
XT12,a0™(T12,a0+T21,00) 1
4(s) = a®
X Tss,-p6*(Tas—pot Tis—pv), (2.82) % ©) 2\(s,m 2my?) (2m)8 / 44(7'1)—;12)(11( —u?)
o2 4(s) = 1 /d@ 1 XM o*(s12,t10,7D) M 2* (534,845, 7D)
- 4
2N\(s,ma%,my?)(2m)" (gp*—w)(gc*—1p?) X M a(s1a,ton,7x) Mo(S34,130,73) - (2.10¢)
X (T12,a0*+T21,a0%) In the Appendix, eight invariants are chosen as inde-
X (Tsu—p5* +T15—06™) (T13.00+ Ts1.00) pendent, and expressions for all the others are derived
' ' ' ' in terms of these eight. The four-particle phase space is
X(T24,—co+T12,—cv), (2.8b) also expressed in terms of these independent variables.
1 1 Having found the corrections to the 2-to-4 cross
ox?>4(s) = / d®; section, we proceed to investigate the correction to the
2N(s,ma2my?) (2m)8 (gp*—uH)(gx*—n?)

XT12,ap*(T12,—x3+T21,—xb)
X T34,-pb*(T3a,0x+Ta3,0x). (2.8¢) (a) or
(- K3
+ + +

F16. 8. (a) Diagrams not generated by the kernel of this paper.
F1c. 7. Schematic representation of modified integral equation  (b) Diagrams generated by the kernel, which give a larger con-
. when interference terms from classes C and X are included. tribution than the diagrams in (a).
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total cross section due to including these effects in the
integral equation. The integral equation for the forward
absorptive part of the elastic amplitude under the
standard assumption is schematically represented in
Fig. 6. We modify this integral equation by adding the
interference terms C and X to the kernel and to the
inhomogeneous term. This modified integral equation
is schematically represented in Fig. 7. At this point it
should be mentioned that this new kernel cannot gener-
ate diagrams of the form shown in Fig. 8(a). However,
because these diagrams involve interchanging lines
from non-neighboring vertices, they are expected to give
a smaller contribution than the diagrams of Fig. 8(b),
which can be generated by this kernel. Our kernel also
cannot generate diagrams of the form shown in Fig.
9(a). This diagram may give a comparable contribution
to the diagram of Fig. 9(b), since both diagrams involve
crossing four lines into their neighboring vertices.
Diagrams of the form of Fig. 9(a) can be included by
adding further terms to the kernel. If we want to in-
clude all interference terms, then the kernel is actually
an infinite series. It is hoped that the magnitude of
this first modification gives an indication of the rate of
convergence of this series.

To study the effect on the position of the output poles
from changing the kernel of the integral equation we
examine the diagonalized integral equation, which can
be written as?

0
FI(r,7") =F0"(r,'r')+/ d7"FI(r,7" K’ (",7),

(2.11)
where
1 1 °
K/ (r,7)=—X / ds
163 (7—u?)? Sy
Ns,u?u?)e THDnten g (s)
, (2.12)
J+1
with

coshn(s,7,7) =(s—7—7")/2(v7')1/2,
Na,b,c) = (a®+b2+c2—2ab—2ac—2bc) /2,

and o(s) is the m-7 cross section to be included in the
kernel. For our case, we have (see Fig. 7)

o(s) =02>%(s)+Foc?>4(s)Fox?4(s).  (2.13)

Because we are concerned with the relative effect of
including a correction, we will avoid all intricacies of
solving the integral equation. For the Fredholm de-
terminant D(J), whose vanishing determines the pole
position, we use the trace approximation, i.e.,

D(J)zl—/dr K7 (7,7). (2.14)

By making certain approximations, Chew, Rogers, and
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(a)
I'tc. 9. (a) Diagram not
generated by the kernel of this
paper. (b) Diagram generated
by the kernel, which may give
a contribution comparable to
that in (a). ()

Snider? found a particularly simple expression for the
trace for J near 1. It gives

D(J)=1=-2R/J(J+1)(J+2), (2.15)
where

1 Smax

R= — ds a(s). 2.16

on ), dso (2.16)
The approximations are (a) the trace approximation,
(b) neglecting the high-energy tail of o¢!(s) [in our
calculation we set o°!(s)=0 for s>3 GeVZ], and (c)
neglecting the pion mass in doing the 7 integration.
Besides these approximations, there was also the choice
of off-shell prescription. As in Ref. 2, we let the off-shell
continuation be completely contained in 6, the c.m.
scattering angle, i.e.,

Mz(s,e)off_sheu=M2(S,0(S,f,7’,r,)). (217)

This prescription leads to a simple relation between the
two-particle contribution to the kernel and the w-w
elastic cross section. Other equally plausible prescrip-
tions lead to less-manageable relations. For the four-

Fre. 10. Various kinematic

invariants.
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particle contribution to the kernel, we calculated its
magnitude when the external lines are on shell.®

Finally, from Egs. (2.16) and (2.13) we see that a
measure of the effect on the position of the output pole
by including interference terms is

AR._ 2->4 2->4 22
== / BLoc ) +oxt)] / / ds o*%(s). (2.18)

III. INCLUDING ISOSPIN

We now consider the problem of isospin alone. Later
we will see how to take into account both isospin and
statistics. The kinematic invariants for all three dia-
grams are shown in Fig. 10. We work out the procedure
in some detail for the uncrossed diagram; the procedure
is the same for the crossed diagrams. The isospin
indices for the uncrossed diagram are shown in Fig. 11.

Following the notation of Chew and Mandelstam,’
and defining T; to be the 2-to-2 amplitude at the ith
vertex, and for each 7 defining 4, B;, and C; to be three
independent amplitudes at the ith vertex, we have

T1(s12,t10,7D) =A 10078 er+B16aedsr+Crdarders ,
T11(s34,ta5,7) =A 1180784+ B1106,07;1-C1108;05, ,
Tr11(s38,t45,7D) = A 1110610 9;+B11166608;+Cr1116ci001
Trv(s12,t10,7D) =A1v0ander+Brvéaedur+Crvoarden,

(3.1)

where 4’s, B/s, and C;’s have the same arguments as
T?s. The individual vertex amplitude of a definite
isospin in the ¢ channel is given by

(T:)o=3B:+4:+C;,
(Th=4.—C,,
(T3)e=A:+Cs,

where the subscript outside the parenthesis refers to the
t-channel isospin at the ith vertex.
The 2-to-4 amplitude squared is given by

| T2 =X [T1*T1:*T1iTv/(rp—u??],

where the sum is over all nonexternal isospin indices.
The expression | 7|2 has 81 terms and can be written as

l TI 2=[1/(TD_#2) 2](14 Babacd+Baﬂd6bc+C‘;acabd) y (3'3)

where 4 has 30 terms, B has 20 terms, and C has 31
terms. As we are mainly interested in the change in the
position of the output vacuum pole, we consider only
the case in which the isospin in the ¢ channel is zero.
This gives

| T|21,=0=L1/(rp—1H*](BB+A4+C).

¢ This is an approximation, since using Eq. (2.17) for the 2-to-2
amplitude to calculate the 2-to-4 cross section does not lead to a
2-to-4 cross section that is independent of the mass of the external

pions.
7 G. F. Chew and S. Mandelstam, Phys. Rev. 119, 467 (1960).

3.2)

(3.4)

SNIDER AND D.

M. TOW 3

From isospin conservation we also know that

[ T|%1=0=[1/(rp—13)?*Ia(T1)o*(T11)o*(T111)o( T1v)o
F0(T1)o*(T1r)e*(T111)2(T1v)o
+b0(Tr)2*(T11) o™ (T111)o(Trv)2
Fe(TD)1*(T11)o*(Tran)o(T1v)1
Fe(T1)oe*(T10)1*(T111)1(T1v)o
FAT ) *(T1)1* (T 1(Trv)a
Fe(TD)*(T10)1*(T11)1(T1v)2
Fe(T1)1*(T1n)2*(T11n)2(Tv)s

Ff(T1)2*(T11)e*(T110)o(T1v)2].  (3.5)

Since (3.4) and (3.5) must be true for all 4.’s, B/s,
and C/’s, we can equate the two expressions and thereby
determine the unknown coefficients in (3.5). We find?®

a=%, b=5/9, c¢=%, d=1, e=5/3, f=25/9. (3.6)

Similarly, we can derive analogous equations for the
two crossed diagrams. The single-crossed diagram is
given by

[T[%1,=0=[1/(rp =1 (re—u?)]
XE(T1)o*(T10)o*(T111)o(T1v)0
F+G/)(T1)o*(T1r)2*(T111)2(T1v)o
F+/9)(T1)2*(T11)o*(T11r) o T1v)2
—3(T)1*(T11)o*(T11)o(Trv)1
—3(TD)* (Tt *(T1n)1(Tv)o
+3(T)1*(T10)1*(T110)1(Tv)s
+G/6)(T0)*(Tr)1*(T1i)1(T1v)e
+(5/6)(T)1*(T11)2*(T111)2(Tv)1
4+ (5/18)(T1)*(T11)o*(Tr11)2(Tv)2], (3.7)

where

T1=T1(s12,t10,7D)
T11="Tr1(s34,t45,7D) ,
Trrr=T111(s24,tav,7¢) 3.8)

Trv="T1v(s13,t10,7¢) -
The double-crossed diagram is given by

| T|2r=0=[1/(rp—p}) (rx—u?)]
X5(TD)*(T1)**(T111)(T1v)°
+3(T)"(T 1) ™ (T111)°(Trv)
F3(T) ™ (T1)**(T110)Y(T1v)°
+3(T) ™ (T1) ™ (Trm) {(Trv)*
+(&/N(T1)*(T10) ¥ (T111)*(Tav)?
+(5/9)(T)*(T10)**(T111)(T1v)°
—(&/6)(T)*™(T10) ™ (T1an) (T1v)?
—(5/6)(T0)*(T1) ™ (T1a)X(Trv)}
+(5/18)(T1) ¥ (T11) ™ (T11n) 2(T1v)?],
8 Equation (3.5) is also true with the same coefficients as those
of Eq. (3.6) if the isospin indices are taken as s-channel isospins.

The freedom of interchanging s- and #-channel isospin indices
occurs only for the uncrossed diagram.

(3.9
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Fic. 11. Isospin indices for the
uncrossed diagram.

where the superscript outside the parenthesis refers to
the s-channel isospin at the ith vertex and

T1=T1(s12,}14,7D) ,

TII = TII(S34)t4b)TD) ) (3'10)
Tir1="Tr111(s12,t26,7%) ,

T1v="Tr1v(s34,l30,7x) .

Combining the results of this section and Sec. II,
we see that to include both isospin and statistics just
means that we should replace the numerators of Egs.
(2.102)-(2.10c) by the terms in the brackets in Egs.
(3.5), (3.7), and (3.9), respectively. Of course, the ?-
channel isospin will now appear as an index in Egs.
(2.11)-(2.16) and (2.18).

IV. =-= AMPLITUDES

From Eq. (2.10) and the discussion in Sec. III, we
see that we need as input the 2-to-2 7-r amplitude for
all three isospins with one of the pions off shell. As was
discussed in Refs. 1-3, the low-energy contribution must
be the dominant contribution in generating the output
poles. Therefore, in this paper we input only .S waves
(both I=0and I'=2), P wave, and D wave (=0 only),
and leave out the Pomeranchuk tail by setting the
amplitudes equal to zero for s>3 GeV2.

For the P wave and D wave, we use Breit-Wigner
terms with widths equal to 140 MeV and with m,="765
MeV and m;=1260 MeV as their resonance masses,
respectively. Since these two partial-wave amplitudes
must behave near threshold as k2*! where & is the
magnitude of the c.m. momentum, we multiply the
Breit-Wigner terms by

k?(s) Q@H1/2 4SR (2l+1)/2
< s ) <SR—4y2> ’

where sp=m,? and /=1 for the P wave, and sgp=m/*
and /=2 for the D wave. The factor (4.1) is chosen
such that it is normalized to unity at the resonance
mass and has constant asymptotic behavior.

For the S waves we use the phase shifts shown in
Figs. 12 and 13.° Because of the uncertainty in the /=0
S-wave phase shift, we have used two different forms.
The form (§,°)1 corresponds to a broad resonance at the
mass of the p. The (8,°)11 does not correspond to a
resonance, but rather it asymptotically approaches 90°.

(4.1)

9 We thank Robert D. Mathews for suggestions on the phase
shifts.
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All these S-wave amplitudes have scattering lengths
near the current-algebra values.!® Since there is some
indication!!''? that the S-wave off-shell scattering
lengths may be larger than the on-shell values, we also
tried S-wave partial-wave amplitudes with scattering
lengths increased by a factor of 3. We find that although
for small s the 2-to-4 cross sections become larger, all
essential features of our results remain unchanged.

V. RESULTS

Using Monte Carlo integration, we calculated the
2-to-4 cross sections for 7;=0 from the classes D, C,
and X. The results for classes C and X are shown in
Figs. 14(a) and 14(b), respectively. As is expected,
class C in general gives a smaller contribution than
class X, since the former splits up the resonances. The
result for class D and the sum of the results for classes
Cand X are shown in Fig. 15. We see that for low energy,
the contribution of the interference terms is not negli-
gible. But as the energy increases, the crossed terms
drop off faster with s than the uncrossed term, because
at high s the momenta of the final particles can be very
different, and so interchanging two such momenta can
greatly increase the momentum transfers. We also find
that the two different forms of §,° do not give rise to
different results until s gets large, when (5¢°)1 gives a
small amplitude, whereas (8,°)11 gives a large amplitude.

To calculate the effect on the position of the output
vacuum pole, we calculated ARo/R°! defined in Eq.

J5 .(GeV)

83 (deg)

F1G. 13. 8¢ as a function of s1/2.

10 S, Weinberg, Phys. Rev. Letters 17, 616 (1966).
11 G, Wolf, Phys. Rev. 182, 1538 (1969).
12 F. Wagner, Nuovo Cimento 64A, 189 (1969).
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input, and dashed curve uses (5% 11. (a) a¢?”4(s). (b) oxZ4(s).

(2.18), where the subscript specifies the {-channel
isospin. We find

AR,  (0.06, if (8,°)1 is used

=~ (5.1)
Rl 10.08, if (8¢%)11 is used.

Using the numerical calculations of Ref. 1, we find!?
that corresponding to this 6-89, increase in the kernel
strength, the output vacuum pole changes only from

ar—=0.30 to ar—9=0.33. (5.2)

The smallness of this correction to the kernel indicates

LN R B S N S I BN R L

IS IS SN |

o*~*(mb)

e

10
s (Gev?)

Fi6. 15. op¥4(s) and o¢¥™4(s) +ox24(s) for I,=0. Solid curves use
(8% 1 as input, and dashed curves use (5¢%11.

18 We could have used Eq. (2.15) to calculate the position of the
output pole. However, because of the approximations used in
deriving (2.15), this method of calculating output pole position
is not so accurate as the numerical calculation of Ref. 1.
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that the infinite series of the kernel (as discussed in
Sec. IT) most probably converges rapidly.

Our relative magnitude of the interference terms to
the noninterference term in the 2-to-4 cross section is
probably consistent with the recent result of Jurewicz
et al.,'* who found that the contribution to the cross
section from the set of all interference terms for the
reaction 7tp — p 3nt 2r~ at 8 GeV/c is about 809, of
the contribution from the noninterference term. We
expect their effect to be much larger than ours because
there are more interference terms for =6 than for
n=4, and because they include all interference terms,
whereas we include only a subset (although the im-
portant subset).

That interference terms are important in calculating
n-particle production cross sections but not important
in calculating the position of the output vacuum pole
is understandable because

o,total(s) =Z 0'"(8) o< s("‘1=0”1> s (5.3)

which shows that a small change in ar—o can give rise
to a large change in ¢7(s) for large s.

In conclusion, although the inclusion of interference
terms can greatly increase #-particle production cross
sections for large #, it does not alter appreciably the
positions of the output Regge poles. Therefore, another
mechanism must be sought to strengthen the kernel of
the ABFST multiperipheral integral equation. One
possible mechanism is the inclusion of K-meson
exchange.
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APPENDIX: PHASE SPACE AND
KINEMATIC VARIABLES

Although n-body phase space has previously been
worked out by others, for completeness we include a
discussion of four-body phase space in this appendix
[most of the material in this Appendix was worked out
by one of the authors (D. R. S.) in collaboration with
Terence Rogers]. We define #-body phase space as

2=T1| [a9.tp2=m) oot pr= 5. (aD
=1 =1
Two-body phase space may be written as

A(s,m1%,ma?)
Bo(s; ma2,ms2; mime?) = ——8———— aQ
s

1 ,
=— [dl A2
AN(s,m4%mp?) / a, (A2

" A. Jurewicz, L. Michejda, J. Namyslewski, and J. Turnau,
Warsaw report, 1970 (unpublished),
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where

s=(pat2v)% Na,b,c)=(a?+b+c2—2ab—2ac—2bc)'/?,
dQ=d cosbd¢,

and 0 and ¢ are the scattering angles in the c.m.
system.

We want to consider four-particle phase space as a
nested set of two-particle phase spaces. The kinematic
variables are shown in Fig. 16. For this purpose we
define

Pi=3 pj, v=P¢

=1

and (A3)

gi=Pi—pa, ti=g¢’.

We will now show that the four-body phase space can
be written as

Bo(patpo — pat-P3)Po(patgs — ps+Ps)
X®Bo(patge— pr+p2),

with extra integrals over v, and v;. We start at the p,
end and lump the other three final-state particles
together by using

3 (prtpetpstpa—pa—1bs)

= / d*Ps3 §*(Ps+pa—pa—p5) 04 (p1+patps—Ps)

/d4P3=/d'03/d4P3 5+(P32—1)3).

Inserting these into Eq. (A1) for &4, we obtain

and also

‘1’4=/d113|:/d4p3 6+(P32—v3)/d41)4 5+(P42_m42)‘
X54(P3+P4—Pa~ﬁb)j||i/d4?1 5t (p12—my?)

X/d4p2 5+(P22_m22)/d4p3 5+(p32_m32)
X54(P1+P2+P3—113—Pa):|

=/dvs By(Po+po— Ps+pa)
X_‘I’s(Pa'l'q.z—’ pr1tpatps).

Now for fixed P; (and hence ¢gs) we repeat this step for
®;. That is, we use

34 (prtpatps—pa—qs) =/dvz/d4pz 5 (P2*—v2)

X4 Pat+ps—pa—qs)6*(p1tps—Ps)

1003

Fi1c. 16. Description of assignment of momenta
and kinematic invariants.

to get
Bs(pat-gs — p1t+patps)

=/d7)2 Bo(pat-qs — Potps)Pa(pat-ga— p1+p2).
This gives for ®; (when the ®’s are expressed in terms
of invariants)

B4 (s; ma?,mp2; Ma2, Mo M52 M %)
=/dv2/dv3 By(s; ma2,mp?; v3,m42)

X B2(3; Mm%, ls; Va,ms®) Po(v2; Motz ma®yms?) .

We evaluate each ®; in the c.m. frame of the system it
describes to get

N(s,v3,m.42) N (v3,v2,m352)
= / dog— f % / o
8s 8'1)3

N(vg,mi%,ms?)
X / " / . (A4)

8’02

Here 6; is the angle between P, and p, in the c.m. frame
of g;41 and p,, and ¢; is the azimuthal angle between P;
and p;y» in the same system; ¢s is an irrelevant angle.
For each dQ the range of integration is 4, and for the
’s the range is where all the N’s are positive.

We could have used the other form of two-body
phase space, Eq. (A2), to get

® / dv 3dt3({¢3 / d‘vzdtzddig
4 =
AN(s,ma?ma?) J AN(v3,t3,m0%)

/ dtidey
X[|——,
4)\(‘1)2,152, m.ﬁ)

but now the range over the #’s is more complicated. To
calculate the range in # for fixed v;11, v;, and #;1, we

(A5)
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use the equation

Vip1 (Vi1 2ti— a2 —tip1—Vi— 12+ (Mo —tiyr) (Vi—miga®)
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(A6)

cosl;=

and set cosf;=1 and —1.

We need to be able to express any kinematic variables
in terms of those chosen here. In particular we want to
find expressions for the various Mandelstam invariants
in terms of the set of v’s, s, and ¢’s. The first step in
this is to express the two-particle “subenergies” ss5 and
s34 of Fig. 16 in terms of this set.

Consider the diagram in Fig. 17. Now, ¢;_; is the
azimuthal angle for the two-body reaction ¢;+po—>
pi+P;_1. That is, it is the azimuthal angle between P;_;
and p;41 in the frame where P;=p,+q;=0 and where
P. is along the +2 direction, as shown in Fig. 18. From
an examination of this we see that the two-particle
subenergy si 1= (pi+ps11)? is a function of ¢;. To
find this function we write

Si,it1= (Pt piz1)?=Piy1—Pi1)?
=031+ 01— 2P 31°P; 104-2| Piya | | Py
X (cosy cosf;_1+siny sinf;_1 cos;_1),

(A7)

where we have introduced the angle ¢ shown in Fig. 18.
To find ¥, we use

tip1=qep1*= (gt payr)  =titmip*+2¢.°ps 1
+2|qs] [ pea| cosy.
For these two equations we need a number of energies

and three-vector magnitudes in this frame of reference.
In general, if

(A8)

k1:!:k2=k3, k3=0, and ki2=x,- for ’L=1, 2, 3,
then
x1+x3— %2
|| = ko] =N(w1,%0,25) /24512, kt®= ———,
2x3”2
and

Xot+x3— %1
k= ——]).
YERIL
In our case we have
Pia+pi=P;, Pia—pina=Pi patq=P

Since we know all the momentum squares, we have the

Pi=0.

P;:
l|+l

di-1

Pa gi di+l

F16. 17. General kinematics.

H

A©i1,Ma? tir )N (Vi 1,05,Mi41%)

needed energies and three-momenta to find cosy, and
therefore s; 41, in terms of ¢;_1.15 After some algebra,
from Eq. (A7) we find

Si,641=Vip1 051
—Det(4)+2[G(0:—)GW) ]2 cosi

Az(vi,maz,ti)

, (A9)

where

G(8:i—1) =G (v bi1,ma2 .0 1,m.2)
and

GW) =G(vi,tir1,ma?tiyviy1,mi11%)
with G being the Kibble function, given by

G(s,t,a,b,c,d) =st(—s—t+a+b+c+d)
—s(a—c)(b—d) —t(a—b)(c—d)
—(ad—bc)(a+d—b—c).

The matrix 4 in Eq. (A9) is

2v; vtma2—1; V01— M
A= |vitml—t; ma’ Vg1t ma® —lip |
vitvi1—m?  viitmal—lia 0

Next we would like to express all other two-body
invariants in terms of our basic set, now taken to be
s, Vs, 11, b2, I3, Sa23, S34, and of course s. Once we have found
the three-particle invariant sy34= (p2+ps-+p4)? which is
like vs but on the opposite side, the remaining two-
particle invariants come simply. To find ss34 We com-
press ps and p4 together. Figure 19 shows this and sas4

|
ol
¢

Pis = Pisl

7|
loed D
<

$i-)

X Pa
F1c. 18. Deﬁnifion of variables in frame where P;=0.

15 Another method for finding the expression for cosy is to use
an analogy with a c.m. scattering angle 9. In general, to find cosé
in terms of s, £, and the four masses, one uses ko+ks=K=Fo+ka,
K=0, s=K2, t=ka—Fk., and 6 is the angle between k. and k..
From Figs. 17 and 18 we have pa+tgi=Pi=Pia+(—pin1),
P;=0, v;=P2, tiy1=(pa— Piy1)? and ¢ is the angle between p.
and P Therefore, if cosd= f(s,,mam?,mdma?, then
cosy = f (Vi big1,Mlts,0i41,Miy1%).
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Fic. 19. Diagram for calculating ss34.

in relation to the known variables. From this figure we
see that the calculation of ses4 is completely analogous
to the calculation of s;,..1. We immediately write the
answer:
—DE'CA'-I-Z(G1G2)1I2 COosg1
Seza=s+m’>+ ’
N2(vg,m42,t2)

(A10)

INTERFERENCE TERMS: ..

1005

where
G1=G(v3,t1,m0% t2,m%ms?)
Go=G(vz,m*ma2t5,5,534)
and
20y Votma’—ty  vatS—Sau
A'=|vot-m —1ty Ma® stmE—mp?| .
Votmii—ma?  mi-mei—t 0

The other two-body invariants can now be easily
shown to be

$13 = V3 — Vg — Sag~+m124-ms+ms? )
S24=S934— 23— S3a~+ Mo +ms2+m4?,
lop=t1—ta—SazatS34tmo2+msp?,
l3a=13—1tr—S123FVat+ms2+m,2,
Te=mo?+ms -t —to+t3— 523,

Tx =M +mp*—ta+vo+534—s.
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The Bethe-Salpeter equation for the direct-channel absorptive part of the scattering amplitude is analyzed
in the ladder approximation to investigate the relationship between SO(1,3) and SO(1,2) crossed-channel
partial-wave analyses. The SO(1,2) expansion, used when the momentum transfer Q is spacelike, is studied
in detail in the limit Q, — 0. The connection between the SO(1,3) and SO(1,2) partial-wave amplitudes at
Q.=01is obtained explicitly, as is the familiar result that a Toller pole is equivalent to an infinite sequence of

integrally spaced Regge poles at Q,=0.

I. INTRODUCTION

ARTIAL-WAVE analyses of scattering amplitudes
and dynamical equations in the crossed (f) channel
offer a powerful formalism for studying directly the
high-energy behavior of the scattering process in the
direct (s) channel.! The functions of interest are ex-
panded in matrix elements of representations of the

* Research partially sponsored by the U. S. Air Force Office of
Scientific Research under Contract No. AF 49(638)-1545 and
partially by the U. S. Atomic Energy Commission under Contract
No. NYO-2262TA-226.

T Present address: Stanford Linear Accelerator Center, Stanford
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1 Present address.

1 A good discussion and bibliography of past work is given in
lectures by P. Winternitz at the Dublin Summer School (1969),
Rutherford Laboratory Report No. RPP/T/3 (unpublished).

little group of the momentum transfer vector Q, the
underlying symmetry group of the reaction. An expan-
sion coefficient, labeled by the values of the group’s
Casimir operators when restricted to a specific repre-
sentation, is precisely what is meant by a partial-wave
amplitude. If Q is spacelike (02<0), as in nonforward
scattering, the little group is SO(1,2), and if Q is a null
vector, as in the forward scattering of equal-mass
particles, the little group is SO(1,3). Because the
representations, and therefore the expansions, are
different, there is in general no obvious connection
between the forward description and the nonforward
description in the limit Q,— 0.

In this paper we discuss this connection in a simple
model, the spinless Bethe-Salpeter equation for the
absorptive part of the scattering amplitude, using a



