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We have analyzed the dependence of the average transverse momentum squared (pr ) of dimu-

ons produced in pN and m N interactions on s, the square of the center-of-mass energy. The
presently available data indicate a linear increase of (pr ) with s in both reactions, with the rate of
increase being approximately twice as large in the vr N reaction for M/V s =0.28 as in the pN reac-
tion for M/V s =0.22. The value of (pr ) extrapolated to s=0, which is interpreted as the intrin-

sic (kr ) of the ~ and p constituents, is the same within errors for both reactions. First-order
QCD consistently predicts a lower (pr2) at all s than is observed in the data.

A well known prediction of perturbative quantum chro-
modynamics (QCD) is that the average transverse momen-
tum squared (pz ) of dimuons produced in hadronic col-
lisions is given to order n, by the relationship'

(pz ) =(kr )+a (Q )f(v'x~ lnQ )s

where a, is the running coupling constant, M is the mass
of the dirnuon, s is the center-of-mass energy squared,
r=M /s, and (kT ) is the sum of the intrinsic transverse
momentum squared of the constituents that take part in

I

the interaction. Equation (1) implies that (pT ) should
grow linearly with s at a given r, Q, and xF. A linear re-
lationship has been reported. The aim of this paper is
to extract quantitative information from presently existing
data on the s variation of (pT ) in m N and pN reactions
and to compare the observed data with the predictions of
first-order QCD.

The perturbative expression for the differential cross
section to first order in a, for dimuon production can be
written as

dop d0'g d(xc

dM dy dpT' dM dy dpT' dM dy dpT'
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Here o~ and chic represent the contributions of the order-
a, quark-antiquark-annihilation and Compton-scattering
diagrams shown in Figs. 1(b) and 1(c), respectively. The
q s and 6 s in Eq. (2) are the quark and gluon distribu-
tion functions, and the various kinematic variables are
given by

x i
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MT ——pT +M

dM dy dpT2

do.z
PT —qT — PTdM dy dpz-

dO Dy

dM dy

1

with Q =M in expression (2).
Equation (2) is useful only for large pT since it has a

singularity at pT ——0. Furthermore, it ignores the intrinsic
transverse momentum kT of the constituents. Altarelli,
Parisi, and Petronzio have given the following prescrip-
tion which uses this intrinsic kT to regularize the pT ——0
divergence:

and

a, =12'/[251n(Q /A )]
Here q~ ——pT —k~, o.D~ is the Drell-Yan cross section
[see Fig. 1(a)], and f is the soft kT distribution. We have
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FIG. 2. (pr ) versus s for dimuons produced in sr -nucleon
interactions. The solid curve is a linear fit to the data. The
dashed and dot-dash curves are the predictions of first-order
QCD using the Altarelli et a/. prescription for different values
of A.

FIG. 1. (a) Drell- Yan process. (h) 0 (a, ) QCD quark-
antiquark-annihilation process. (c) 0 (a, ) QCD Compton-
scattering process. (d) Vertex correction to the Drell-Yan pro-
cess with virtual gluon exchange.

assumed the kT distribution to have a Gaussian form with
the normalization

f f(pT)d PT 2 I d pTexp[ pT /(kT
7r kT

(4)

The structure functions used in this calculation of (pT )
are given by

X 0.52 —p. 16s( 1 X i2.79+p. 77s

d xO. s2 —0. 16s(1 x)3.79+0.77sX p= pX —X

xS =(0.26+0. 18s)(1—x) +

xG& ——3.06(1—x)

xV =Vx (1—X)'

correspond to the CERN-Dortmund-Heidelberg-Saclay
(CDHS) results while the quark distribution functions for
the pion correspond to the NA3 results. ' The Q
dependence is quite small over the range of interest. We
have used a Q -independent gluon distribution for the
proton corresponding to counting rules; the conclusions
arrived at here are not affected if the power index is
varied in the range 5.0+1.0.

When we use the structure functions (5) in Eq. (3) and
integrate over pT, we obtain the Q -dependent Drell-Yan
cross section which is known to be lower than the experi-
mental cross sections for dimuon production by m's, p's, or
antiprotons by factors in the range 1.6 to 2.6 [compila-
tions of X factors—:(do/dMdy)d„, /(dtT/dMdy)Dv for
various reactions are given, for example, in Refs. 7 and
11—14]. At the level of the accuracy of the data these IC

5—
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xS =0.24(1 —x) '

xG =2.0(1—x) '

with s =ln[(Q /0. 25)/ln(20/0. 25)], where Q is in CxeV .
The valence-quark distributions are normalized to obtain
the proper number of valence quarks for m's and protons.
We have assumed that the strange quark-antiquark pairs
are suppressed by a factor of 2 compared to utT or dd
pairs. The quark distribution functions for the proton
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FIG. 3. (pr ) vs s for dimuons produced in p-nucleon in-
teractions. The solid curve is the linear fit to the data. The
dashed and dot-dash curves are the predictions of first-order
QCD using the Altarelli et a/. prescription for different values
of A.
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TABLE I. Fits of &p7 i) =2 +8 (r)s to existing dimuon data.

Fit

& pT'&
&pr')

Reaction

0.28
0.22

Intercept (A )

[(CxeV/c) ]

0.59+0.05
0.52+0. 11

Slope (B)

(2.8+0.2) ~ 10-'
(1.4+0.2) &&

10-'

X /DF

1.2
0.3

factors have been determined to be independent of 7. and y.
Theoretical justifications of constant IC factors have been
provided by several authors' who have carried out a full
O(a, ) calculation and have confirmed the observed in-
dependence of IC of r and y for v&0.5. In these calcula-
tions the largest part of correction to the cross section for
v&0.3 (i.e., for the range of the current experiments) is
found to arise from the vertex-correction diagram [Fig.
1(d)]. This diagram, however, contributes no pT other
than the kT of the constituents to the dimuons. In addi-
tion, more complete calculations to order a, which have
been done by Ellis, Martinelli, and Petronzio, ' indicate
that IC is only a slowly varying function of pT. Therefore,
we have used empirical IC factors assumed to be indepen-
dent of w, x~, and pT in fitting the dimuon pT distribu-
tions at various energies.

Using Eq. (3), the structure functions given by (5), and
the empirical K factors, we have been able to fit' pub-
lished dimuon transverse-momentum distributions for
proton interactions at 400 and 2050 GeV/c, for m in-
teractions from 125 to 280 GeV/c, and for p interactions
at 125 GeV/c. While the agreement of the calculations
with the proton data is quite good at a given s, a (kT )
varying from 0.9 (GeV/c) at vs =23.4 GeV to 1.5
(GeV/c) at Vs =62 GeV is required. Similarly (kr )
must vary from 0.9 (GeV/c) at vs =15.3 GeV to 1.2
(GeV/c) at Ms =22.8 GeV for the m reaction. Thus,
we find that QCD to order a, with a constant (kT ) is
unable to describe the existing pT data at different ener-
gies.

To make explicit the failure of first-order QCD with
constant (kr ) to explain the transverse-momentum dis-
tribution of dimuons at different energies, we have com-
pared the observed second mornenta of the pT distribu-
tions of the data to the (pz ) predicted by (3). Figure 2
shows the existing measurements ' ' ' of (pr ) for
V v=0.28 and x~ &0 at different values of s for the m N
reaction. Figure 3 shows (pT ) for the pN data ' for
~v= 0.22. The pN data points from the
Columbia —Fermilab —Stony Brook (CFS) experiment'
are for (y ) ranging from 0.03 for 400 GeV/c to 0.40 for
200 GeV/c. To take into account the expected depen-
dence of (pT ) on y we have used the QCD formalism
described above to correct the CFS data to correspond to
y&0. Linear fits of the form (p, ) =A+Bs are shown
for both sets of data. The details of the fits are given in
Table I. As shown in the figures and in Table I, the s =0
intercept is the same within errors for the pX and m.

data but the slope of the rise of (pT ) with s is approxi-

mately twice as large for the m data as for the pN data.
Since within errors the intercepts (PT ), 0 are the

same and since we interpret (Pz ), o to be equal to
(kT ) from Eq. (1), we have set (kT ) =0.59 (GeV/c) in
the QCD calculations. The results of the calculation of
(PT ) with this choice of (kT ) are shown in Figs. 2 and
3 for two different values of A (0.3 and 0.5 GeV/c). The
predictions of QCD fall well below the data in the case of
both the pN and the m X reactions. However, the calcu-
lations do show a steeper slope for m. N than for pN in
qualitative agreement with the data.

In carrying out the computations we have restricted the
calculations to pT & 10 GeV/c. In order to check the ef-
fect of this truncation we have repeated the calculation for
s =3850 GeV (since the effect is expected to be max-
imum at large s) but extending pT to pT &15 GeV/c.
(Note that kinematics restrict the maximum value of pT to
29.5 GeV/c for v &=0.22.) For A=0. 5 GeV/c, we obtain
(pT ) =4.20 (GeV/c) compared to (pT ) —--4.07
(GeV/c) for pT & 10 GeV/c. Thus, the effect of trunca-
tion of the pT distribution is fairly small for s &3850
GeV . In order to explore the source of the curvature seen
in Fig. 3, we have repeated calculations by using a con-
stant value of 0.3 for a, . This yields a very nearly
straight-line behavior for (pT ) vs s. Thus, the source of
the curvature is almost entirely due to the ln(Q ) depen-
dence of a, .

In conclusion we have examined the behavior of (pT )
as a function of s for the high-mass dimuons produced in
pX and m % interactions. We find that the data are con-
sistent within errors with the same (pT ) intercept at
s =0 for p and m. , but that the rise of (pT ) with s is ap-
proximately twice as fast for the n. N reaction as for the
pN reaction. It may, however, be noted that the values of
~ used for pN (Vv=0. 22) and m N (V~=0.28) are dif-
ferent which, in principle, would lead one to expect dif-
ferent slopes for the two cases. We have interpreted the
s =0 intercept as the sum of the (kT ) of the constituents
of the proton and pion participating in the interaction and
have used the observed intercept (kT ) =0.59 GeV /c in
the first-order QCD prescription of Altarelli et al. to cal-
culate the expected behavior of (pT ) with s. We find
that this O(a, ) formalism of QCD to (with the assump-
tion of a pT-independent IC factor and Q =M ) is unable
to account for the observed energy dependence of (pT )
with the disagreement worsening at larger s. We therefore
conclude that if the pT distribution of the dimuons has to
be understood on the basis of QCD, it is necessary to con-
sider diagrams representing higher orders in u, .
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