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We consider the possibility that the bag radius of the nucleon is of the order of the proton Comp-
ton wavelength. We explore this possibility for the cloudy-bag-model Hamiltonian when the in-
teraction between the intrinsic isobar source and the pion field is turned off. Because of the large
pion-nucleon coupling for a small bag radius, we apply the strong-coupling approximation to this
model. Unlike other models of the nucleon with a small bag radius, our approach emphasizes the
quantum-mechanical behavior of the infinitely many degrees of freedom of the pion field in the
dressed nucleon wave function. Considerable attention is given to the approximate analytic solution
of the strong-coupling part of the cloudy-bag-model Hamiltonian, which is a collective Hamiltonian
involving nine coupled quantum-mechanical oscillators. An important feature of the model is the
existence of collective excitations of the dressed nucleon which are rotational and vibrational excita-
tions in spin and isospin space. The lowest-lying collective state is a spin and isospin rotational exci-
tation which is identified with the A, while the N* is a vibrational excitation. The approximate ana-
lytic expressions for the low-lying baryon wave functions facilitate the actual calculation of some
static properties of the baryons such as masses, magnetic moments, charge radii, etc. We find for a
bag radius R =0.32 fm that the average number of pions in the dressed nucleon state is roughly 6.
Furthermore, the overall agreement between the model and experiment is roughly 30%; however,
the charge radius of the proton is too small. Some speculative ideas for improving the model are
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discussed.

I. INTRODUCTION

Over the past few years, chiral bag models' —> have been
a testing ground for improved models of the nucleon
which incorporate quark, gluon, and pion degrees of free-
dom. The models presumably simulate at short distances
the perturbative behavior of quantum chromodynamics,
and at intermediate and large distances features of pion
dynamics such as pion exchange, which is important for a
proper description of nuclear-physics phenomena. While
the pion is known to play an important role in the
nucleon-nucleon force,® its role qualitatively and quantita-
tively in nucleon structure is unclear at present. Conse-
quently, there are several models which attribute more or
less dynamical significance to the pion in nucleon struc-
ture.

At one extreme, the original version of the MIT bag
model’ neglects explicit pion contributions to baryon spec-
troscopy. While the model does reasonably well
phenomenologically, there are conceptual and practical
problems in connecting this picture with the conventional
approach to nuclear physics. The nucleon and pion have
large bag radii in this model, say 1 fm, so that for a
description of nuclear systems the individual nucleon and
pion bags melt and the nucleus is an interacting system of
quarks, gluons, and quark-antiquark pairs. Presumably,
the single-particle nature of nuclear systems is a conse-
quence of the strong color-singlet clustering of quarks
within the nucleus. However, an important feature of this
picture is the large number of explicit degrees of freedom
and hadronic channels which are dynamically involved.
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In contrast, the conventional approach starts from the
nonrelativistic Schrodinger equation in which the nucleon
degrees of freedom are explicit and the interactions are
described by two- and three-body potentials. The reason-
able success of this approach® indicates that a model
description of nuclear systems based upon quark and
gluon degrees of freedom should involve a smooth con-
nection with the conventional approach to nuclear phys-
ics. A way of incorporating this feature is to suppress the
quark and gluon degrees of freedom by shrinking the bag
size. This choice attributes more dynamic significance to
the meson degrees of freedom for a description of the
long- and intermediate-range part of the nucleon-nucleon
force and for a quantitative understanding of nucleon
structure.

At an intermediate level, the cloudy bag model’> (CBM)
assumes that the bag size is smaller than in the conven-
tional MIT model, say 0.8 <R < 1.0 fm, and that the pion
coupling to quarks can be approximately described by a
local pion field. It is unclear at a quantitative level when
a local-field approximation is valid, but presumably if the
low-momentum components-of the pion degrees of free-
dom couple to the quark core of the nucleon, the internal
structure of the pion can be neglected. The role of the
pion in this model can be understood by considering the
dressed nucleon wave function. For sufficiently large bag
sizes, the strength of the meson-baryon interaction is
weak, and truncation at the one-pion level in perturbation
theory is valid for the nucleon self-energy and wave func-
tion. The lowest-order approximation to the nucleon state
is a quark-shell-model state or bare nucleon state, and the
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small corrections correspond to a bare nucleon plus a pion
and a bare A plus a pion. These small corrections change
both the quantitative and qualitative description of the
proton and neutron magnetic moments. For example, in
the conventional MIT bag model,’ the ratio of the proton
and neutron magnetic moments is fixed by group proper-
ties. However, their magnitudes change with the bag size.
In the CBM, both the ratio and magnitudes of the mag-
netic moments change with the bag size. Furthermore, as
the bag radius decreases, the magnetic-moment contribu-
tion from the quark core decreases and the pion contribu-
tion increases.

While the CBM model has had reasonable success
phenomenologically, the validity of perturbation theory
for bag sizes such that R <0.9 fm has been recently ques-
tioned.’

At another extreme, the little-bag model® (LBM)
developed by Brown and collaborators, assumes that the
bag size is of the order of the proton Compton wave-
length. This choice has the desirable feature of a smooth
connection with conventional nuclear physics and treats
the quark core of the nucleon and the pion both as small
systems. According to Brown and collaborators,> a
classical-field approximation to pion dynamics for chiral
bag models is valid for a small bag radius. In their treat-
ment, the lowest-order approximation to the nucleon wave
function does not depend upon the infinitely many
quantum-mechanical degrees of freedom of the pion field.
However, in reality one wants to approximately solve the
Schrodinger equation. And if a classical approximation
to the pion-field energy of the system makes sense, then
the behavior of the wave function should be such that the
quantum pion field is well localized about the classical
field. For example, the wave function should depend on
the quantum pion field in such a way that the field fluctu-
ates in a narrow Gaussian manner about the classical
field. However, the wave functions of Brown and colla-
borators do not exhibit such behavior and therefore do not
satisfy requirements one would expect for a system whose
pion-field energy is approximately classical.

Unlike Brown and collaborators, we have found'® for
small bag sizes or strong coupling that the dressed nu-
cleon wave function must depend on the infinitely many
degrees of freedom of the meson field. In fact, the classi-
cal approximation is inadequate for a quantitative discus-
sion of static-source meson field theories, such as the
CBM and LBM, when the bag radius is small. It is essen-
tial to employ a nonperturbative quantum-mechanical
computational scheme. As we have pointed out,'° for
strong coupling the average number of mesons which
dress the bare nucleon can be large, and the bare-A-plus-
I

H=Mo+3 3 [ @*Tr(0)+4oE) V24 m,8o(0)]—8" 3 0170 [ dr Un3ialT) ,

where M is the bare mass,
g(0)=m 1(\?1\)/17'/’"17'

with f{%. the bare pion-nucleon coupling constant, the o;
and 7, are the usual Pauli spin and isospin matrices, m.,
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meson-clod component in the dressed nucleon state can
be substantial. Furthermore, the meson cloud can be col-
lectively excited so that excitations of the dressed nucleon
exist. These features reflect the important role the meson
degrees of freedom play when the bag radius or source
size is small.

The basic idea of the strong-coupling approximation is
to choose a basis expansion for the pion field such that
the full Hamiltonian separates into a strong-coupling part
which is treated precisely and a weak-coupling part which
is treated perturbatively. While the essential idea behind
the strong-coupling approximation is not new,!!'~13 we
have been able to treat the unperturbed Hamiltonian
quantum mechanically for strong coupling and show
quantitatively that the perturbations from the weak-
coupling part are in fact small. Furthermore, we have
been able to solve the meson-nucleon scattering problem©
by employing the reaction theory of Feshbach.

In this paper, we extend the application of the strong-
coupling approximation to the CBM Hamiltonian? when
the interaction between the intrinsic isobar source and the
pion field is turned off. We do not present precise numer-
ical consequences; however, we discuss results which can
be verified semiquantitatively. This has an advantage;
namely, we can obtain analytic expressions for strong-
coupling wave functions and energies from the model
Hamiltonian. In addition, we outline a systematic method
for correcting the strong-coupling approximation to wave
functions and energies and we analyze qualitatively the ef-
fects produced by the small perturbations. Finally, we
discuss the consequences of the strong-coupling wave
functions and energies by calculating some static proper-
ties of the low-lying baryons.

The plan of this paper is as follows. In Sec. II, we de-
fine the Hamiltonian and briefly discuss the strong-
coupling approximation. In Sec. III, we discuss the ap-
proximate treatment of the strong-coupling part of the
Hamiltonian and we verify our results semiquantitatively.
In Sec. IV, we outline a systematic method for correcting
the strong-coupling approximation, and we discuss quali-
tatively the effects produced by the small perturbations.
In Sec. V, we present results for some static properties of
the low-lying baryons. In Sec. VI, we present our con-
clusions and a discussion of future work on improving the
model.

II. THE HAMILTONIAN
AND THE STRONG-COUPLING APPROXIMATION

Since the strong-coupling approximation has been
described elsewhere,'® we will be brief in setting up the
problem. The Hamiltonian of interest is of the form

(2.1)

I
is the pion mass, and U is the source function given by

O(R —r)
V >

where V' =47R3/3. The fields obey the usual commuta-

U(r)= (2.2)
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tion rules given by
[7o(T),dp(T")]= ——i8a383(i’—-i"’) .

Note that the model has three free parameters, M, fAvx
(see Ref. 14), and the bag radius R. In the discussion to
follow, the model Hamiltonian in Eq. (2.1) and the source
function in Eq. (2.2) correspond to CBM? when the in-
teraction between the intrinsic isobar source and the pion
field is turned off. In terms of CBM, the quark states are
restricted to the bare bag proton and neutron subspace.
This implies that the underlying currents, say, the elec-
tromagnetic currents, contain quark and pion contribu-
tions. We will make use of this fact in Sec. V of this pa-
per.

It is important to note that the Hamiltonian in Eq. (2.1)
is invariant under SU(2);®SU(2); rotations, where the
group factors describe spatial rotations with total angular
momentum given by

(2.3)

T=3 [ @réuOUTX Vme()+ -, (2.4)
a
and isospin rotations with total isospin given by
1= [&r gOx 7D+ . 2.5)

These operators will become important when we construct
approximate eigenfunctions of the Hamiltonian in Sec.
III.

An essential feature of the model Hamiltonian in Eq.
(2.1) is the dependence of the interaction energy on the
bag size, namely, as the bag size decreases the interaction
energy increases so that the coupling is strong. The basic
idea of the strong-coupling approximation'!—13 is to ex-
tract the largest part of the interaction energy by choosing
a basis expansion for the pion field such that the full
Hamiltonian separates into a strong-coupling part which
is treated precisely and a weak-coupling part which is
treated perturbatively. This is accomplished by decom-
posing the field and its canonical momentum into two
orthogonal parts, namely,

$o(T)= 3, 0;F (r)gqi+¢o(T) (2.6)

and

Tl T)= 3, 0;F(r)pgi +mo(T) , (2.7)

where the basic functions 9;F(r) are normalizable func-
tions such that
[ @&*ro.F(ng;F(r=5;, (2.8)

and the fields ¢,(T) and 7,(T’) obey constraint conditions,
namely,

[ d*réu (M9, F(n=0, (2.9)
and

J a7 (318, F(r=0. (2.10)

It is straightforward to show that the p,; and g,; vari-
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ables in Egs. (2.6) and (2.7) are canonical, so that
[Paiquj] = _iSaBSij ’

and 7,(T) and ¢,(T) satisfy nonlocal commutation rules
given by

(2.11)

[7o(T),bp(T") = —i8,p [83(T—T")— 3 3; F(r)d;F(r') | .

(2.12)

Some comments are in order regarding the expansion in
Eq. (2.6). As a consequence of the derivative coupling in
Eq. (2.1), only the p-wave components of the pion field
¢o(T) participate in the interactions. The first term in Eq.
(2.6) reflects the importance of the p-wave component
since 9,F (r) is proportional to a spatial unit vector. It is
important to note that the field ¢,(T) by definition in-
tertwines the isospin degrees of freedom denoted by a and
the angular momentum degrees of freedom which arise
from the dependence of the field on T. This statement
means that for a given functional form and a fixed point
in space the ¢,(T) specify a vector in isospin space. If we
perform a spatial rotation on T, then the new field speci-
fies a different isovector. This feature is manifested in the
dependence of the nine quantum-mechanical variables q,;
on the isospin and spin degrees of freedom. As we shall
see later, these variables will play the role of oscillator
variables in the strong-coupling part of the Hamiltonian.

The arguments which motivate the choice of basis func-
tions 3;F (r) have been presented elsewhere!® for the case
of a SU(2)-symmetric static-source model. Roughly
speaking, the basis functions 9;F(r) are chosen such that
they have a large overlap with the source function U(r),
given by Eq. (2.2), while the basis functions for the field
$(T) in Eq. (2.6) are chosen to have a small overlap with
the source function.

The 0,F(r) are proportional to the derivative of the
field produced by the source so that

3,F(r)=N2d,0(r), (2.13)
where the field U(r) is determined by
(=¥ +m 200 =U (= LB=1) (2.14)

and N is a normalization constant fixed by Eq. (2.8). The
analytic solution to Eq. (2.14) is given by

A

3m,
Ulr)=
41y

3 [1—ig(x)(1+4ple?]6(y —x)

+ iie “*[coshy —ig(y)]0(x —y) (2.15)

where x =m_r and y =m_R. This completes the deter-
mination of the basis functions 3;F(r). The remaining
basis functions for the weak-coupling part of the field
¢,(T), will be discussed in Sec. III B.

Upon substituting the expansions in Egs. (2.6) and (2.7)
into the Hamiltonian in Eq. (2.1), we obtain

H=H,+H'+H , (2.16)
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where H, is the collective Hamiltonian defined by

Hc = % 2 [pai2+Qani2+2g(O)kaiTaqai] ’

ai

(2.17)

where the collective frequency squared Q2 is defined by

Q=13 [ d §;F(r)(—Vi4m D3,F(r) (2.18)
and the overlap A is defined by
A=—13 [ drUmd . (2.19)
i

H' is the meson Hamiltonian defined by

H'=33 [ & r[m1(F)+¢oTN =V 4m, )],

(2.20)

where ¢,(T) and m,(T) must satisfy the constraint condi-
tions in Egs. (2.9) and (2.10), while the perturbation H is
given by

B=73 [ &’r3;F(r)(—=V*+m)u(F)qa

—8 9 o [ dr Urdig(D) . @.21)

The unperturbed Hamiltonian H® is the sum of the bare
mass M, the collective Hamiltonian H,, and the meson
Hamiltonian H', given by

HO=M,+H,+H'. (2.22)

Substituting Eqgs. (2.6) and (2.7) into Egs. (2.4) and (2.5)
we obtain for the total angular momentum,

T=i+i'+—g—, (2.23)
where

Li=¢€ijk D, 9ajPak (2.24)

a

with

L'=3 [ d% ¢(¥NTX V)ryD), (2.25)

p

and the total isospin

T=T+T'+—§— , (2.26)
where

To=¢€qp, 2 9piPyi 2.27)
with

T'= [ ¢ @x7(T). (2.28)

Computationally, the goal is to treat the unperturbed
Hamiltonian in Eq. (2.22) precisely, and obtain an infinite
set of stationary states of H'”. The ground state of this
set, the dressed nucleon state, is a reasonable approxima-
tion to the exact state provided the perturbation H in Eq.
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(2.21) induces small admixtures of the unperturbed excited
states into the ground state. Mathematically, this can be
expressed in terms of the exact wave-function normaliza-
tion given by

(@ | Po)=1+8(H) , (2.29)

where | ®,) is the exact ground state and 8(H) is the
change in the wave-function normalization due to the per-
turbation. In order to assess the sensibility of the compu-
tational scheme, we require that the change in the wave-
function normalization, §, decreases as the coupling con-
stant g'© increases or the bag size decreases. This condi-
tion implies that the lowest-order approximation to the
exact dressed nucleon wave function is good.

While the computations associated with the evaluation
of Eq. (2.29) have been carried out in a SU(2)-symmetric
static-source model,!” we will not present a detailed nu-
merical analysis here. This will be presented in a forth-
coming publication. Instead, we discuss an approximate
treatment of the unperturbed Hamiltonian in Eq. (2.22)
when the coupling is strong, and argue qualitatively that
the perturbations produced by H are small. There are
many papers that discuss approximation methods for the
energy spectrum of the collective Hamiltonian in Eq.
(2.17). Essentially, there have been three approaches to
H,.. The first employs a variational principle which is
based upon trial wave functions constructed from
coherent states.”!®> Another approach attempts to diago-
nalize the Hamiltonian in a subspace of states which are
characterized by a definite number of mesons.!® Finally,
there is the semiclassical approach!? which approximates
the energy spectrum of the collective Hamiltonian by the
minimum value of the potential energy, and includes some
quantum-mechanical effects through the rotational energy
of the system of oscillators. For strong coupling, the vari-
ational and diagonalization approaches are difficult to
carry out.!” This difficulty can be traced to the depen-
dence of the number of basis states on the coupling
strength, namely, as the coupling strength increases the
number of basis states increases. On the other hand, while
the semiclassical approximation is easy to implement, it is
unclear how to calculate corrections and verify the ap-
proximation.

In the next section, we discuss a strong-coupling-
approximation method for the collective Hamiltonian
which does not have the above limitations. We obtain ap-
proximate analytic expressions for wave functions and en-
ergies which can be verified semiquantitatively. It is im-
portant to note that our method of approximation of the
full Hamiltonian in Eq. (2.1) is not the single-mode ap-
proximation,”!® since we approximately diagonalize the
unperturbed Hamiltonian in Eq. (2.22). This implies that
our lowest-order wave functions depend on the infinitely
many degrees of freedom of the pion field.

III. THE UNPERTURBED HAMILTONIAN

A. The collective Hamiltonian

For small bag sizes or strong coupling, we expect that
the interaction-energy operator za;UiTa‘Iai in Eq. (2.17)
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will be the dominant term in the collective Hamiltonian.
This is a consequence of the dependence of the overlap A
defined by Eq. (2.19) on the bag size R. A straightfor-
ward computation for R << 1/m,, gives

172 ) 5/2

R

3
8w

A= (3.1

This implies that there are modes of the pion field which
contribute a large interaction energy to the collective
Hamiltonian. Furthermore, the modes have high momen-
tal® which are of the order 1/R. The average energy of
these modes is the collective frequency Q defined by Eq.

(2.18). A straightforward computation for R <<1/m,,
gives
5 172 1
Q= | = —. (3.2)
{2 R

Since the overlap A in Eq. (3.1) is large!” for R <<1/m,
we proceed as in the Paschen-Back effect by choosing a
basis for the collective Hamiltonian which diagonalizes
the interaction-energy operator in Eq. (2.17). The relevant
eigenvalue equation is given by

zaiTaqailA’n>=nlA’7]> ’ (3.3)
ai

where A represents a set of quantum numbers to be speci-
fied later and 7 are the eigenvalues. The operator
Eaiairaqa; is a 4X 4 matrix which is a continuous func-
tion of the qg;, hence, there are four continuous eigen-
values. A convenient choice of variables for representing
these eigenvalues has been discussed in a pioneering paper
by Pauli and Dancoff.!? They showed that the nine
Cartesian variables q,; can be expressed in terms of three
Euler angles which describe dynamical rotations of a set
of body-fixed axes in ordinary three-vector space, a simi-
lar set of three Euler angles in isospace, and three radial

variables. Mathematically, the change of variables is
given by
3
qai= E BgrQrAri ’ (34)
r=1

where!? A,; is a proper orthogonal rotation matrix in ordi-
nary three-vector space which is parametrized by three
Euler angles {¢,0,%}, B,, is a similar matrix in isospace
parametrized by three Euler angles {®,0,¥}, and the Q,
are three radial variables. Roughly speaking, Eq. (3.4)
expresses the intertwining of two three-vector spaces la-
beled by a and i through the body-fixed axes labeled by 7,
where the amount of intertwining depends on the values
of the radial variables Q,. An analog to Eq. (3.4) is the
relation between the Cartesian variables x, y, and z, and
spherical polar coordinates. The spherical polar system
describes a dynamical rotation of a set of “body-fixed”
axes, where the body-fixed z axis lies along the radial
direction.

Since the problem of determining the eigenvalues of Eq.
(3.4) has been discussed by Pauli and Dancoff, we sketch
their results. Under an appropriate unitary rotation of the
spin and isospin matrices, Eq. (3.3) becomes
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2 0.7Qu | Am)=nu |An), 3.5)
r
where u is the unitary rotation matrix given by
Uu=uq,u, (3.6)
with
e —G/2@+9) 0 O —ir26-p G O
2 2 (
u,= R 3.7)
o o i72X4—y) sing e(i/Z)(¢+¢)cosg

and u, is obtained from u, by replacing ¢—®, y—Y,
and 6—O. Since [o,7,,0,7,]=0, (o0,7,)*=1, and
OnTpOsTs0,7, = — 1, it follows that

m=—01—0,—-0;,
Mm=—01+0>+0;,

13=01—0>+0Q3,
M=01+0,—Qs,

The resemblance of the operator Y, 0,7,Q, when
01=0,=03=1 to the operator &;-5, involving two
spin-3 particles is useful. The eigenvalues of & 1°0, are
—3 and 1 which correspond to singlet and triplet states,
respectively. For Eq. (3.8) the singlet eigenvalue is 77; and
the triplet eigenvalues are 7, 73, and 74. The singlet state
is such that 3-components of the bare nucleon spin and
isospin are oppositely oriented. This observation will be-
come useful when we discuss baryon magnetic moments
in Sec. V.

There are two important problems which must be dis-
cussed before we construct the eigenfunctions of the in-
teraction operator in Eq. (3.3) and the approximate eigen-
functions of the collective Hamiltonian in Eq. (2.17). The
first involves the determination of the measure associated
with the change of variables defined by Eq. (3.4). The
second involves the parameter space of the six Euler an-
gles and the three radial variables.

The first problem has been partially discussed by Pais
and Serber.!® We express their results in terms of the
equivalence of volume integrals such that

f_ww quai
= [d9. [, d0s [ d0,d0:d0:M(0:,0,.0,),

(3.8)

(3.9)
where
dQ; =sin6d6dédy ,
dQr=sinOdOdodV¥ , (3.10)

M(Q1,0:,03)=(0:1"— 0,0, —0;°)(0,>— 037,

and {P} is the second problem, namely, the parameter
space of the new variables. A detailed discussion of the
parameter space {P} is presented in Appendix A. There
we consider a simpler problem involving four Cartesian
variables and we extend this analysis to the nine-variable
problem of Eq. (3.4). The essential result is given by



2568

JOHN A. PARMENTOLA 29

© g T I T g T © Q
f_deqaiz f02 dé fo sinfd 6 f: dy fo do fo sin® d© fo dv fo dQ, foglsz f_;de3M(Q1:Q2,Q3)-

Geometrically, the region of integration of the Q,’s is a
tetrahedron with one boundary plane at infinity as shown
in Fig. 1. Note that M (Q,,0,,Q;) is positive in this re-
gion. For those who doubt the equivalence expressed by
Eq. (3.11), we suggest the following test. Consider the
collective Hamiltonian in Eq. (2.17) when g‘® =0, then
we have a system of nine uncoupled oscillators. The un-
normalized ground-state wave function is given by

Q 2

5 %qa.

Y,=exp , (3.12)

and upon substituting Eq. (3.4) in Eq. (3.12) we have

Wy—exp —%EQﬂ] . (3.13)

Now, it is possible but tedious to show that the norm of
the wave function in Eq. (3.12) is equal to the norm of ¥,
in Eq. (3.13) when the appropriate measure in Eq. (3.11) is
used.

Some useful insights into the interpretation of Eq.
(3.11) can be obtained by considering the usual one-body
problem in three-vector space. For spherical-polar coordi-
nates, it is well known that the integration measure van-
ishes when the radial variable is zero. This point is a
boundary point of the parameter space, and furthermore,
a singular point of the one-body Schrédinger equation.
Similarly, when Q;=0Q, in Eq. (3.11), we have a boun-
dary plane of the parameter space, and we expect that this
is a singular plane of the corresponding Schrodinger equa-

Qs
Parameter Space of the Radial
Variables
-“e /
;G‘b\'\

-Q
=t — Q, = Q3 Plane

——
Q2

~—Q,=Q, Plane

I Cross Section
of Tetrahedron

Q

Q,=-Q5 Plane

~

FIG. 1. A plot of the parameter space of the Q,’s which is
defined by Eq. (A21). The fourth boundary plane is at infinity.

(3.11)

f

tion. Similar statements apply to the entire tetrahedral
boundary in Fig. 1.

Naively, one might think that the parameter space of
the Euler angles is the standard choice, however, this is
not the case as indicated by Eq. (3.11).!° This is a conse-
quence of a set of discrete transformations defined by
Egs. (A23) and (A24) in the body-fixed frame which leave
Eq. (3.4) invariant. Such transformations imply that the
standard choice contains redundant regions of integration
(See Appendix A).

Pais and Serber!® have shown that the collective Hamil-
tonian can be expressed in terms of the radial and angular
variables of Eq. (3.4) such that

H,=K +H,+U, (3.14)
where
il 3 3
K==227%%0,"30, "
(L +T5? (Ly—T,07
Hy=t3 -2l i=m e Gy
rs (Qr'—'Qs) (Qr+Qs)

U:% 922 Qr2+2g(0))"20iTaB£rQrAri ’
;

air

with I/,\,J and f,s the Cartesian components of the body-
fixed angular momentum and isospin operators, respec-
tively, and M is given by Eq. (3.10). The body-fixed
operators are related to the corresponding inertial quanti-
ties via a rotation, namely,

Ei: 2 Al]Lj Iy
j
(3.16)
To=2BapTp,
B

where L; and Tpg are given by Egs. (2.24) and (2.27),
respectively. The body-fixed operators satisfy the well-
known anomalous commutation relations.'®

While the Hamiltonian in Eq. (3.14) looks formidable,
the operators K, H.,, and U have simple interpretations
which are familiar from the one-body Schrodinger equa-
tion. For example, K in Eq. (3.15) is the radial kinetic en-
ergy, H,, is a generalization of the usual centrifugal bar-
rier, and U is the potential energy. Note that the kinetic
energy and centrifugal barrier have singular points and
planes. This implies that the eigenfunctions of H, must
satisfy boundary conditions at these singularities so that
the energy of the system of oscillators is finite.

According to Eq. (3.3), we must specify the set of quan-
tum numbers A which label the eigenstates of the interac-
tion operator. The symmetry operators which commute
with ¥ ,; 0:7a4 4 are given by
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Ji=L;+0;/2,

IS=T,+7,/2,
(3.17)

~

Ji=Li+8:/2,
fa= Aa+?a/2 ’

where &; and 7, are related to o; and 7, via rotations as in
Eq. (3.16). Note that the operators J{ and IS commute
with the body-fixed operators J; and T, «- This implies
that the quantum numbers A can be chosen such that

| A»ﬂi)= |jcajzca.;\z;ic’i:’i;;ni> . (318)
The motivation for introducing the body-fixed quantum
numbers, j: and ]; involves the centrifugal barrrier in Eq.
(3.15), which depends on the body-fixed angular momen-
tum and isospin operators. Eventually, we will take ma-
trix elements of the centrifugal barrier with respect to the
basis states in Eq. (3.18). For the evaluation of the matrix
elements, we can take advantage of a version of the
Wigner-Eckart theorem for body-fixed operators.

Since the collective Hamiltonian is not diagonal in the
quantum numbers j’;, 2’;, and 7;, we express the eigenfunc-
tions of H, as a linear combination of the basis states of
Eq. (3.18) such that

W= 3 Wy (3.19)

Toripy

l] ’JZ’]Z’ ’12712’7’1> >

where the W’s are functions of the radial variables Q,.
The basis expansion in Eq. (3.19) spans a space which is
too large for the collective Hamiltonian. This can be
traced to the change of variables defined by Eq. (3.4). As
we have shown in Appendix A, there are a set-of discrete
transformations in the body-fixed frame defined by Egs.
(A23) and (A24) which leave Eq. (3.4) invariant. In Ap-
pendix B, we show that this invariance implies a set of
conditions on the radial functions W in Eq. (3.19). We
implicitly include the conditions of Egs. (B6) and (B7) by
replacing 3, by 3. in Eq. (3.19), so that

W)= 2 Wi

Jz ’z i

|.] ’]z’.]z»l 127125771) . (320)

In order to make further progress in understanding the
energy spectrum of the collective Hamiltonian defined by
Eq. (3.14), we must make approximations. We will rely
on our analysis of the SU(2) static-source model'® and
draw heavily on analogies with this model.

The starting point for our analysis of the collective
Hamiltonian is the potential energy U defined by Eq.
(3.15). Using the basis states in Eq. (3.18), we define
eigenpotentials such that

U|An)=u;|Am;) (3.21)

with the «; given by
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1
U=

sﬂzgﬂ—kmmg+gﬁgy],
=%1922Q2 26 OA( QI—QZ—Qu]

(3.22)
uy=1 [QZZQrZ—Zg“”M—Ql+Q2—Q3)

’

ug—=1 lngz 26OM—Q, —0,+03)

which follow from Eq. (3.8). An important feature of the
u; is the fact that the potential energy minimum of u; is
the lowest. This can be demonstrated in the usual way
subject to the restriction of the parameter space of the
Q,’s, namely,

©0>01>0,> 03| >0. (3.23)
The minimum in u, is located at the point given by
0,=0,=0,=g"1/0?=g®/(107R)'/? (3.24)
with a value such that
(0232 2,002
g=—8 A _ 3 (3.25)

20> 8aR’?
when R << 1/m,. The potential-energy difference u, —i;
for i >2 is roughly of the order of —g'©2A2/Q? or less.
As a consequence, we refer to the 7, states as low-lying
states and the 7); states with i >2 as high-lying states.
From the large energy separation between the low-lying
and high-lying states for a small bag radius, we expect
that the corresponding radial wave functions W, will be

localized in different regions of the tetrahedron in Fig. 1.
For example, Eq. (3.24) implies that the low-lying radial
wave function W, is localized somewhere along the line
Q1=0,=03 in Fig. 1, while the minimum in u, indi-
cates that the high-lying radial wave function W,, is lo-
calized somewhere along the Q; axis. Similarly, w,, and
W,, are localized near the origin. Furthermore, from the

harmonic-oscillator nature of u;, we expect that the
lowest-lying state will be a Gaussian in the Q,’s localized
about the point defined by Eq. (3.24). Therefore, as the
bag radius goes to zero the overlap between the low-lying
and high-lying radial wave functions will go to zero rapid-
ly. Hence, we can simplify the collective Hamiltonian by
noting that the centrifugal barrier H_ defined by Eq.
(3.15) is the only operator in Eq. (3.14) which has off-
diagonal matrix elements in 7);. Therefore, for a small
bag radius the matrix elements of H_ between the low-
lying and the high-lying states will be negligible as a result
of the small overlap between the radial wave functions,
W, and W, for i>2. Furthermore, if we perturb about

the ground state in the off-diagonal elements in 7; of H,,,
then the corrections to the ground-state wave function
will be characterized by large energy denominators and
small numerators when R << 1/m,. Therefore, for strong
coupling or a small bag radius the low-lying spectrum
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decouples from the high-lying spectrum. This feature
occurs in the SU(2) static source model.

For strong coupling and a discussion of the low-lying
spectrum, we can restrict the summation in Eq. (3.20) to
states with n; =7,. If we specialize for the moment to
low-lying states with j°=i°= 1, then Eq. (3.20) is approx-
imately given by Eq. (B8), namely,

I\I}) w( l 2’.11»2,2’12) 2;7]1>
- | T’jzc9_%;';—’izc’%;771>) y (3.26)
|
l 2 _ 82 +92Q 2_2g(0)}\'Q
2 r aQr2 ’ ’
3 3
-25-5 {aQ, 30, } 2

where we have made use of Egs. (3.10) and (3.15) to
rewrite the kinetic energy operator and Eq. (3.22) for the
eigenpotential u;. An interesting feature of Eq. (3.27) is
the absence of energy contributions from the centrifugal
barrier H,, which depend upon the (L, + T)? terms.!>18
This is true for the lowest-energy states with j¢=i¢, how-
ever we will not prove this here. Furthermore, states with
j°#4i¢ have contributions from both (f,s +f,s ?> and
(l/:,s—f,s )? terms. Since these contributions are positive,
we expect that the lowest state with j°=i°=+ or

je=i¢=3 will be lower in energy than states with (j°=+;

i ———)or(J =3 i°=1).

To obtain insight into the solutions of Eq. (3.27), it is
useful to refer to the parameter space of the Q,’s in Fig. 1.
The singularities of the differential operator of Eq. (3.27)
are located on the boundaries of the tetrahedral volume in
Fig. 1. The presence of such singularities implies restric-
tions on the behavior of W as a function of the Q,’s at the
boundaries. For example, as Q3;——Q,, W must have
the correct power-law behavior on the boundary, say,
(Q3+Q,)* for some specific A, so that the energy contri-
bution from the centrifugal barrier is finite. In general,
the correct power-law behavior on all boundaries is diffi-
cult to incorporate in W. However, for strong coupling
there is a significant simplification which is a conse-
quence of the behavior of eigenpotential u; defined by Eq.
(3.22). We have argued above that the minimum in u;
implies that the low-lying radial wave function W is lo-
calized somewhere along the line @;=0Q,=0;. The ap-
proximate location is the point given by Eq. (3.24). As
the bag radius goes to zero, this point moves further out
along the line, so that the singularities at the origin
0:1=0,=0; =0, on the plane Q3= —Q,, and along the
line Q; =—Q; =—Q, are far away from the region
where W is largest, i.e., the effects of these singularities
on the radial wave function are small. Similar behavior of
the low-lying radial wave function occurs in the SU(2)
static-source model, however, there is an important d1ffer-
ence. Suppose we rewrite Eq. (3.27) such that

(ho+h' )W =EW , (3.28)
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where we have suppressed the 77, label on W. In order to
obtain an equation for W, we must calculate the matrix
elements of H_, with respect to the basis states in brackets
in Eq. (3.26). In Appendix C, we discuss a method for ex-
plicitly constructing these states and the evaluation of the
matrix elements of H,,. Upon operating with the collec-
tive Hamiltonian H, defined by Eq. (3.14) on the wave
function defined by Eq. (3.26) and then taking matrix ele-
ments with respect to the basis states in brackets in Eq.
(3.26), we obtain an equation for W of the form

0, + Qs

1la+a}+z 1

50, * 3g; r<s——————(Qr+Qs)2]W=EW, (3.27)

I
where

o=%[§

aQr

400,22 20, }

N 1 3 3
r2<5 r*Qs [aQr aQs IJ

and (3.29)

Y 1 &l 3
W=-335
2 r<s

G0 [aQ, T30,

N!'—‘

§ (Qr+Qs)2 )

The above argument indicates that for sufficiently strong
coupling, A’ can be treated as a perturbation since it is
negligible in the region where W is large. However, the
centrifugal-energy operator

1 2 —1— (3.30)

r<s Q"+QS

is such that the expectation value of h; with respect to
the unperturbed eigenfunctions of h, diverges. This
divergence is a consequence of the measure defined by Eq.
(3.11) and the fact that the unperturbed radial wave func-
tion does not have the correct behavior on the distant
singular boundaries where it is small. A similar problem
occurs for the radial equation of a two-dimensional har-
monic oscillator with a linear-coupling potential. In the
latter case, an approximate solution for strong coupling is
obtained by expanding the centrifugal energy about the
minimum in the potential energy. So, if we naively
neglect the region in the neighborhood of the distant
singular boundaries, we can treat 4’ in Eq. (3.29) as a per-
turbation and obtain an approximate result for the first-
order energy shift in 4’." In fact, for strong coupling the
derivative terms in Eq. (3.29) are entirely negligible, since
the derivative of the radial wave function is approximate-
ly zero in the region where the wave function is largest
and well localized. In Appendix D, we solve the eigen-

cb
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value problem for A, defined by Eq. (3.28). The results
for the two lowest eigenvalues when j¢=i¢=+ are given

by

30
16XO

EQ\ /o1 =30+ —Qx,? (3.31)

2

and

EW mam=Q+E nas » (3.32)
where the dimensionless quantity x is given by Eq. (D9).
The first term in Eq. (3.31) is the zero-point energy of the
ground state, the second term is the centrifugal energy,
and the last term is the potential energy. The excited-
state energy defined by Eq. (3.32) corresponds to a vibra-
tional excitation of the system which is  above the
ground state.

A similar analysis can be applied to the case when
j*=i°=3. An analogous equation to Eq. (3.28) is ob-
tained; however, the centrifugal energy in Eq. (3.29) is
larger by a factor of 6, so that

9Q)

0) )
Eoi2)i3/2) =30+ - —Qx0%.
0

(3.33)

The dimensionless quantity x, in Eq. (D9) plays an im-
portant role in the strong-coupling approximation, since it
is a measure of the displacement of the low-lying radial
function from the less important singular boundaries.
Summarizing the above discussion, if xy,>>1 we expect
that our strong-coupling results are a reasonable approxi-
mation to the collective Hamiltonian in Eq. (3.14). In
Fig. 2 we plot x as a function of the bag radius R for a
physical value of the bare coupling constant g‘© (see Sec.
V of this paper). Hence, we expect that the strong-
coupling approximation is valid for bag radii such that
R <0.35 fm.

B. The meson Hamiltonian

In this section we discuss the eigenvalues and eigenvec-
tors of H' defined by Eq. (2.20). Since a similar problem
has been solved previously,'? we will be brief. In order to
obtain the eigenvalues and eigenfunctions of H’, we
proceed as in free-field theory by specifying a basis which
diagonalizes the Klein-Gordon operator; however, this

DISPLACEMENT OF THE WAVE FUNCTION |

Xo (dimensionless)

0 L L L 1 1 I 1 1

0.2 0.4 0.6 0.8 1.0
R (fm)
FIG. 2. A plot of x, defined by Eq. (D9) as a function of the

bag radius R.
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basis must be chosen orthogonal to 9;F(r) so that the con-
straint conditions defined by Egs. (2.9) and (2.10) are sa-
tisfied.

A convenient way of obtaining this basis is to define an
operator such that

h= [1_ S GG ](—V2—|—m,,2)

X {1—2 | G:){G; | ] , (3.34)

where (T| G;)=09;F(r). Note that k is the projection of
the Klein-Gordon operator onto a space orthogonal to the
9;F(r) and h has three zero-energy bound-state solutions,
namely, the 9;F(r). It is straightforward to obtain the
eigenvalues and eigenfunctions of % as we have shown.!®
The eigenfunctions describe the scattering of a pion in a_
background potential which depends on 9;F(r). These
scattering solutions are the expansion functions for the
fields ¢,(T) and 7,(T) which when substituted in Eq.
(2.20) reduce the eigenvalue problem of H' to normal
mode form. It can be shown that this implies that H' has
a discrete energy eigenvalue, the pion vacuum energy, and
a continuous spectrum of multipion energies. The vacu-
um state and the pion states are not free-field states.
Furthermore, the vacuum energy is not the free-field vac-
uum energy, however, the pion energies have the free-field
form.
The pion vacuum energy or total zero-point energy of
H' is given by
E;'aL::Evac —E it » (3.35)
where E ., is the usual free-field vacuum energy given by
3V dk
2 (2m)?
with ¥ the volume of all space, co(k)=(k2+m,,2)1/2, and
E 45, is given by

Egin=~5 > fd3rd3r'a,-F(r)f(?,'r*')a;F(?') (3.37)
i .

Evac: wl(k) (3.36)

with
dk .
27)?

Note that Eg;; depends on the source size R through
0;F (r), and therefore contributes to the ground-state ener-
gy of the system, while E,,. is a divergent and cutoff-
dependent contribution. We will absorb E,. into a redef-
inition of the bare mass M, appearing in Eq. (2.1).

Combining Egs. (3.31), (3.37), and the bare mass My,
the physical mass of the nucleon is given by

FEE= [ KF=Tg(k) (3.38)

My=Mo+Eqx1/211/2) — Eshite » (3.39)
and the dressed nucleon state is given by
IN)Y=|¥, P9} |0), (3.40)

where | W(®,7,) is given by Eq. (D26) and |0’) is the
ground state of H’'. The masses of the A and N* are ob-
tained in a similar manner, namely,
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My=My+ER} 2y3/2) — Eshite » (3.41)

and

My =M +E )12 — Estite » (3.42)

where E0(3/2)(3/2) and El(1/2)(l/2) are given by EqS (3.33)
and (3.32), respectively. The wave functions for the A and
N* are straightforward to obtain from the results of Ap-
pendices C and D.

IV. THE PERTURBATIONS

In this section, we discuss the effects produced by the
perturbation Hamiltonian H defined by Eq. (3.21). The
discussion is at a qualitative level; however, we argue that
the admixtures induced by H into the nucleon ground
state are small for strong coupling. The arguments follow
our previous discussion of the SU(2) static source model.'?
For convenience, we add and subtract a term in H such

that
H= N}‘,fd3ra of r)¢a(r)2B H(Q,—0,)4,;

—8 O (eqi+7e00) [ dPr UMdidp(¥), @1
ai
where the e,; are given by
4.2)

=>BoA,,
r

and the Q,’s are given by Eq. (3.24). Note that we have
used the definition of 9;F () in Eq. (2.13), the field equa-
tion of Eq. (2.14), and the change of variables defined by
Eq. (3.4). B

Since the operator H in Eq. (4.1) is linear in ¢,(T), then
matrix elements of H between eigenstates of H® in Eq.
(2.22) involve states which differ by one-pion scattering in
a background potential. If we perturb in H about the nu-
cleon ground state of H'®, then H contributes in second
order.

The properties of the states defined by Eqgs. (3.3) and
(3.18) are important for a discussion of the effects of H
on the nucleon ground state. From Eq. (3.3) it is straight-
forward to show that

<A"77j | A,ni>=8A’A8njni ’

where the inner product is only in spinor space and does
not involve an integration over Euler angles, etc. Another
useful property which follows from an application of the
Wigner-Eckart theorem is given by

(4.3)

(A7771|Ta01 |A m _"(A’7771|eailAy771> (4.4)

This is a generalization of the projection theorem!© of the
SU(2) static-source model. In Sec. III, we argued that the
nucleon ground state of H'? is approximately given by
Eq. (3.40). From Eq. (3.40), it follows that the nucleon
state is an eigenstate of the interaction-energy operator in
Eq. (3.3) with eigenvalue 7, given by Eq. (3.8). This fact
and the orthogonal conditions expressed by Eq. (4.3) im-
ply that the first term in H, i.e., the term proportional to
N, induces transitions between the nucleon state and the
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low-lying states such as, the N +#, A+, N* 47, etc.
There are no matrix elements of the first term between the
nucleon state and the high-lying states. Furthermore, Eq.
(4.4) implies that the second term in H induces transitions
between the nucleon state and the high-lying states, i.e.,
states with 7); where i >2. There are no matrix elements
of the second term between the nucleon state and the
low-lying states. _

An important feature of H is the dependence of the
first term on (Q,—Q,). The Q, specify the location of
the minimum of the eigenpotential u; and the point about
which the low-lying radial wave functions W fluctuate
and are well localized. This implies that the radial matrix
elements of (Q, —Q,) between the nucleon state and the
low-lying states such as N+ and A+ go to zero rapid-
ly as the bag radius goes to zero. Furthermore, the radial
matrix element of (Q, —Q, ) between the nucleon state and
the N* 41 also goes to zero. In second-order perturba-
tion theory the latter term will be accompanied by a large
energy denominator, since the N* is of order { above the
nucleon state. _

The second term in H involves matrix elements between
the nucleon state and the high-lying states. For strong
coupling, this implies that the matrix elements of the
second term in Eq. (4.1) go to zero rapidly because of the
small overlap between the low-lying and high-lying radial
wave functions. Furthermore, in perturbation theory the
matrix elements of the second term will be accompanied
by large energy denominators, since the low-lying states
are of the order of u; below the high-lying states.

In summary, we expect that the second-order correc-
tions in H to the nucleon ground state of H'? will go to
zero as the bag radius goes to zero.

This completes the qualitative discussion of the pertur-
bation corrections produced by H in the nucleon ground
state. In the next section, we explore the implications of
the strong-coupling wave functions and energies by calcu-
lating some static properties of the low-lying baryons.

V. SOME STATIC PROPERTIES
OF THE LOW-LYING BARYONS

Before we embark on calculations of the static proper-
ties of the low-lying baryons, we must discuss the method
of specifying the free parameters of the Hamiltonian,
namely, the bare mass My, the bare pion-nucleon coupling
constant iy, and the bag radius R. We can choose M,
in Eq. (3.39) such that My is the physwal nucleon mass.
This can be done for any choice of fin, and R. The
value of fin. is fixed by the experimental value of the re-
normalized pion-nucleon coupling constant, namely,
Snn»=0.29. Instead of fixing R, we choose to plot the
static properties of the baryons as a function of the bag
radius.

A way of determining fiv, is to evaluate the expecta-
tion value of the pion field at large distances. To this end,
consider the pion field expansion of Eq. (2.6),

Sl )= 3 8, F (r)qoi +85(T) , (5.1)
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We now add and subtract a term such that

o )= 3 &;F (r)B o Asi(Qs — O;)

is

(0
+ gT S 3:F (Peg+¢u(T) (5.2)
i
where O, and e,; are defined by Egs. (3.24) and (4.2),
respectively. Note, we have used the fact that

0,=g'Y/N (5.3)

with N determined by Eqgs. (2.8) and (2.13) and
g O=Varfyn,"/m,. Taking the expectation value of
Eq. (5.2) with the nucleon state defined by Eq. (3.40), we
obtain

(N |¢p(T)|N)= S 8,;F(r){N |BLA;(Q;—O,) | N)

0)
—EN— SAFEUN | 7001 [N, (54)
i

where we have used the projection theorem of Eq. (4.4)
and the fact that (N |¢,(F)|N)=0. For strong cou-
pling, the first term in Eq. (5.4) is negligible. Substituting
for 3;F(r) from Egs. (2.13) and (2.15) and evaluating Eq.
(5.4) at large distances, say » >>1/m,, we obtain

g(O) —m_r
<N[¢a(?)|N)g—4—7;i (N | 7q0:% | N)
Zi (0) , —m_r
_28 Tne "yt ofx, (55
49

where Z is the renormalization constant and X is a nu-
cleon spin-isospinor. A straightforward calculation from
Eq. (5.5) implies Z =+. Hence, the bare coupling con-
stant is given by

fI(\91€’1r:3fNN‘n'EO'85 . (5.6)
In Fig. 3, we plot the nucleon self-energy defined as
Eg1 /21,2 —Esie » (5.7)

where E g()} 21,2 and Egq are given by Egs. (3.31) and
(3.37), respectively, as a function of the bag radius R.
Note that the usual perturbation theory result, i.e., ex-
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FIG. 3. A plot of the nucleon self-energy for the case of
strong coupling, and compared to the standard perturbation-
theory result as a function of the bag radius R
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panding about the free-field ground state and truncating
at one pion, significantly disagrees with the strong-
coupling result. From Egs. (3.39), (3.41), and (3.42), we
plot in Figs. 4 and 5 the mass differences A—N and
N*—N as a function of R. It is important to note that
M, and My in Egs. (3.41) and (3.42) do not correspond
to the physically observed masses. In order to calculate
physical masses, it is necessary to solve the pion-nucleon
scattering problem The method for calculating scattering
is straightforward,!® however results will be discussed in a
forthcoming publication. Therefore, Egs. (3.41) and (3.42)
should be considered estimates to the physical masses.

We now turn to a discussion of magnetic moments,
charge radii, and the average number of pions in the
dressed nucleon state. The total-magnetic-moment opera-
tor is given by

ps=pf+ug, (5.8)
with the quark contribution ,u? is given by

pf= XX} —x, X} )u

+(Xn1XIT XniXn l)lu‘(O) , (5.9)

where Xp1 is a bare proton state with spin up, Xut- .., etc,
,up 9 is the bare- -proton magnetic moment given by
p = 3—(;)7%12—&5 —32£ — % sin2o—wsin’o |,  (5.10)
with ©=2.04 and the ratio u\>/u —%. The pion con-

tribution u7 is given by

uI=" [ drg(PILaa T~ DLs(D], 1D
where L; is the 3 component angular momentum
Ly=—i€3jr;Vi.

Taking the expectation value of u§ in Eq. (5.9) with
respect to the dressed proton and neutron states given by
Eq. (3.40), we obtain

(p|uf|p)="u (5.12)
for the proton and

(n|pfln)=—Zpu? (5.13)

v T T T T T
o DELTA-NUCLEON MASS DIFFERENCE
6 8
> 0.4 J
e
IZ 300 MeVv
<
o.2f 8
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o.1 0.2 0.3 0.4 0.5
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FIG. 4. A plot of the A-nucleon mass difference as a func-
tion of the bag radius R.
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FIG. 5. A plot of the N*-nucleon mass difference as a func-
tion of the bag radius R.

for the neutron. This result implies that the expectation
value of the isoscalar part of u$ is zero. The origin of
this result can be traced to the properties of the nucleon
wave function in Eq. (3.40). As we pointed out in Sec.
III A, among the eigenfunctions of Eq. (3.5) there is a
singlet state with eigenvalue 7;. This state is such that
the 3 components of the bare-nucleon spin and isospin are
oppositely oriented. Since the isoscalar part of uf is pro-
portional to the bare-nucleon spin operator, then the ma-
trix element of the isoscalar part of u§ is zero.

From the fact that the pion contribution uj is pure iso-
vector we conclude that

(n|ps|n) _
(pluslp)
This of course disagrees with the experimental ratio of
—%; however, we will have more to say about this in a
moment. The evaluation of the expectation value uj is in-

structive. Substituting Eq. (5.1) for ¢,(T) into Eq. (5.11)
for u3 and taking matrix elements with the dressed nu-

cleon state of Eq. (3.40), we have
(N |uF|N)=—e(N |(g11922—912921) | N ) .

Substituting the change of variables in Eq. (3.4) and using
the cross-product relation for the 4’s we obtain

(5.14)

(5.15)

(N |pI|N) == emker (N | Q,Q 3B | N) . (5.16)

The angular integrations can be performed with the result
that the proton and neutron matrix elements are given by

b ufIpY=e(WO | SO W®) (1D

and

(n |y’;|n>=:99(W‘°’ 1030, | W), (518
1
where (Q,0,,0; | W) =W is the radial wave func-
tion given by Eq. (D23). The remaining integrations can
be performed analytically; however, the expressions are a
bit messy. In Fig. 6 we plot the magnitude of the proton
magnetic moment which is the sum of Egs. (5.12) and
(5.17), as a function of the bag radius. The graph makes
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FIG. 6. A plot of the magnitude of the proton and neutron

moments as a function of the bag radius R.

clear the importance of the pion contribution to the nu-
cleon magnetic moment for small bag sizes. As the bag
size decreases the pion-field strength increases. This in-
creases the pion electromagnetic current density, and
therefore increases the nucleon magnetic moment. From
the graph, we can see that a fit to the proton or neutron
moments results in a change in the bag radius of roughly
0.02 fm. It is possible to choose the bag radius so that
there is a 15% discrepancy between theory and experi-
ment. A possible origin of this small discrepancy involves
the first-order corrections to the dressed nucleon wave
function due to the perturbation Hamiltonian H. Anoth-
er possibility involves our neglect of the intrinsic isobar
source interaction with the pion field in the CBM Hamil-
tonian. This interaction implies that there is an intrinsic
isobar component in the dressed nucleon wave function in
the lowest-order strong-coupling approximation. Further-
more, the magnetic-moment operator will contain transi-
tion operators between the bare nucleon and A states. The
dressed-nucleon matrix element of the isoscalar part of
this operator will not be zero, so that the ratio of the pro-
ton and neutron moments will not be — 1.

The charge-radius calculation proceeds in a similar
manner where the relevant operator is given by

Fen’=eR ZY(XPTX;T“'_XplX;l)

+e [ & r¢(DmyT)— b DD, (5.19)

where ¥ =0.57 and the m;(T) are the canonical momenta
given by Eq. (2.7). Note there is no bare-neutron contri-
bution from Eq. (5.19), since the up and down quarks are
assumed to have equal mass and to be in an s wave.

Taking matrix elements of 7,2 between the dressed
proton and neutron states of Eq. (3.40), we obtain

(r2), =2 R® | B

5 3 (5.20)
and
2
(r2>n=52&—52é, (5.21)

where 3 is given by
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3N? . )
B=———(A4%{y[io(2p)—1]1—-3p%,(2y)
8my°m,,
+3o2n 431}
+BX 543y +y2e ™) (5.22)
with
y=m,R ,
A=(1+4yle™7,
B=y%(y),

and i (y) the modified spherical Bessel functions. In Fig.
7 we plot the magnitude of the proton and neutron charge
radii as a function of the bag radius. The charge radius of
of the neutron turns out to be negative. This is due to the
dominance of the 7~ charge distribution surrounding the
bare proton core. For a bag radius in the range 0.35 fm
>R >0.25 fm, the neutron charge radius is within 30%
of the experimental value. However, the same agreement
cannot be claimed for the proton charge radius. It ap-
pears that the 7% charge distribution surrounding the
bare neutron core is not extended enough to account for
the experimental value. We believe that the discrepancies
between theory and experiment for the magnetic moments
and charge radii are related. We are currently exploring
the possibilities outlined above.

Finally, we compute the average number of pions which
dress the bare nucleon core. The total-pion-number
operator is given by

Niotar = 2Ny » (5.23)
I
where N, is given by
N,= 1 [ drd>r¢l(D)f (7,7 (F")
+é [ d*IgLEm(F) — mu(E)8,()]
+ [ dPrdral(PIg (7,7 m (E) (5.24)

where f(T,T’) is defined by Eq. (3.38) and g(T,T’) is the

T

2= CHARGE RADII —F N ]
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)
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FIG. 7. A plot of the magnitude of the proton and neutron
charge radii as a function of the bag radius R.
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FIG. 8. A plot of the average number of pions in the dressed

nucleon state as a function of the bag radius R.

inverse of f(T,T) given by

d3k ei?(?’-—?')

(7,7)= , .
s= ] G e 523
and the fields ¢, and m, are defined by
b= $1ti _ m—im
+=T 5 0 =T 5
P1—id, m1+imy
o_= Vol T_= 5 (5.26)

bo=¢3, mo=m3,

where p=+,0,—. The expression for N, in Eq. (5.24)
may be unfamiliar; however, it can be derived from the
usual free-field expression.

In Fig. 8. we plot the expectation value of Ny, with
respect to the dressed nucleon wave function defined by
Eq. (3.40). The increase in the number of pions as the bag
radius decreases is an important feature of the model and
a signal that the pion coupling to the nucleon source is
strong. As a further justification for the strong-coupling
approximation, we observe that the average number of
pions is approximately 6 for a bag radius of 0.3 fm.

VI. CONCLUSIONS

We have argued that for a bag radius of the order of the
proton Compton wavelength the pion-nucleon coupling
described by Eq. (2.1) is strong and a discussion of the en-
ergy content of the system requires a nonperturbative
quantum-mechanical computational scheme. Our results
for the static properties of the low-lying baryons involve a
bag radius which is consistent with the strong-coupling
approximation. However, our lowest-order results for the
ratio of the neutron and proton magnetic moments and
charge radii are somewhat disappointing. For example,
our lowest-order calculation of the ratio of magnetic mo-
ments is — 1, which is roughly in 30% disagreement with
experiment. However, we have shown that a significant
part of this ratio can be accounted for by the isovector
contribution from pions. In order to improve the lowest-
order results we need an isoscalar contribution from the
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bare-bag magnetic-moment operators in Eq. (5.9). A way
of generating such a contribution involves an improve-
ment in the nucleon wave function, namely, computing
first-order corrections produced by the perturbations.
This can be done since we now have a systematic method
for correcting the strong-coupling approximation. Anoth-
er way of improvement involves an application of the
strong-coupling approximation to the CBM Hamiltonian
which includes the interaction of the pion field with the
intrinsic isobar source. This interaction implies an intrin-
sic isobar component in the dressed nucleon wave func-
tion in the lowest-order strong-coupling approximation.
Furthermore, the magnetic-moment operator will contain
transition operators between the bare-bag nucleon and A
states. The dressed-nucleon matrix element of the isoscal-
ar part of this operator will not be zero, so that the ratio
of the proton and neutron moments will not be —1. In
contrast to the previous way of generating an isoscalar
contribution, this approach emphasizes the role of the in-
trinsic isobar, and hence the quark degrees of freedom.

We believe that the discrepancies between theory and
experiment for the magnetic moments and radii are relat-
ed. We are currently exploring the possibilities outlined
above.
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APPENDIX A

We discuss implications of the change of variables de-
fined by Eq. (3.4), in particular the parameter space of the
Euler angles and radial variables. For the moment we
consider a simpler problem involving four Cartesian vari-
ables g,;, where a,i =1,2 so that Eq. (3.4) becomes

911 912 cos® —sin® | |@1 O
g2 qn |~ |[sin® cos® 0 @,
cos¢p sing
X —sing cos¢ | - (Al

From the g,; one can construct two rotationally invariant
quantities given by

S= E.qm'2=Q‘12+Q22 (A2)

and

S2=detq =Q1Q2 . (A3)

The parameter space of the q,;, namely, oo >qg > — «,
implies that
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co > S 1> 0 N
(A4)
©0>S;>—00 .
However, from Egs. (A2) and (A3) one can show that

S;2—45,2>0, (A5)

which implies that S; and S, cannot vary independently.
For a given S and S,, it is possible to solve Egs. (A2)

and (A3) for Q, and Q,. The result is a set of solutions

given by

172

S1+(8,2—45,%)!/
; (A6)

2
Sl ¢(S12_4S22)1/2 I 172
2

0,=%

Q)= *sgn(S>) (A7)

Geometrically, Eq. (A2) describes a circle for fixed S, and
Eq. (A3) a hyperbola for fixed S,. If we allow
o > Q1,02 > — 0, then there are four hyperbolas. The
solutions in Egs. (A6) and (A7) correspond to the points
of intersection of the circle and the four hyperbolas. The
existence of multiple solutions implies that there are
redundant regions in the parameter space of @, and Q,.
There are four redundant regions and we want to pick one
of them. A choice, which satisfies the condition
o >8> — w0, is given by

©>01>[Q,|>0. (A8B)

This is the region bounded by the lines Q;=Q, and
Qy=~—0; with Q; >0.

The integration measure associated with the transfor-
mation defined by Eq. (A1) is given by the Jacobian of the

transformation. A straightforward calculation of the
magnitude of the Jacobian gives
|7 =0:"—0,". (A9)

Combining Eqgs. (A8) and (A9), we can write the
equivalence of volume integrals in the form

0 oo Q
J_ Mdau= [, dsde [7do, [ ) d0,0,>~0,%,
(A10)

where {P] is the parameter space of the angles ¢ and ®.
In order to determine {P}, we define a matrix g,; such
that

q'=B"b7Qa4 , (A11)

where b7 and a are 2X2 proper orthogonal matrices
which by assumption are independent of the Q, and B7,
A, and Q are the matrices defined by Eq. (A1). We now
require that

9'=q, (A12)

where ¢ is given by Eq. (A1). From the orthogonality of
the A and B matrices we obtain

bTQa =0 .
Equation (A12) is true for all values of the Q,’s, in partic-

(A13)
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ular Q; =0, which implies that Q is proportional to the
unit matrix. This fact and the orthogonality of b implies
that a =b, hence from Eq. (A12) we have

Therefore, b can be simultaneously diagonalized with Q
so that b is of the form

by 0
0 b,

(A14)

b= . (A15)

The orthogonality of b implies that the eigenvalues are
given by
bi=+1,
(A16)
b2 == i 1 .

Hence there are two proper orthogonal matrices of the
form

10
01

—1 0

o _1 (A17)

b

The identity matrix is uninteresting; however, the second
solution implies that the g,; are invariant with respect to
simultaneous body-fixed rotations of the form

PPt ,
(A18)
¢—>¢i"lT .

If we assume 27> ¢, ® >0, then the transformations ex-
pressed by (A18) imply that there are redundant regions
of integration in Eq. (A10). It is straightforward to show
that the region of integration 27 > ¢, ® >0 is twice {P}!°
which is given by

2m>¢>0,
(A19)
T>P>0.

A similar analysis can be carried out for the nine-
dimensional case of Eq. (3.4); however, we will just outline
the steps. In this case there are three invariants given by

Si=3 9."=01"+ Q0> +Q5%,
ai

Sy=detq=0,0,03 , (A20)
S3= 2 90idi9jap =01+ Q22*+ Q3% .
Bj

An analytic solution of the Q,’s in terms of the S;’s is
possible but not useful; however, the three geometries of
Eqgs. (A19) correspond to a sphere, eight hyperbolic sheets
(one in each octant), and a “cube” with rounded edges.
Again in the Q,, Q,, and Q; space there are redundant
regions. The regions can be determined graphically by
plotting planar slices of the three geometries and deter-
mining the points of intersection. A choice of the radial
parameter space which is covered once is given by

0>01>0,>[0Q3]>0, (A21)
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which is the tetrahedron in Fig. 1. The measure of the
transformation can be obtained by standard methods?®
and is given by Egs. (3.10). The discrete transformation
matrices which correspond to Eq. (A17) are the proper
orthogonal matrices given by

100 -1 0 O
b= 1(010], 0 —-10},
001 0 0 1
(A22)
—10 O 1 0 O
01 0 [0 -1 0
0 0 —1 0 0 -1

Of the four rotation matrices only two are independent.
We will select the second and third in Eq. (A22), which
correspond to the transformations

Y-yt
(A23)
VWYt
and
9_’9i77-1 ¢—’—1// ’
(A24)

0—->0t7, V-V,

respectively. The unitary operators which induce these

transformations on the Hilbert space of states of the col-

lective Hamiltonian H, are given by
+in(Ly+T5)

Vi=e , (A25)

timL,+T,)

V,=e , (A26)

where f,» and f"a are the body-fixed rotation operators
given by Eq. (3.16). The existence of ¥, and ¥; imply
that the eigenfunctions of H, must be invariant with
respect to the discrete transformations of Eqs. (A23) and
(A24). These unitary operators are important for the con-
struction of wave functions which will be discussed in
Appendices B and C.

The transformations of (A23) and (A24) imply that the
standard choice for the parameter space of the two sets of
Euler angles {¢,0,¥} and {®,0,¥} is redundant. As be-
fore, one can show that the region of integration!® of the
Euler angles is given by

27>¢>0, m>P>0,
2r>¢9>0, m>¥>0, (A27)
7T>60>0, T>6>0.

Hence, the equivalence of volume integrals is given by Eq.
(3.11).

APPENDIX B

We discuss the implications of the discrete transforma-
tions in Eqgs. (A23) and (A24) for the basis states of Eq.
(3.19). For a rotation of 7 the unitary operators in Eqgs.
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(A25) and (A26) can be written in the form

A~ —imTy+13)

Vi=—037ze ’
(B1)

—i‘n’(f +f)

Vy=—08,7e 2T,

where ./I\,~, fa, etc., are given by Egs. (3.16) and (3.17).
Now define a set of states such that

|

AA _i"(f +;;
Vi|¥mi)=—8373 3 Wan :
PNIPS Izt

245}

) ~ ~
ce ¢ Dlicosc .
|] sJzsJz51 alz’lzyni> .
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(W)= 3 Woo 1i%iHIsi%inmmY, B2
{j’;,l,;; 2tz
then | W) defined by Eq. (3.19) is given by
[¥)=3 [¥,7) . (B3)
i

Note that the states | W,7; ) in Eq. (B2) are eigenfunctions
of the &,7,. This follows from Egs. (3.3), (3.4), and the
discussion leading up to Eqgs. (3.8). If we apply V; to
| ¥,m; ), we obtain

If i =1, then the eigenvalue of 373 is — 1 and Eq. (B4) becomes

Vil¥md= 3 Wffnl(_l)jz+"Ij‘,ff,j;;i‘,if,imﬂ-

(gl

If |W,n,) is invariant under V;, then Eq. (B5) implies

~

jl +‘2 W

W .
JztzM

Jziz M

=(—-1)

For the case of the V), transformation we obtain from Eq. (B2) the relation

e 37, +1,)
Wer =(—1Y+(—1)""y
Jzt2My —Jz—im

For j*=i‘= %, Egs. (B6) and (B7) imply that | ¥,n,) in Eq. (B2) is given by

4

1 .¢c 1,1 . 1 1 . 1,1 .¢ 1
|\I”y7]1>:W‘rll( I 7’];17;7ylz’—?;1’1>_ | 7’.];_7;'2-)lz>7;771>) s

where we have suppressed the angular momentum labels,
etc., on W,. Finally the case of j°=+ and i°=3 with
M; =17, involves two W’s while j°=i°=3 involves four
W’s. This feature has implications for the nature of the
energy spectrum of H, in the strong-coupling approxima-
tion. We will have more to say about this in Appendix C.

APPENDIX C

The eigenfunctions of Eq. (3.5), namely, u | A,my) are
straightforward to obtain since the eigenvalues 7; are
given by Eqgs. (3.8). Let these eigenvectors be denoted by
| A;), then the eigenfunctions in Eq. (3.3) are given by

| Ay =u="|N), (C1)

where u is defined by Egs. (3.6) and (3.7). The |A;) de-
pend on the bare-nucleon spin-isospinors and have a func-
tional dependence on the Euler angles {4,0,%} and
{®,6,¥}. This functional dependence is determined by
the following eigenvalue equations:

(B4)
(B5)
(B6)
(B7)
(B8)

(T2 Am ) =G+ 1) | Ay

Jici |A»7’i)=jzclA’77i> s

‘?3 ,A,’T],>=]: I A’ni> 3
(C2)

(T2 Ay ) =i+ 1) | Ay, )
SIAM ) =if| Am;)
Iy | Ay =1, [A,m:),

where the symmetry operators are defined by Egs. (3.17)
and the quantum numbers A= (j,j¢,,;i <if,i;). The rep-
resentation of the symmetry operators in terms of Euler
angles has been discussed by Pauli and Dancoff. The
solutions to Egs. (C2) involve Wigner functions®! in spin
and isospin space. We will not present a complete set of
solutions to Eqgs. (C2); however, a particular subset, which
is relevant to the low-lying wave function in Eq. (B8), will
be discussed. The angular part of the low-lying wave
function for the case of j{=if =+ is given by



where the subscripts o and 7 on the spinors refer to spin
and isospin space, respectively. The d* and D* are
Wigner functions which depend on the Euler angles
{#,0,9} and {®,0,¥}, respectively. The angular wave
function defined by Eq. (C3) describes the dynamical cou-
pling of the bare-nucleon spin and isospin degrees of free-
dom to the spin and isospin degrees of freedom of the
pion field. The angular wave function in Eq. (C3) and the
radial function W, completely specify the form of the
low-lying wave function in Eq. (BS).

In order to completely determine the low-lying wave
function, we must operate with the collective Hamiltonian
H_ defined by Eq. (3.14) on the wave function defined by
Eq. (B8) and take matrix elements. The only operator in
H, which presents some difficulty is the centrifugal bar-
rier H, defined by Eq. (3.15). Employing the Wigner-
Eckart theorem for body-fixed angular momentum and
isospin operators the matrix element of H,, between the
angular wave functions defined by Eq. (C3) is given by

1
<ch>=22m-

For the case when j €= %, evaluation of the matrix ele-

(C4)
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d&()o) D&()O) d&()O) D&()U
0 jol O J-7 |=v2ai? |, |—v2D%Y |,
dgC D"
" —x/id’i“_liu—*/il)ﬁ”}f
ag’ D5
T =va2arh |, |-vapi |, |’ R

I
can be formed out of the solutions to Egs. (C2). In this
four-dimensional space, the centrifugal barrier H,, is a
4X4 matrix which can be diagonalized analytically. The
lowest eigenvalue is given by

<ch>=122

r<s

1

(0, +05)°

The other three eigenvalues are higher in energy since
they involve both 1/(Q,—Q;)? and 1/(Q,+Q,)* terms.
Spectroscopically, this implies that there are four sets of
low-lying energy levels with j¢=i¢= % This clearly indi-
cates that the collective Hamiltonian H, has an incredibly
rich spectrum.

(CS5)

APPENDIX D
The eigenvalue equation we want to solve is of the form
hoW(O):E(O)W(O) , (D1)

where h is given by Eq. (3.29). We define a set of dimen-
sionless variables such that

vQ
ments of H_, is not so simple, since the form of | ¥,n;) X, = TQ’ 5 (D2)
involves four radial wave functions. Each radial wave
function is multiplied by an angular wave function which  then Eq. (D1) can be written
|
3/2 .
1 3? 2 2 1 1 3 3
_ +2x,°— | = (O)A = - O W(0)= (O)W(O) D
[ ; ( 2 axrz r [Q g xr 2 ’.E<s xr_xs axr axs € ’ ( 3)
where € =E© /20. We define a reduced wave function »'? such that
(0)
[0}
w0 — = (D4)
where G =(x; —x,)2(x; —x3)/%(x, —x3)!/% Then »'? satisfies
1 0 2 1 1
1 Tox 2o |2 gOhx, |—= 0 — 0)5(0) D5
‘; 2 3x,2 " [Q "4 Es (%, —x;)? D3)

Geometrically, the singularities of Eq. (D5) are located on the planes x, =x, and x,=x3, and the line x; =x,=x; in
Fig. 1. Since the wave function »'® is localized somewhere along this line, it is convenient to rotate the x; axis onto the
line and the x, axis into the plane x; =x,. This rotational transformation is given by
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x _ﬁx’ +Lx’
1= 3 1 ‘/3 3
1 ’ 1 ' 1 ’
BRI Rz et Do
NN SVRN VR U
Y RV ARV Db
which upon substitution in Eq. (D5) gives
L s 2 | 1 2 2 1
1 +2x'2 _‘/3 2 ‘O)Ax' 1 + + w(O)ze(O)w(O) . (D7)
(; 2 ax,? r ] [Q g T a (V3x7—x5)%  (V3x)+x3)?  2x52
The linear-coupling term can be transformed away by the change of variables given by
Z4 =x'1 N
Zy=Xx5 , (D8)
Z3 =x'3 —X0 »
where
3/2
Xo= ‘f % g%, (D9)
hence Eq. (D7) becomes
1 9 2|1 2 2 1 (0) _=(0)_(0)
. 2! —_ = , D1
{; ‘ 5 az,2+ z, 4 (‘/321__22)2+(‘/321_*_22)+2222 0 O=¢Vyp (D10)

where €@ =€® 4 2x,2. From Egs. (D8) we observe that x, is a measure of the displacement of the radial wave function
»'® along the line x; =x,=x;. As x, increases the radial wave function moves further away from the less important
singularities at the origin x; =x, =x3 =0 on the plane x; = —x3, and along the line x;= —x; = —x,.

If we go to cylindrical coordinates, then »'?’ separates such that

@'=R (p)B(B)Z(z3) . (D11)
where R (p), B(B), and Z(z3) satisfy
—5Z"+225°Z =kZ , (D12)
and
> 1 2 2 1
- —= + - - B=IB D13
dpt 2 ‘ (V3cosB—sinB)?  (V3cosB+sinB)?  2sin’B ( )
I
and since xg in Eq. (D9) tends to infinity in the limit when the
5 bag radius goes to zero. Under these conditions, Eq.
_1]d +l_i +2p? +_l_ R=mR, (D14) (D12)is a one-dimensional harmonic oscillator with solu-
2 |dp* pdp 2p? tions of the form

where k, I, and m are quantum numbers to be deter-
mined, p=(z,%>+2z,%)!/%, and the angle B is bounded by
the two intersecting planes x,=x; and x; =x, such that
7/3>B>0. The eigenvalue €'? is given by

€V=k +m . (D15)

For a small bag radius or strong coupling the parameter
spaces of z3 and p are well approximated by

w0 >p>0,
(D16)
o >Z3> —o0 ,

2
Z(z3)=e H,(V2z;),
and k in Eq. (D12) is given by

(D17)
k=2n+1, (D18)

where H, are Hermite polynomials. We have not been
able to find a general solution to Eq. (D13); however, the
lowest eigenfunction and eigenvalue are given by

B(B)= (cosB’' —V3sinB’)1/?

X (cosp’'+V3sinf’)*(cosp’)!/? , (D19)
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where '=B—m/6 and ! in Eq. (D13) is given by
9

I= i
Finally, substituting Eq. (D20) into Eq. (D14) and recog-
nizing that Eq. (D14) is related to a two-dimensional os-
cillator equation, we obtain

(D20)

R=ePp’LP"2(2p%) . (D21)
Hence, m in Eq. (D14) is given by
m =(4p +5), (D22)

which completes the determination of W® and E® in
Eq. (D1). In summary, we have wave functions given by

Wi =R, (p)BI(B)Z,(23)/G , (D23)
which for [ = —3— have eigenvalues given by
E[ﬁ%/ﬁn:%(“p +2n 4+6)—Qx} . (D24)

The lowest eigenvalue has p =n =0 and the next highest
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eigenvalue has p =0 and n=1. The first-order energy
shift involves matrix elements of k), in Eq. (3.30). In
terms of the x, variables in Eq. (D2) &/, is given by

, Q 1
cb=j4—2———.

(D25)
Fos (X +x,)

To obtain the first-order energy shift we expand 4., about
the point x;=x,=x3;=x, and keep the leading term.
The results for the two lowest eigenvalues of the collective
Hamiltonian H, in the strong-coupling approximation are
given by Egs. (3.31) and (3.32). Note that the first sub-
script refers to the n quantum number of Eq. (D18). Oth-
er quantum labels such as / and p have been suppressed
since they are the same for the two lowest eigenvalues.
Furthermore, the low-lying wave function |W¥,7,) is ap-
proximately given by

| W,y ) = I \I’(O)a"’l)W(O)( | %’jzc»%;%’izc_%';"lo
- , %’ch"_%;—;"lzcr‘il‘;nl>) ’
(D26)
where W® is given by Eq. (D23).
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