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High-moment corrections to the Drell-Yan cross section with an alternate parton density
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We calculate order-a, corrections to the Drell-Yan cross section do/dg using a previously de-
fined alternate parton density. We find that the ln n corrections to the nth moment of the cross sec-
tion are absorbed into the process-independent density.

I. INTRODUCTION

Xro,'b(z, Q )gz b(x2, Q ), (1.1)

where z=r/xixq. The "parton density" g;, (x;,Q ) i»n-
terpretable as the probability of finding parton a in had-
ron i with fraction x; of that hadron's momentum. If the
g's are chosen appropriately, the co,'f,'(z, Q ) are mass in-
dependent, and are short-distance-, ultraviolet- (UV) dom-
inated functions. In an asymptotically free theory, they
are thus in principle computable as an expansion in
a, (Q ).

A standard choice for the g's is

g;, (x,Q )=F;,(x,Q ), (1.2)

where F;, is the contribution of parton a to the relevant
deep-inelastic-scattering (DIS) structure function of had-
ron i The adv. antage of (1.2) is that F;, is an experimen-
tal quantity which can be determined directly from DIS
data. Equation (1.1) then directly specifies the normaliza-
tion of the DY cross section, once co' ' is calculated as a
power series in a, .

The order-a, corrections for ro' ' have been calculated,
but unfortunately they turn out to be too large to make
the series for ~' ' obviously convergent. The nature of
these large corrections is most easily seen in terms of mo-
ments of the cross section with respect to ~=Q /S. We
have, for any choice of g,

1

o(n, Q )= f d~r" '(do/dQ )

= hagi, (n, Q )co,'$,'(n, Q )gzb(n, Q ), (1.3)
a, b

where g(n, Q ) and co's'(n, Q ) denote, respectively, mo-
ments of g(x, Q ) and ro's'(z, Q ) with respect to x and z.
Then ' in order a„

2

(1.4)

Factorization theorems' play an important role in the
analysis of hard hadron-hadron scattering. The classic
form of factorization is for the Drell-Yan (DY) process at
fixed invariant mass Q =rS for the lepton pair. It is
given by

dg 4~a2 I dx ) dx2
8(1—z)gi, (x i, )

dQ 9SQ, b
c xi x2

g(n) is a bounded function of n which is much smaller
than rr . By itself, it gives a small correction. The vr

term is associated with the difference between spacelike
and timelike vertex corrections. It is present in o.(n) but
not in the F(n, Q ). ln n terms, which are soft-gluon ef-
fects, ' are found in both o(n) and the F(n, Q ), but
with coefficients which do not match. Thus, terms of
both types are left over in co' '(n, Q ). Various useful pro-
posals have been made to resum these large corrections. "'
Here we offer a variant approach.

We use the fact that (1.2) is not the only possible choice
for the g;, (x,Q ) in (1.1). Indeed, to systematically study
certain semi-inclusive cross sections, it has been neces-
sary to introduce other parton densities. * Large-n mo-
ments are essentially semi-inclusive (z~1) cross sections
themselves, and we shall consider a specific alternative
choice, '

P;,(xQ )= g f,C„,, Q Ft~(x Q )
C

(1.6)

where the C«are UV-controlled "Wilson coefficient"
functions, which can be computed as power series in
a, (Q ). Using (1.1) and (1.6) we find the relation between
the short-distance parts co' ' and co'~',

& dy& dp'2 (y) z
CO~b =

Pz 3'i3'2

XCdb(y2)8 1 (1.7)

Hence, if ro,'d' is UV controlled, so will be ro,'b'. Argu-

g(x, Q )=P(x,Q ),
with P(x, Q ) to be defined below. Our main result is that
moments of P(x, Q ) absorb the leading ln n terms in
o(n, Q ).

This result is analogous to the factorization of
transverse-momentum dependence for the Drell-Yan cross
section at low QT. ' In fact, P;,(x,Q ) will be defined as
an integral of the transverse-momentum-dependent parton
densities encountered there. Our work thus suggests that
the same formalism which is used to describe the DY
cross section at low QT may also be applied to its large n-
behavior.

The new densities P are related to the DIS F's by the
convolution
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ments for these results have been given in Ref. 10. From
(1.6) and (1.7) we see that the normalization of do. /dg in
terms of P;, is computable from the observable F's and
the calculable functions C«(x, g ). In this sense, the
choices (1.2) and (1.5) are equivalent. (1.2) has the con-
ceptual advantage of fixing the normalization of the DY
cross section directly, ' while we are claiming that (1.5)
directly realizes a useful factorization for the semi-
inclusive large- n cross section.

Before going into details, we can point out why the P;,
are appropriate densities, and how they differ from DIS
structure functions. Leading ln n terms come from re-
gions where gluons are both soft and collinear to one or
the other of the incoming hadrons (Sudakov regions).
Now the P;, are constructed to absorb all those contribu-
tions where gluons are collinear to hadron i, and to have
no other collinear enhancements. Thus, Sudakov regions
in the P;, match those of the DY cross section. As we
shall see, the DIS distributions F;,(n, g ) include other
collinear contributions in the n~ao limit, which are not
present in the original DY cross section. (This is related
to the well-known differences in phase space between the
two processes. ' ) By dividing cr(n) by F;,(n, Q ) at large
n, we effectively subtract out collinear contributions
which are not there to begin with. This is one way to
view the ln n in Eq. (1.4).

To test these observations, we will compare co' '(n, g )

of Eq. (1.4) with co'~'(n, g ) at order a, . At this order we
compute co~~~ from Eq. (1.1) and a one-loop evaluation of
$(x,g ). do./dg is already given explicitly to one loop

I

in Ref. 2, whose notation we follow. The factorization of
all leading terms may be found by combining the one-loop
result with standard soft-gluon arguments, '" which we
sketch only briefly.

The definition and graphical rules for P;, are given in
Sec. II, and Sec. III describes its calculation at one loop.
In Sec. IV, we discuss factorization, and compute
co' '(n, g ). In Sec. V we trace the differences in co'~' and
co' ' back to differences in the parton densities P and F
themselves.

II. DEFINITION OF THE ALTERNATE DENSITY

We will first briefly review the motivation for and the
graphical construction of P(x, g ). We then give its
operator definition. Further details which pertain to the
factorization of P(x, g ) from cross sections and its com-
putation will be found in Refs. 8 and 10.

Consider first the DY graphs represented in Fig. 1. In
the q /(p;+pj) —+I limit, we find noncanceling leading
contributions to doldg when gluon momenta k& be-
come parallel to either pt' or pJ" and soft. A given k",
however soft, may be parallel to one or the other, but not
both. This suggests the possibility that we can separate
these leading contributions from each other. The densities

P; » are designed to do just this.
P;»(x, Q ) is defined, like the DIS structure functions,

as a convolution of "bare" parton densities qo(x) and
Go(x) with perturbative coefficients which describe their
evolution. Thus, we write

5 1 ——+ r —,Q qo(x)+ r G —,Q Go(x)
x 27T ~ x 2' x

(2.1)

The perturbative part of P;» is the sum of diagrams
shown schematically in Fig. 2, which require the special
Feynman rules for the double lines given in Fig. 3. The
dotted line in Fig. 2 represents the integration and Dirac
matrix

—,
' y+ f d q'5(q + —xp+), (2.2)

where q" is the momentum flowing across the cut as
shown. Dirac indices follow the dotted line, while group
indices follow the eikonal lines.
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FIG. 1. Drell- Yan diagrams. FICr. 2. Diagrams defining P; ».
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P; q is frame dependent and we always work in the center
of mass of the incoming system.

Precisely the same set of diagrams defines a distribution
at fixed transverse momentum kr, by replacing (2.2) by

I

k q+ IE' k q —ie

2
y+ f d q 5(q + —xp+)5~ ~(q z —kz. ) (2.3)

If we call this distribution P(x, kr, Q ), then clearly

Igq T( ~

$(x,Q')= f dkr&(x, kr, Q') . (2.4)

l
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FIG. 3. Feynman rules for the parton density.

The double lines and corresponding vertices describe an
eikonal line in the spacelike direction q". The specific
choices given below of g" and of the relative sign of the i@
are justified in detail in Ref. 7. The basic idea, however,
is that the eikonal lines provide a good approximation to
the effect of the opposite-moving incoming jet, as far as
gluons collinear to p; are concerned. When gluons which
connect to the eikonal lines are not collinear to p;, their
contributions either are ultraviolet (and hence calculable)
or cancel.

Note that when we write P; q(x, Q ) we really mean

(p; ri)'
zq x,

7l

Th«unction P(x, kr, Q ) is used in studying the DY
cross section at fixed muon-pair transverse momentum. '

By construction, P; q(x, Q ) includes leading contribu-
tions from regions where gluons are parallel to pt', but
there are no additional lightlike vectors to generate col-
linear enhancements from other directions. We can con-
trast this to the DIS structure function F; q. When
x = —q /2q p;~1, the momentum of the hadronic final
state is itself lightlike. This gives rise to new noncancel-
ing collinear regions which have no counterpart in the DY
cross section, Eq. (1.1) (see Sec. V).

The foregoing diagrams and rules may be defined in
terms of operators as follows. We first define a quark
operator QDY, with an eikonal line in q" direction at-
tached, by

0
QDY(x ")=0 exp ig f d A, g„A—I'(x "+A q")T' g(x ') .

(2.5)

T' are quark representation matrices, and 0 represents
path ordering. It is straightforward to show that when
QDY is inserted into a matrix element it generates the
eikonal lines and vertices shown in Fig. 3.

The distribution P; q(x, Q ) is then defined by

(g p;)'
x, 2(2') f dP e ~P I

WDY(O3' Or)'V PDY(0) IS'i ~ . (2.6)

Similarly, the distribution at fixed transverse momentum is

(g.p;)'
Pi q +&kT' 2

7l 2(2m )
, f 4 dydee

"' ' "'&p; INDY(03 YT)X ODY(o) ls' &. (2.7)

These definitions clearly satisfy the relation (2.4).

III. ONE-LOOP CALCULATION

The order-a, graphs which contribute to the perturba-
tive density functions rqq and rqG of Eq. (2.1) are shown
in Figs. 4 and 5, respectively. We ignore eikonal-eikonal

I

interactions, which are unphysical and do not contribute
to the n dependence. We have left the dotted lines out of
the pictures, but the Feynman rules are as described in
Sec. II.

Quark masses are set to zero throughout the calcula-
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FICx. 5. Gluon graphs that contribute to the parton density.

cone variables

FIG. 4. Quark graphs that contribute to the parton density.

tions, and external lines are set on-shell. " Loop integrals
give rise to ultraviolet and infrared divergences (including
mass singularities). Both are regulated dimensionally, and
ultraviolet divergences are removed by minimal subtrac-
tion.

The distributions under discussion are gauge invariant,
and for the sake of simplicity, we use the Feynman gauge.
The direction of the eikonal line is specified by a spacelike
vector rI"=(rI+,g, ri T), with ri+ &0, ri & 0, and

~

ri+/ri
~

=O(1). Here, as usual, one defines the light-

It is convenient to consider the initial-state parton mo-
menta along the z axis. Thus, we choose ri"=( —1, 1,0T)
and the momentum of the incoming quark (or gluon) as

where s is the parton center-of-mass energy, assumed
large.

Now let us examine graphs 4(a) and 4(d) in some detail,
in order to show a few technical points involved in our
analysis. When spin and color averaged, diagram 4(a)
reads

d "k rrr~ +
r~4($)(z)+ ~ 4g2p4 ll JLYYP4)2~$(kz)$(k+( 1 z)p+)~qq ~ 4 (2m)" [(p —k) +ie1~ k'q

(3.1)

where z is the fraction of the incoming parton momentum
flowing along the internal fermion line, and we drop the
explicit Q dependence in r. The integrations over k+ and
k are straightforward and the expression reduces to the
following:

rqq (z)= —2z(l z)s 3 a p-
qq

r (z)= ———4(, ) 1 4
qq

4' I (1+E)z(1—z) ' ', (3.3)

d" kT

kT [kz —(1 z) s]
(3.2)

The integral is defined over Euclidean space in n —2 di-
mensions. The result is

z'(1 —z) ' '= ——5(1—z)+
e (1—z)+

ln(1 —z )

1 —z
+e +O(e ), (3 4)

1 —z. +

we can rewrite rqq (z) as

where @=2—n/2. It is interesting to find the factor
( —1) present in the result, since in discussing graph 4(a),
one is dealing with real emission. This is due to the pres-
ence of the eikonal denominator in (3.1). Usually such a
factor comes from the analytic continuation of the vertex
correction from spacelike (deep-inelastic scattering) to
timelike (Drell-Yan) q . When expanded to second order
in e and multiplied by the term which contains the double
logarithms, it gives rise to most of the so-called m correc-
tions. The term (1—z) ' ' is evidently infrared singu-
lar. Using the identity
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4irp~ I (1—e) 1 2 z ln(1 —z)—5 1 —z —— +4z
s I (1—2e) p~ e (1—z)+ 1 —z

772

6
5(1—z)+O(e) (3.5)

Nowhere are purely imaginary terms shown explicitly,
since they eventually cancel when the contributions from
each graph and its complex conjugate are put together.
As usual, all distributions D+(z), with a + prescription,
are defined in such a way that, for any test function f(z),
sufficiently regular at the end points,

r,R (z)= 5(1—z)—4(d) 4
3

E4' I"(1+2@)
S

I ( —2e)I ( —e) I ( —e)X I'(1 —2e) 1 —2e
(3.9)

1 1f dz f(z)D+(z)= f dzD(z)[f(z) f(1)—] . (3.6) rvv (z) =5(1—z)—4(d) 4
3

4n.p, 1 (1—e) ~I 2e
s 1 —2e

(3.10)

Now consider the virtual graph 4(d):

2m' 4@+

~t
d "k trippy+(p+1g')qI]

(2m. )" ( k g+—ie).(k +i@)[(p+k) +i@]

(3.7)

The ultraviolet and infrared divergences present in the in-
tegral of Eq. (3.7) are manifest in rUv (z) and riR'(z),
respectively. The regions of definition of these two quan-
tities in the variable e are clearly disjoint, and rUv'(z) and
riR'(z) must be treated separately. Once the ultraviolet
divergences have been removed, the sum of the diagrams
is well defined for n )4. The ultraviolet pole of r Uv (z) is
extracted by minimal subtraction:

rUv'(z) —(UV pole)= —,
'

—,(2+ln4m. —yE)5(1 —z) . (3.11)

On integration, (3.7) yields

„4(d)( ) 4~(d)( )+„4((d)( ) (3.8)

Notice that the factor ( —1)' occurs in r ' '(z) as well.
Since riR '(z) contains a double pole, we are bound to get
further ir terms Ind.eed, rqq '(z) is found to be of the
foAIl

r (z) = —, —, 5(1—z) —————2 — +ln4vr yE+O(e)—4(d) ) 4 4n P I"(1—e) 1 2
s I (1—2e) e2 e 6

(3.12)

rqq(z Q ) tPqq(z)+pqq(z)—
(3.13)

rqG(z, Q ) =tPqG(z)+pqG(z),

where the p's are e independent. The functions Pqq and PqG are the standard QCD evolution coefficients, '

Pqq(x) =—4 1+x +—', 5(1—x)
3

i
(1—x)+

(3.14)
P G(x)= —,

' [x +(1—x) ] .

The contributions of each graph to pqq and pqG are given in Table I. Their sums are

pqq(z) 2(1+z )
4 z ln(1 —z)
3 1 —z

—2(1—z)ln(1 —z) ——,
' (4+ ,

' ~ 1n4vr+yE)5(1 ——z)—

There is a neat cancellation of the double poles when we add the contributions from r "(z) and r ( '(z). This is the
Bloch-Nordsieck mechanism of cancellation of soft singularities at work.

The computation of the remaining diagrams follows in a similar fashion. Figure 5 shows all the relevant diagrams
with a gluon in the initial state. However, if the average over the polarizations of the gluon includes only the physical
states, then graphs 5(b), 5(c), and 5(d) vanish identically. This follows trivially from the fact that any transverse polari-
zation of the incoming gluon ought to be orthogonal to the vector i1" specifying the direction of the eikonal line. Thus,
all the contribution arises from Fig. 5(a), suggesting a nice parton-model interpretation.

We can summarize the complete result of the one-loop calculations of rqq and rqG as follows. Defining t = —1/e and
choosing p =s, we have

pqG(z) =0 .

+ (ln47r yE)(1 z) (ln4n—yE—) — .—+ —5(1—z)
1+z2 3

(1—z)+ 2
(3.15)
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TABLE I. Individual contributions of the diagrams in Figs. 4 and 5 to the quantities p«and pqG.

4(a) 4(b) 4 2
ln(1 —z)

3
1 —z

5(1—z )— (ln47T —yg )
z

12 (1—z)+

4(d) 4(e)
pqq =pqq = 1+ +—(ln47T —yE) 5(1—z)3 12 2

4(c) 4(f) 4(g)
pqq =. pqq =p« =

S(a) 5(b) 5(c) 5(d)
pqG =pqG pqG pqG

We have put pqq into this form for ease of comparison below. Finally, we note that many p's are zero because the corre-
sponding graphs formally vanish in dimensional regularization and are only nonzero because of the minimal UV subtrac-
tion.

IU. FACTORIZATION AND MOMENTS

In this section, we discuss factorization with the parton density P(x, Q ). Using results of Sec. III, we compute the
one-loop corrections in the short-distance function co'~'. We take moments and compare to the corresponding function
co'-', found by factoring the DIS structure functions.

Radiative corrections to the short-distance functions co —are calculated by expanding both sides of Eq. (1.1). To order
a„ the left-hand side is given by (for one quark flavor of charge eq),

4~u
e J J [qo"(x

& )q o '(xz)+ (1~2)] 5(1—z)+8(1—z)
'

2Pqq(z)t+a, fq Dv(z)
dQ 9+Q 0 x) 0 xp 2m-

+ I[qo"(x~)+qo (x&)]GO (x2)+(1~2)]8(1—z) P g(z)t+a fg Dv(z)2~

I 2—2 lnz+ ( —,n —8)5(1—z)
1 —z

The functions Pqq and Pqg are given in Eq. (3.14), and

~ (Q ) 4 ln(1 —z)a,fq DY(z)= — 4(1+z )2' 3 1 —z

(4.1)

—2 + —', 5(1—z) (in4m —y, )
1+z

(1—z)+
(4.2a)

(4.2b)
a, (Q') 1 (1 z) 3 2 3 2a,fg DY(z) = —[z +(1—z) ]ln ——,z +z+T —[z +(1—z) ](ln4m y~)—

2m 2 Z

Note that Ref. 2 uses p =Q, whereas we take p =s. This makes a slight difference in the finite part given below. The
expansion of the densities g =P on the right-hand side of (1.1) is given by Eq. (2.1). Finally, we expand co' ' to one loop
by

co'~'(z) =eq 5( 1 —z ) + co'~"(z)

(4.3)

' 2

This gives, for the right-hand side of (1.1),

2

eq f J [qo (x])q 0 (xq)+(1~2)] 5(1—z)+8(1—z) '
[co ~' (z)+2rqq(z)]

9+Q o x~ 0 x2 2~

+ [qo"(x i )+q o"(x i )]Go '(x2)+ (1~2) 8(1—z) [coq~g "(z)+rqg(z)]
2m'

(4.4)
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Finally, using Eqs. (3.13) to (3.15) and comparing Eqs. (4.1) and (4.4), we find

ro'~' "(z)=2m fq Dv(z) —2pqq(z)

= —,[4(l —z)ln(1 —z) —2(ln4n. —yE)(1 —z)+( ', m. —4 —1n—4n. +yE)5(1 —z)],

cong "(z)=2' fg Dv(z) pqg —(z)

= —,I[z +(1—z) ][21n(1—z) —ln4m. +yE] ——,z +z+ —, I .

(4.5)

This is the basic result of our calculation. We first note that the Pqqt and Pqat terms are absent in the short-distance
parts ro'~'" and cong". This is equivalent to one-loop factorization for the P;, since the explicit Q dependence due to
parton evolution has been absorbed into the parton distributions. This, of course, is also true when the DIS structure
functions are factored out. What is new here is that the terms [ln(1 —z)l(1 —z)]+ in fq DY have also been absorbed into
the P; q [see Eq. (3.15)], and are hence absent from the co,~b' . The consequences of this difference are best seen in terms
of moments.

The moments of Eq. (4.5) are given by

co ~' (n)= —,
4

( +1)'
4 " 1 1+ (1n4m. yE)+ —, rr —4—2 4 2

n(n+1) .
& j n(n+1)

(4.6)

rod (n)=—( , 1) & 4 4
(n+1)~ (n+1)(n+2)

4 n +n+2 5
ln4~ yE+2-

(n+2)z n(n+1)(n+2) , j 2(n+2)

3

n+1 2n
+

These functions, in contrast to Eq. (1.4), are bounded
functions of n, and in particular they have no ln n terms.
They are plotted in Fig. 6, where the quantities co,b"(n)
obtained from DIS structure functions ' are shown for
comparison. The gluon corrections are still negative and
small, while the fermion corrections are still rather large,
though considerably smaller than those found in Refs. 2
and 3. Due to the absence of the distribution
[ln(1 —z)/(1 —z)]+ in (4.5) and hence of ln n terms in
(4.6), the expression for co'~' (n) is almost independent of
n for all but the first five moments. The bulk of the
remaining contribution arises from the term proportional
to m . In particular, the m corrections are exactly the
same as for Refs. 2 and 3.

It should be noted that the m. terms are ultraviolet in
nature, and as such should be asymptotically calculable by
perturbative QCD. Indeed, were they not, factorization
would not make sense. This does not contradict the fact
that the same n terms appear in soft-gluon approxima-
tions. ' Their presence in the final answer is required by
analyticity. For verification of this fact, we must for the
most part depend on proofs of factorization which show
how all IR contributions are included in the distributions.
To give at least one specific example, however, we have
shown how the difference between the one-loop vertex
correction for spaoelike and timelike q may be con-
sidered as a UV quantity. This argument is given in the
Appendix.

V. 1n~n TERMS

40-.

50--

20-- r
/

/
I
I

(n)(g, l)

—0.20--

—0 40--

-0.60--

IO l5

ld (fl )
(Q, I )

qG

I

part of the standard factorization' does not contradict the
factorization theorem because n introduces a new scale in
the problem. So long as n is finite, the hard part remains
IR finite, even though it grows with n In th.e following
we first repeat the standard description of the difference
between DY and DIS which gives the mismatch in their
ln n terms. We then interpret this difference in terms of a
collinear enhancement which is present in DIS but not in
DY. We go on to show that, because P;, (x,Q ) has no

The ln n terms in cross-section moments are usually
described as resulting from incomplete cancellation be-
tween real and virtual gluons. Their presence in the hard

FIG. 6. One-loop corrections to co' '(n) and co~G(n). Dashed
curves represent the corresponding results obtained in Ref. 2.
Note different scale for m~z.
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FIG. 7. Double-logarithmic graphs in the axial gauge in DY
and DIS.

extraneous enhancements, its leading term has the correct
coefficient for factorization. We end with arguments on
why these terms exponentiate.

We can explain the coefficients of ln n terms in both
DY and DIS by the integrals ' '

which is the form of the leading contribution to ln n in
both cases. 5=1 for DY and —,

' for DIS. The upper lim-
its are

DY k — Q& 4 X
(5.2)

k
1 &)k+ . (5.3)
2 (2x)'"

Thus, at the boundary of phase space in the DIS case k"
is nearly parallel to p =q+p;, which is becoming light-
like and in the —z direction for x~1. In the DY case,

DIS k ' —'" )g'
The logarithmic kT integral thus gives an extra factor of
2 for the ln(1 —x) in DY which, taking into account the
value of b. in (5.1), leads to the 21n n term in Eq. (1.4)
after factorization of the DIS parton densities.

To understand this result in a more physical manner,
we refer to the diagrams of Fig. 7. This figure depicts all
the axial-gauge one-loop leading-logarithm graphs which
contribute to the DY cross section and to F&F2, with F;
the DIS structure function of hadron i The gra.phs (e)
and (g) become double logarithmic only as
x;= —q /2p;. q~l for i =1 and 2, respectively. The
graphs (f) and (h) only contribute at x; =1. Nevertheless,
all four graphs contribute to Eq. (5.1) for DIS. To under-
stand why, we consider the frame where
x = —q /2p q = —q+/p+, and p+ =0. In this frame, we
easily solve for k when kT takes on its maximum value
in DIS:

FIG. 8. Ladder structure in DY and P.

on the other hand, k+ and k are of the same order at
the maximum value of k-T . The resulting collinear diver-
gences from x~1 in the graphs (e), . . . , (h) cancel in an
inclusive cross section, but for large n the real graphs (e)
and (g) are suppressed in most of phase space. We then
find an incomplete cancellation due to DIS final-state in-
teractions which are not present in DY.

In the alternate distribution P;, the situation is some-
what different. There is no kinematic cutoff in the kT in-
tegral. But, because p; supplies the only external lightlike
vector in the diagrams which define P, large kT are cut
off naturally. For example, in calculating Fig. 4(a) we en-
counter the denominator

1 1

k+ —k

Once we have

(5.4)
1

( 1 —x )p+ —k T /2(1 —x )p+

kT ))(1—x) p+ (5.5)

() )2g2 dkT
exp dx

1 —x kT
(5.6)

where the effective upper limit in the case of P comes
about as described above. This result is for the ladder
structure without radiative corrections. The effect of in-
cluding corrections to the ladder structure has been
described for DIS in detail in Ref. 15, where it is argued
that a, is replaced by a, (kT ) in Eq. (5.6). We expect that
precisely similar things will happen here when nonleading
contributions are taken into account using the methods
described in Ref. 16.

the integral cuts itself off, so that (1—x) p+ acts as an
effective kinematic boundary. This is the practical mech-
anism by which the ln n terms in P are in agreement with
those of DY.

Having discussed the factorization of ln n terms at one
loop, we can extend this result to all leading ln n terms by
appealing to standard reasoning. We used the Feynman
gauge above as convenient in the calculation of nonlead-
ing terms. For leading logarithms, however, physical
gauges are most convenient. Then ' leading logarithms
arise from ladder structures of the type shown in Fig. 8
for both DY and the distributions P;, . 'The exponentia-
tion of leading logarithms is then a result of the strong or-
dering of momenta in the ladders. The result for both
o and (P; s) to leading order may be written as
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FIG. 9. Vertex corrections in the timelike and spacelike
cases.
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APPENDIX

In this Appendix, we explicitly verify that the m term
occurring in the difference between timelike and spacelike
vertex functions may be thought of as a UV contribution.

For simplicity of presentation, we work in a scalar
theory. The entire graph is then suppressed by an overall
factor of 1/Q, but the structure of the relevant. integrals
is the same as in a renormalizable theory.

The diagram is shown in Fig. 9, with momentum as-
signments relevant for spacelike and timelike external
"photon. " %'e work with light-cone variables, and choose

FIG. 10. Analytic structure of the integrand of (A8) in the
k+ plane.

We first evaluate the k integral by closing its contour in
the upper half-plane in the timelike case, and in the lower
half-plane in the spacelike case. The result in both cases
may be easily written as the sum of a term from the
(k +i e) ' pole and a term from the [(p &

—k )

m+—ie] ' pole.
The k pole terms, which give the entire double loga-

rithmic contribution, are the same in the spacelike and
timelike cases. The spacelike and timelike (p| —k) pole
terms are given by

and

(2~) m 0 ttt i2Q [K +4(Q /m )k+ ](a —2k+ +2gk+ ie)— (A2)

(2n) m —& [a +4(Q /m )k+ ](sc +2k+ +2gk+ ie)—
respectively, where

sc =kT2 2

(A3)

(A4)

We are interested in the difference T S. To unders—tand where this difference comes from, it is convenient to consider
the two regions

2: Ik+I &5Q,

Ik+
I

&5Q 5«1
separately.

In region B, we change variables to —k+ in S and find

(A5)

g 00 1
( T S)B- 2, da—.a dk+

(2m. ) m 0 —& [x +4(Q /m )k+ ] ~ +2k+ +2gk+ ie a ——2k+ —2gk+ ie—
This integral is purely imaginary for any 5 & 1, as may easily be seen by integrating a. first.

In region A, we have

(A7)

so we may combine the S and T integrals to get

(2') m 0 —s& [a +4(Q /m )k+ ](a ~2gk+ ie)— (A8)
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The analytic structure of the integrand in the k+ plane is shown in Fig. 10. There are three poles, at —x. /2Q+ie, and
+ixm/2Q. We deform the k contour as shown in the figure, into a small circle around im~/2Q (Cz), and semicircle
of radius 5Q (C2). C& gives a purely imaginary result, as may be seen by evaluating the pole term. The C2 contour is
more interesting to us. Doing the ~ integral first we find, to leading power,

g 3 dk+ 2QI +
ln

8(2n) Q c2 k+ m

3 p 2 5J (i d0) ln +i8 + imaginary .
8(2~)'Q' m 8(2n. ) Q

(A9)

This is the entire real part of T—S. It may be written as
a 1

4~ 2)q2/
which shows it is of the same form as the difference in the
renormalizable theory. We now point out that the con-
tour C2 is in a UV region for k+.

~

k+
~
=5Q, where 5 is

small but fixed, so it grows with the energy. It is also
easy to check that a =0(5Q) as well in the region which
gives this contribution. Finally, although k has been
chosen to set the line (p —k ) on shell, this pole is at some

I

complex value of k, at a distance from the real axis
which grows with Q. Thus, we may consider the relevant
part of the k integral as a circle of order 5Q around this
complex pole. On this hypercontour in k, k+, and ~,
all lines are off-shell by O(5 Q ), so that we may identify
the H correction with a UV region, as claimed.

Finally, we note that because the m term comes from
the k pole, it arises from the same UV region when a
soft approximation' is made by neglecting k compared
to p;.k and simplifying numerators.
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