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Measurements are reported of the difference Ao.L between proton-proton total cross sections for
parallel and antiparallel spin states and of the parameter CLL for proton-proton elastic scattering
near 90', for thirteen energies between 300 and 800 MeV. The ho.L results agree well with previous
ANL ZGS and SIN data, but disagree with recent results from TRIUMF. Attempts to understand
the cause of the discrepancy have been unsuccessful, but possible sources are discussed. The ho.L

and CLL results have been used with other experimental data to extract quantities which depend
only on spin-singlet, coupled spin-triplet, and spin-triplet partial waves. Structure is found in these
quantities, which appears to be associated with the resonantlike 'D2 and 'I'3 partial waves. Addi-
tional similar structure is also found, which may be due either to the P0 partial wave or the
( P2, F2) partial-wave pair.

I. INTRODUCTION

Since the discovery of structure in proton-proton total
cross sections in pure spin states several years ago, which
led to suggestions of the existence of pp resonances, ' there
has been great interest in the general subject of dibaryon
resonances. Before this, it was generally believed that
such resonances do not exist, partly because of the absence
of any indication of resonance structure in the spin-
averaged pp and pn total cross sections and partly because
of the lack of any apparent need for dibaryon resonances
in the symmetry schemes for hadrons that had been
current. From a dynamical point of view, however, there
is no reason for such objects not to exist, and in particu-
lar, one (the deuteron) does exist as a bound state. There
have been models discussed in the literature for others, in-
cluding hadron-hadron states such as X-6 and A-A, as
well as six-quark objects. Furthermore, if S=0 di-
baryons exist, it is reasonable to expect S&0 dibaryons to
exist also (and vice versa); the evidence for strange di-
baryons has also been summarized recently. As of now,
however, the understanding of dibaryons has not reached
the stage where the patterns associated with them (if they
exist) can be perceived.

The subject has been, and still is, a somewhat contro-

versial one, with much evidence both for and against such
resonances having been presented; fairly detailed sum-
maries of the current status of dibaryon resonances have
been given. Recently, massive data on spin-spin correla-
tion parameters from 1.18 to 2.47 GeV/c have become
available; they give a decisive clarification of the struc-
ture in the pp system as supporting the existence of dipro-
ton resonances and disagree with predictions of theoretical
models which might not describe short-range nucleon-
nucleon interactions properly. The principal experimental
evidence that has been interpreted as favoring pp reso-
nances includes measurements of the differences between
total cross sections b,ol (Ref. 1) and Etre (Ref. 8) for
pure longitudinal and transverse spin states, measure-
ments of various parameters in elastic scattering, such as
polarization and spin-spin correlation tensors, and various
results from inelastic channels. These data have been the
subject of much phenomenological and theoretical study,
which has produced some apparently contradictory re-
sults. The phase-shift analyses of Hoshizaki' and Bhan-
dari, Amdt, Roper, and VerWest" have indicated
resonantlike behavior in the 'D2 and I 3 partial waves; in
the latter, model fits were made which revealed poles in
these waves near the %-6 threshold. Amplitude analyses
of Grein and Kroll' ' based on dispersion relations indi-
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cated structures in the I'3 and '64 partial waves which
might be caused by dibaryon resonances, and an energy
dependence in the 'D2 partial wave which could be inter-
preted most easily as a threshold effect. Recent phase-
shift results from Saclay, ' however, indicate a resonance-
like behavior in the 'D2, but not the I'3, partial wave.

A criticism of these results and these interpretations
was noted by Bugg, ' however, who claimed that the ho.l
data below 800 MeV disagree with the (BASQUE) phase-
shift analysis of Bugg et al. ,

' as well as with convention-
al models of the inelastic channels. Other criticisms of
the interpretations of the behavior of the phase shifts as
being due to resonances have been given by Hollas' and
by Kloet and Silbar, ' who claimed that mechanisms oth-
er than resonances could be responsible. Niskanen' has
shown that these apparent resonances could all simply be
reflections of the opening of real NA channels.

Because the conjectured resonances are likely to be
highly inelastic, investigations of inelastic channels have
been made also. In one of these, Bolger et al. measured
the asymmetry in m+0 elastic scattering with a vector-
polarized deuteron target and found a rapid variation con-
sistent in some cases with the presence of one or more di-
baryon resonances. It has been shown by Arvieux, ' how-
ever, that some of the observed behavior could also be
produced by small variations in nonresonant amplitudes.
Measurements of the tensor polarization in ~+d scatter-
ing, however, indicate some kind of unconventional
dynamics, which may be related to dibaryons, but unfor-
tunately disagree with each other. Experimental studies
of photodisintegration of the deuteron have found indica-
tions both for ' and against dibaryons. Other exam-
ples of conflicting evidence similar to these also exist.

Considerations such as these were among the principal
motivations that led us to undertake the experiment re-
ported here, a remeasurernent of ho.L at energies between
300 and 800 MeV, together with a measurement of the
spin-correlation parameter Cl I ——(L,l.;0,0) near 90 (c.m. ),
carried out at the Clinton P. Anderson Meson Physics Fa-
cility (LAMPF), at Los Alamos. Another motivation was
to search for additional narrow structure, the existence of
which could not be ruled out by existing data. For this
reason, finer energy steps were taken than had been used
before in this work. The CIL data were measured at the
same time as ho.L, as had been done before. The earlier
results on Cll had been fairly important in the rnodifica-
tion of existing phase shifts, particularly those of Bhan-
dari, Amdt, Roper, and Ver&'est. " Some results on both
of these measurements have been reported in short arti-
cles. ' The Ao.L results agree with the previous data
from Argonne, as well as with preliminary data from
SIN, but disagree significantly with new data from
TRIUMF. The CLL data agree with previous results
and indicate evidence for another possible resonance in
one of the I' partial waves, as discussed below.

The disagreement among the various sets of ho.I data
is well outside of estimated experimental error and is a
cause for concern. Extensive discussions with the
TRIUMF group have led to small changes in numerical
values of both sets of data, but have not been successful in
resolving the differences between them. Similar differ-

ences have also been found between the TRIUMF b,or
data and new measurements of AoT made by us at
LAMPF (Ref. 31) subsequent to the work reported here.

In phase-shift analysis, the values of AcrL used have irn-
portant effects in the inelasticities required for certain
partial waves. It has been possible to find solutions
which fit either data set. The solutions of Bhandari,
Amdt, Roper, and VerWest incorporate the new data re-
ported here but cannot accommodate the TRIUMF
data. The Saclay solution' also passes through the
LAMPF-Argonne-SIN data. The BASQUE solution in-
corporates all data, but with a large normalization adjust-
ment, and passes through the TRIUMF data. The am-
plitude analysis of Grein and Kroll, ' however, found
discrepancies in the BASQUE phase shifts which caused
them to be unable to conclude that they are in agreement
with forward dispersion relations. It was later noted by
Axen et al. , though, that satisfactory agreement can be
obtained by a small change in certain contributions to that
solution. They also point out that phase-shift solutions
which pass through the LAMPF-Argonne-SIN data re-
quired surprisingly large inelasticities in certain partial
~aves, a result not supported by data from the pp~md
channel alone. More discussion of these discrepancies is
given below.

Details of the experimental setup used are discussed
below in Sec. II. The analysis of the data and compar-
isons to other data are discussed in Sec. III. Interpreta-
tions of the results are discussed in Sec. IV, and a sum-
rnary is given in Sec. V. Because of the importance of the
discrepancies between these results and those of the
TRIUMF group, we have provided a fair amount of detail
of the methods and procedures used in carrying out the
experiment and in analyzing the data.

II. EXPERIMENTAL SETUP

A. Beam

I. The LAMPF polarized beam facility-

The LAMPF Lamb-shift polarized-ion source pro-
duces an H beam with polarization as high as 0.9 at
about 10 nA of current. This beam is accelerated through
the linear accelerator simultaneously with the more in-
tense H+ (proton) beam on alternate half cycles of the
201-MHz rf voltage to energies as high as 800 MeV. The
duty factor for this mode is typically 9%. For energies
less than 800 MeV, the proton source is inhibited and the
acceleration of the H beam ceases at the rf module cor-
responding to the desired energy. The sum of the proton-
and H -beam duty factors may be 9%, with any sharing
allowed that is consistent with the 120-Hz repetition rate
of the acceleration cycle.

The accelerated polarized H beam is easily separated
into an H and a proton beam by using a thin foil to strip
part of the beam and a dipole magnet to spatially separate
the two species. This operation is normally performed
twice at two successive locations to produce three simul-
taneous polarized beams, two proton beams (lines B and
C) and one H external proton beam (EPB). The beam
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line used for this measurement has its source in the hole
of the second set of stripper foils and begins as H . This
source can vary in transverse dimensions from 0 to 0.5 cm
in the vertical and horizontal. The beam divergence at the
source stripper hole is typically 0.15 mr. For low beam
currents, as used in this measurement, the stripper aper-
ture was usually less than 1 mm in each dimension. %'ith
no multiple scattering, the beam optics should produce a
spot about 1 mm in diameter at the position of the polar-
ized target.

For this experiment, the beam was usually accelerated
with the polarization in an N-type (vertical) orientation.
Midway through the EPB line a spin precessor reorient-
ed the spin to the desired direction, which was normally
L-type (longitudinal). This precessor, which consisted of
a solenoid, three dipoles and a 12-pm mylar stripper, used
precession of H, subsequent conversion to H+, and addi-
tional precession to produce an undeflected beam of arbi-
trarily selected spin orientation. The beam impinging on
the polarized target was always a clean, polarized proton
beam, since a change in the sign of the charge was re-
quired midway through the spin precessor. The kinetic
energies of the beam were found from the accelerator pa-
rameters, with corrections for energy loss to the center of
the polarized target.

2. Beam-polarization measurements

The beam polarization was monitored by polarime-
ters ' available in two of the polarized beam lines (EPB
and line B), which utilized pp elastic scattering from a
CH2 target. Elastic scatters were detected by a coin-
cidence between both the scattered and recoil protons near
40' (c.m. ), where the analyzing power has a broad max-
imum. The laboratory angles of the recoil scintillators
were changed as required to accommodate the energy
dependence of the kinematics. The analyzing power is
high throughout the energy region covered. Another po-
larimeter, constructed for this experiment, was located
downstream of the polarized target. There, elastic pp
scatters from a liquid-hydrogen (LH2) target were used to
obtain a polarization measurement which was independent
of the carbon contribution from the CHq targets.

The usefulness of the polarization measurements in
each polarimeter depended on the beam intensity and po-
larization orientation. The beam polarization for indi-
vidual data runs was normally monitored by the line-8
polarimeter, and the LH2 polarimeter in EPB was used to
extract an average beam polarization for the sum of all
runs at each beam energy. Insufficient data rates in the
hydrogen polarimeter prevented its use as a monitor for
individual runs.

A typical scenario for each energy was to tune the op-
tics and steering for the new energy, calibrate the beam-
line polarimeters against the beam polarization as deter-
mined by the quench-ratio method (described below) with
a high-intensity ¹ypebeam, calibrate the LH2 polarime-
ter against the quench ratio with an S-type beam (polar-
ized horizontally, perpendicular to the beam direction) at
the polarimeter, and set all beam intensities to the desired
levels for data taking.

3. The LHq polarimeter
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FIG. 1. Schematic diagram of the up-down portion of the
liquid-hydrogen (LH2) polarimeter. UF& and UF2 were scintil-
lation counters detecting a forward-going proton scattered up,
and DS& and DS2 were counters detecting in coincidence the
proton scattered down; the angles were set for the kinematics of
elastic scattering. DF& and DF» together with US& and US2,
detected the corresponding event with the forward-going proton
scattered down. The counters corresponding to left-right
scattering are not shown.

This polarimeter, which is described in detail else-
where, ' was located downstrea~ of the polarized tar-
get. The I -type beam passed through several scintillation
counters and wire chambers, as well as through the polar-
ized target, and was then bent in a horizontal plane by a
bending magnet (named LILLY) so that the spin direction
was precessed 90' to the S direction. The up-down asym-
metry was then measured, to give the L,-type polarization
of the beam at the polarized target. The S-type com-
ponent was determined by the EPB polarimeter (upstream
of the experiment), and the N-type component with both
polarimeters.

After LILLY, the beam passed through a 0.9-m-long
steel collimator with a 6.4-cm-diameter hole. The colli-
mator was surrounded by lead bricks and lead wool and
served to eliminate particles that had interacted in the po-
larized target or other material in the beamline or beam
particles that had suffered a large amount of multiple
scattering. Following the collimator were scintillation
counters (described below) and the liquid-hydrogen target
for the LH2 polarimeter.

The LH2 target was located 2.4-m downstream of
LILLY. The beam entered the vacuum surrounding the
target through an 8.9-crn-diameter window of 0.13-mm-
thick mylar. After traversing about 9 cm of vacuum, the
beam entered the 17.S-cm-long-by-7. 6-cm-diameter target
flask containing the liquid hydrogen. The fiask was con-
structed of 0.13-mm-thick mylar and surrounded by 10
layers of 6.4-pm aluminized mylar insulation. In addition
to the target flask and insulation, the forward and recoil
protons had to pass through the 1.6-mm-thick aluminum
vacuum vessel on the way to the polarimeter counters.
The vessel shape was a section of a right circular cone
with half-angle 30 with its symmetry axis along the
beamline. The tip of the cone was replaced by a section of
a sphere, which was located roughly 1 cm beyond the
hemispherical end of the target flask. Externally, the vac-
uum vessel resembled a rocket nose cone.
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The LH2 polarirneter geometry is shown in Fig. 1. In
addition to the counters shown, there were sets of left and
right counters similar to the up and down counters.
There were also large scintillators placed farther from the
target which covered an increased solid angle and which
were primarily used to monitor the beam polarization in
the S-type direction at the polarimeter. With the excep-
tion of these large scintillators, the counters downstream
of the LH2 target were mounted in a cylindrically shaped
structure with the axis on the beamline. The structure
was designed so that it could rotate about its axis for tests
of instrumental asymmetries. The entire polarimeter, in-
cluding the collimator, some triggering counters, the LH2
target, the scintillators, and the cylindrical mounting
structure were mounted on a cart that rolled on the floor
and pivoted about a point beneath LILLY. Lines sur-
veyed on the floor were used when adjusting the polarime-
ter angle relative to the beam direction upstream of
LILLY. At each angle, the polarimeter elevation was ad-
justed with jacks to put its axis on the beam height.

4. Calibration of the polarirneters

The calibration of polarimeters at LAMPF has general-
ly been performed using the quench-ratio tech-
nique. ' ' ' This method relies on the atomic physics
of the ion source and the assumption of a lack of depolari-
zation between the ion source and the polarimeter in the
experimental area. Calculations and various tests indicate
that the latter assumption is correct to better than 1%
under normal conditions. ' The calibration is per-
forrned by measuring a ratio of intensities with the beam
polarized and with the beam quenched at the ion source.
In the latter condition, the polarized protons are removed
and the unpolarized background protons are left in the
beam.

For the hydrogen-polarimeter calibration, the beam po-
larization I'z was determined using the quench-ratio tech-
nique, and the asymmetry e in the polarimeter was mea-
sured simultaneously. The polarimeter calibration con-
stant Az is defined as A~ =e/Pit If the eve.nts detected
were purely from pp elastic scattering, then, in principle,
the value of A& could be calculated from the pp polariza-
tion parameter (or analyzing power) as a function of an-
gle, the polarimeter acceptance, and energy-loss and
multiple-scattering effects. In practice, there were also
contributions to the detected events from inelastic reac-
tions and from quasielastic reactions on other nuclei in or
near the polarimeter target.

There were two methods used to measure the LH2-
polarimeter calibration constant. At seven energies the
quench-ratio technique was used directly. The beam was
first tuned down the EPB line with a beam intensity
roughly an order of magnitude higher than normal. It
was then verified that the beam spin was purely L-type at
the polarized target and purely S-type at the LH2 target,
using the EPB and LHz polarimeters. The beam-intensity
ratio during polarized and quenched periods was moni-
tored by the sum of the left and right counts in the LH2
polarimeter.

The second method used to obtain the calibration con-

stant was less direct. First the EPB polarirneter was cali-
brated in the usual way with an X- or S-type beam using
the quench-ratio technique. An S-type beam was used at
the polarized target and the polarirneter was set to 0 with
LILLY turned off. Thus, the beam spin was also S-type
at the LH2 target. Then the asyrnmetries for the EPB and
LHz polarimeters were measured simultaneously, and the
LHz calibration constant was determined from these data.

There is one feature of the setup which could bring the
calibrations of the LH2 polarimeter into question. The
beam passed through a large quantity of material between
the end of EPB and the center of the LH2 target, which
caused a considerable amount of multiple scattering. As a
consequence, the beam spot, was quite large at the colhma-
tor before the LHz target, so that only about 20% of the
beam was transmitted. Therefore, the LH2 target was
nearly uniformly illuminated by the beam particles. The
multiple scattering and beam energy loss could have led to
some beam depolarization. Theoretically, this depolariza-
tion should have been quite small. This was tested at
800 MeV with the polarized target in and out of the beam.
The two measured calibration constants agreed, with an
uncertainty of +2%%uo, indicating that the effect was small.
The polarimeter calibration found during the experimen-
tal runs agreed quite well with the measurements of
McNaughton and Chamberlin when corrections were
made for the acceptance and background.

B. Polarized target

The target

The polarized proton target (PPT) was a continuously
polarizing type utilizing microwave dynamic nuclear cool-
ing. " The target material was 1,2-propanediol, doped
with potassium dichromate and frozen in the form of
-2-mm-diameter beads. The field of the target magnet
was parallel to the beam momentum, producing a longitu-
dinal polarization. The target, 5.5 cm in length and 2 cm
in diameter, was cooled by a vertical continuous-flow He
refrigerator with He precooling, producing temperatures
of less than 0.5 K. The polarization was monitored with
nuclear magnetic resonance (NMR) and was measured to
be typically 80~o, with a characteristic reversing time con-
stant of about 7 min. The microwave source was a car-
cinotron operating with a frequency near 70 GHz. All
critical target monitors and controls were located remote-
ly from the experimental hall.

2. The target magnet

The magnet, known as HERA, consisted of a pair of
Helmholtz coils which produced a 2.5-T field, homogene-
ous to within 0.8 mT throughout the target volume. The
superconducting magnet and He refrigerator were origi-
nally constructed at the CEN laboratory at Saclay,
France, and had been used in their original form in previ-
ous experiments. The magnet is documented in Refs.
47—49; we indicate here only the changes that were made
at LAMPF prior to the present experiment.

The cryogenic vessel covers were originally sealed with
indium gaskets, which experience had shown to be unreli-
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able. At the suggestion of the CEN designers, new covers
were fabricated and welded in place, resulting in a reliable
seal. Liquid helium was fed continuously to the magnet
from a 500-1 Dewar via a rigid transfer line. The flow
was regulated by two cryogenic valves. Isolating the
Dewar from the strong fringe field required a transfer line
with a length of about 3 m. The consumption of liquid
helium was 5.5—6 1/h, of which about 1.5 1/h were con-
sumed in the transfer line.

9. The target refrigerator

(Spin Direction)

pin Oirection)

SO

I I
I I
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P3
S2

S3

I I i

i iP4
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FIG. 2. Diagram of the experimental setup. Scintillation
counters are labeled S, veto counters BA, and proportional wire
chambers P. The array of transmission counters is labeled T.

The original form of the refrigerator is described in
Ref. 50. It was constructed as a He stage with target at-
tached, nested within a He stage, with heat exchange via
touch contact through thin-wall stainless steel. For the
present experiment, the He stage was mounted on a bel-
lows seal that enabled a few centimeters of vertical move-
ment under cryogenic conditions. This provided adjust-
ment of the target height and proved useful in aligning
the target with the beam.

The He pump system consisted of Roots-type blowers
backed by a double-stage rotary vane pump. This system
had a maximum pumping speed of about 800 1/sec. The
He pump system was a rotary vane pump with a speed of

about 100 1/sec. A pump of this size was not required,
but was used because of its availability. The refrigerator
consumed about 2 1/h of liquid helium. The He vapor
pressure was measured with a remote-sensing capacitance
manometer (MKS Instruments, Inc. , Model 310B), the
calibration of which was checked by the LANL standards
laboratory.

In traversing the target refrigerator, the beam passed
through the following total thickness of extraneous ma-
terials: PTFE (Teflon), 1.0 mm; copper, 0.25 mm; stain-
less steel, 0.86 mm; mylar, 0.08 mm; and aluminum, 1.27
mm for the first target and 1.78 mm for the second and
third targets.

4. The %MR system

described in more detail below. Table I contains the di-
mensions and location of the detectors in the beam line.
The MWPC's were the same ones used at the Argonne
ZGS in other polarized-target experiments.

1. Beam detectors

The beam incident on the polarized target was detected
in scintillation counters So, S~, and S2. The counters Si
and S2 were segmented into an up-down and a left-right
pair, respectively. This permitted monitoring of the beam
position as well as a means of rejecting some events with
two or more incident particles within the resolving time of
the electronics ( —15—20 nsec), as described below. A
second set of left-right and up-down scintillation counters
(BL, BR, BU, BD) was located downstream of the polar-
ized target; these also monitored the beam position. The
combined information from S&, S2, BL, BR, BU, and BD
gave an indication of the incident-beam angle. During
normal data-taking periods, the beam was kept centered
on each left-right and up-down pair of counters. The
MWPC's Pi, P2, P3, and P4 were used to sample the
beam trajectories a few times per second to check the
beam position and divergence, but they were found to be
less sensitive than the scintillation counters to small posi-
tion changes. We estimate that the worst misalignment of
the beam during runs was less than +1 mm on the target,
and less than —+3 mr in angle.

The NMR system operated at a central frequency of
106.5 MHz. The detector, based on real-part detection,
was similar to that of Court. ' The detected signals were
processed with a signal averager and transferred to the ex-
perimental on-line computer via a CAMAC input gate.
The NMR software was a straight integration routine,
with an integration range of 640 kHz.

Two NMR coils were present in the target holder; one
of them was more sensitive to the target periphery than
the other. The polarizations measured with the two coils
agreed within uncertainties.

C. Scintillators and wire chambers

The experimental setup used is shown in Fig. 2. The
detectors consisted of a set of scintillation counters and
multiwire proportional chambers (MWPC's) to define and
monitor the beam, a set of scintillation counters to detect
the particles scattered by the polarized target over a range
of angles near 0, and MWPC's and scintillation counters
used for the CLL measurements. These detectors are

Type Symbol

Size (height Distance
Thickness Xwidth) from target

(in. ) (in. ) (in. )

Scintillator So

S1(S1U,S1D)
S2(S2L,S2R)

BA1

BA2

S3(BU,BD)
S4(BL,BR )

BA3

S5

1

16
1

8
1

8
3
8
3
8
1

4
1

4
3
8
1

4

2X1
2 X11

lX21

4x4
3X3

2.S XS
5X2.5

2.75 diam

—128.5
—53.5
—49.5
—43.5
—16.5
108.6
112.9

-280
-282

MWPC P1
P2
P3
P4

Sx5
Sx5
SxS

1Ox2O

—119
—92
—65
117.3

TABLE I. Dimensions and positions of detectors in the beam.
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The halo-veto counters BAI and BA2 were used to re-
ject beam particles that would miss the polarized target.
The fraction of the beam rejected by these counters varied
from about 17%%uo at 800 MeV to about 55%%uo at 400 MeV.
The diameters of the circular holes in BA

&
and BAz were

1.4 cm, whereas the target diameter was 2.0 cm; these
holes subtended solid angles of 0.13 and 0.88 msr from
the center of the target. The counter BA

&
was viewed by

a single photomultiplier, while BA2 was viewed from op-
posite sides by two photomultipliers to insure good effi-
ciency. For running at two energies (303 and 620 MeV),
P&, P2, and P3 were removed from the beam, So was
moved 180 cm downstream, and 200 cm of vacuum pipe
were installed in the beam to reduce the rejection rate
from the BA counters.

Following wire chamber P&, the beam was bent and col-
limated before striking the target in the LH2 polarime-
ter. Just upstream of this target was another scintilla-
tor S5 and another veto counter BA3 with a 7.6-cm-
diameter hole which rejected particles that were close to
the collimator walls or that might miss the liquid-
hydrogen target. The bend was chosen to precess the
beam spin direction from purely longitudinal to purely
transverse, as described above, so that the beam polariza-
tion could be measured. The polarimeter trigger required
a signal in S5, as well as in So, S&, and S2, and no signal
in BA &, BA2, or BA3.

2. Detectors for the hot, measurement

The scintillation counters for the Ao.L measurements
consisted of a set of eleven circular scintillators, each —,'-
in. thick, with plastic light guides. These were optically
aligned to have a common axis, and they were arranged
from largest to smallest diameter in the direction of the
beam, to allow for efficiency measurements over most of
the acceptance of the counters, as described below. The
counters were oriented so that they were perpendicular to
the beam and assembled so that there was little overlap of
the light guides from the different counters. Each scintil-
lator was viewed by a single EMI 98138 photomultiplier,
with the exception of the largest counter, which was
viewed from opposite sides by two RCA 8850 photomulti-
pliers. For protection from the field of the polarized tar-
get magnet, special magnetic shields were constructed for
each photomultiplier. No effects were observed on the
photomultiplier pulse heights as the target field was
turned on or off during normal data-taking conditions.

The counters were mounted in a rigid structure on a
pair of rails, so the counter assembly could be moved
along the beam. The counter axes were optically surveyed
to coincide within +2 mm with the nominal beamline at
any position along the rails. The distance from the polar-
ized target to these counters was adjusted at each beam
energy so that the coverage in t, the four-momentum
transfer squared (for elastic-scattering kinematics), was
approximately the same. In addition, the counter diame-
ters were chosen to give equal increments in t. These
scintillation counters were used previously in experiments
at LAMPF, but they are not the ones used in previ-
ous Ao.I measurements at the Argonne ZGS. The radii of

TABLE II. Radii of the transmission counters.

Counter

Tl
T2
T3
T4
T5
T6
T7
T8
T9
T10
T11

Radius (mm)

228.6
215.7
201.7
186.7
170.4
152.4
132.1
107.7
76.2
50.8
25.4

the transmission counters are listed in Table II, and the
distances from the center of the polarized target to the
first counter T& for each energy are listed in Table III.
The distance along the beam between corresponding edges
of adjacent counters was approximately 2 cm.

3. Detectors for the Ctt measurement

TABLE III. Distances between the center of the polarized
target and the first transmission counter T1.

T (MeV)

302.9
384.6
434.4
485.0
518.4
535.4
569.6
586.3
619.8
636.8
688.0
739.5
790.1

Distance (cm)

158.2
158.2
163.5
173.4
180.7
184.8
191.2
195.2
201.3
205.4
215.3
225.3
234.8

A pair of MWPC's on each side of the beam (P&L,PzL,
and P,z,P2&, as shown in Fig. 2) were used to detect pp
elastic-scattering events. The restriction that they be posi-
tioned so as not to interfere with the Ao.L measurement,
together with the limited aperture for scattering allowed
by the polarized target magnet, limited the angular cover-
age to 80'& L9, & 98'. The scattered and recoil protons
were detected in coincidence. Scintillation counters SI.
and SR downstream of P2L and P2~ were used to define
the trigger for the elastic events. Each of these was made
up of two counters (23 && 5.5 &&0.5 in. ), placed side by side.
The active area of chambers P~L and P~z was 33.6 cm
high by 17.6 cm wide, and of chambers P2I and P2g was
51.2 cm high by 25.6 cm wide. The distance from the po-
larized target to these chambers was roughly 85 and 148
cm for P~g and P2~, and 99 and 160 cm for P,L and P2L,
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respectively. The chambers were surveyed in place to
within +0.4 mm, as indicated by redundant measurements
made during the survey.

D. Electronic logic

The basic quantities measured in this experiment were
the fractions R; of the beam transmitted through the tar-
get and detected in the transmission counters T; which
subtended solid angles hQ;. The information which was
used to obtain a value for ho.L was the asymmetry in the
R; associated with the two relative orientations of beam
and target polarizations. In order not to have misleading
results, it was important to avoid any effects due to count-
ing rates, which could lead to multiple events being count-
ed as single events. This could cause a false asymmetry in
counting rates if there were any asymmetry in the beam
intensity associated with its spin orientations. (Such
asymmetries were generally present during data taking
and were sometimes as great as +0.1.) To avoid this
problem, several systems of fast logic were used to reject
events in which more than a single particle was detected
in the beam-defining counters within the resolving time of
the fast logic. (The effect of this system was seen, rather
dramatically, on one occasion when an unintentional
misadjustment of this portion of the logic led to a notice-
able lack of reproducibility of the measured values of
b oI .) To avoid this problem with the transmission
counters, parallel systems of monitoring counter efficien-
cies and accidental coincidence rates were used. The logic
used to identify beam particles is shown in Fig. 3. A
BEAM signal was produced by a threefold coincidence of
So, Sl, and S2, with a veto from BA l or BA2 This w.as,

in turn, vetoed by any signal from one of three sets of log-
ic which were used to identify multiple-beam events, la-
beled 3, 8, and C in Fig. 3; a successful beam trigger is
labeled TO in that figure. Logic 2 was a delayed self-
coincidence in So which was set to detect any event in
which a second pulse occurred in So within 50 nsec of the
initial pulse. This system could not respond to two parti-
cles so close in time that only a single pulse was seen, but
such an event would produce a larger than usual pulse in
Sl or Sz (as well as in So). Logic C was incorporated to
detect this class of event. This logic used an alternate set
of discriminators on S& and S2 with thresholds set at
about 150 mV, where the minimum pulse height of nor-
mal beam particles was —100 mV. Logic 8 used infor-
mation from the two segments of S& and S2, which divid-
ed the beam area into quadrants, so that it detected events
corresponding to counts in more than one of these qua-
drants. Typically, about 5% of BEAM signals were vetoed
by these multiple-event detectors.

In order to form a coincidence between a successful
beam event TO and each transmission counter T;,
discriminators with a fast inhibit (equivalent to a strobed
coincidence) were used, as shown in Fig. 4. As indicated
there, two sets of logic were used to measure the efficien-
cy of each transmission counter and to find the rate of ac-
cidental counts. In our notation, counter T; is upstream
of counter T;+&, which is smaller in diameter. The logic
shown in Fig. 4 allows one to obtain the efficiency TI; of
that portion of T; shadowed by T;+& and the product
q;;+i of similar efficiencies of two adjacent counters T;
and T;+, as follows:

TI; = Ti; + l /TO; + l

and

~SO lO'

gaol

S BEAM TO 9i,i+i —9i ii+1 Ti—(i+3)~Ti+2,i+3 ~

where TO;+& is equivalent to a coincidence between the
beam signal TO and the counter T; + ~, T;; + &
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FIG. 3. Diagram of the electronic logic used to identify beam
particles. The D's correspond to discriminators. Three methods
of rejecting multiple events are shown in the coincidences A, B,
and C, as described in the text.

FIG. 4. Diagram of the electronic logic used with the
transmission counters T;. The D s correspond to discrimina-
tors, and the tall rectangles correspond to discriminators with a
fast inhibit.
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equivalent to a multiple coincidence of TO, T;, and T;+&,
and T; ('+3) is equivalent to a multiple coincidence of TO
and T; through T;+3. It should be noted that the effi-
ciencies given by the second method should be 1ess sensi-
tive to accidental coincidence effects. Under normal run-
ning conditions (an instantaneous rate of (300 kHz),
both g; and g;;+~ were typically found to be larger than
0.999.

The method used to measure accidental coincidence
rates was set up, not with the usual method of delayed
coincidence, but with a method which should measure the
"true" non-beam-associated accidental rate. This is given
approximately by

TO;A(true)= [T;—TO; (BA—T; ) —(DBL.T;)]

where 2r is the full coincidence width and t is time (in-
cluding the duty factor of the beam, 9% at 800 MeV and
3% at all other energies).

In this equation, T; is the singles counting rate in
transmission counter i, TO; represents the coincidence
rate between the beam and T;, (BA T;) represents the
counting rate in one of the BA counters in coincidence
with T~, and (DBL T, ) represents the counting rate in the
multiple-event detection system described above in coin-
cidence with T;, so the expression within the square
brackets represents the counting rate in T; not associated
with any beam particle. (A large contribution to this sig-
nal probably consisted of incident protons which passed
through the narrow gap between the two segments of S&
or S2. ) The expression within the second set of
parentheses represents beam particles that did not produce
counts in T;. The logic setup that was used gave the fol-
lowing "measured" accidental rate:

TO;A(meas)= [T;—TO; (BA T;)—(DBL —T;)] TO .
t

A similar one was used for TO;;+]A. The true values
were then calculated by multiplying the measured rates by

(TO —TO; )/TO and (TO T;;+,)/TO, —
respectively.

The fraction of beam transmitted through the target R;
was then found from

R;=[T; );—T, );A(tr e)u]/(TO g;, ;)
for one set of logic and

R; =[TO; —TO;A(true)]/(TO'rl; )

for the other set. The corrections to Ao.L due to the effi-
ciency correction were typically 0.1 to 0.2 mb, and those
due to accidental coincidences were much less (-0.01
mb). There was no significant difference observed in the
resulting calculated asymmetries between the two methods
of corrections. The former method was used to obtain the
results reported here.

During production runs, the direction of beam polariza-
tion was reversed every minute. Sealer data were recorded

on magnetic tape typically every fourth beam pulse (the
rate was 120 pulses/sec at 800 Mev and 40 pulses/sec at
all other energies), though occasionally they were recorded
at every pulse, to allow for later rejection of any
anomalous group of beam pulses, as described below.

For the CLL measurement, a coincidence between the
BEAM signal described above and the scintillators in the
left and right arms gave a trigger to read MWPC data and
time-of-flight information (which was not used in the
analysis) into the computer. The Crl fast logic was
vetoed by a computer busy signal, to allow for indepen-
dent normalization of these data. Because triggering rates
were less than one per pulse, no dead time corrections
were necessary. At random intervals, determined by a
trigger from a pulser, data from the MWPC's in the beam
line were read into the computer for beam profile mea-
surements, and pulse height and timing information from
the transmission counters were read into the computer to
monitor their gains and timing.

E. Experimental tests

Before beginning data taking, as well as during the
course of the experiment, many studies and tests were
made to search for any indication of effects associated
with the experimental setup or with the experimental pro-
cedures used that might lead to false results.

At the start of the experimental run, and whenever
there was any change in the beam counters or the target,
the alignment of the beam with the veto counters BA&
and BA 2 and with the target was checked by carefully po-
sitioning tungsten rods in the center of the holes in these
counters and using the beam to simultaneously photo-
graph these rods and the target holder, forming an image
on a piece of high-speed Polaroid film placed directly in
the beam. In these pictures, the target support structure
was clearly visible, so the position of target and BA
counters with respect to the center of intensity of the
beam could be determined to —+1 mm.

An estimate was made of the fraction of the incident
beam that missed the target, using the information from
the wire proportional chambers in the incident beam. As
discussed above, information from these chambers was
read into the computer at random intervals, as well as for
every Cl L event. Samples of several hundred beam
tracks, corresponding to each of the two triggers, were
studied at two energies, 790 and 385 MeV. (These are the
energies of the beam at the center of the target, as deter-
mined from machine parameters and energy-loss calcula-
tions. ) Beam profiles, in both x and y (with y vertical) at
the target position were calculated, and the fraction of
events with values of x or y greater than +1 cm from the
center of the target were found to range between 1.0%
and 3.5%. No significant difference was noted between
the beam tracks from the CLL events and those from the
random trigger (which should be the "bol" events), or
between the two energies. A study was made of those
tracks which gave x or y values greater than + 1 cm from
the center of the target. It was found that in 75% of such
cases the difference in the slope of the beam as measured
between I'& and P2, and between I'2 and I'3, was found to
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correspond to a discrepancy in the calculated position at
one chamber greater than a distance of 2.5 wires (0.5 cm).
This indicated that a scattering had probably occurred, so
that a calculation of the x and y position of these tracks
at the target center was unreliable. This indicates that the
fraction of the beam missing the target was (2%%uo.

The beam chambers were also used to check the align-
ment of the polarized target magnet relative to the nomi-
nal beam direction. The beam trajectories, before and
after the magnet, were observed both with the magnet set
at the polarizing field of 2.5 T and with the magnet
turned off or set at very low field. The observed deflec-
tion at P4 was 5.3+3.8 mrn at 485 MeV, indicating that
the magnet was properly aligned to within 0.3 .

The field integral through the polarized target magnet,
as well as the calibration of beam energy, was checked
with the help of the liquid-hydrogen polarimeter. For this
test, the polarimeter was located at a lab angle of 0' cen-
tered on the beamline, and the spin-precessing magnet for
the polarimeter was turned off. The spin direction of the
incident beam was oriented transverse and in the horizon-
tal plane (i.e., S-type), as measured by the EPB polarime-
ter. The spin direction was measured at the liquid-
hydrogen polarimeter both with the polarized target mag-
net set at the polarizing field and with it turned off. The
measured magnet current and spin rotation, the number
of turns in the magnet coils, and the beam energy correct-
ed for energy loss to the center of the target were all
found to be consistent. If the result of this test is ex-
pressed as a measurement of the beam energy, the value
found was 474.4+6.0 MeV, whereas the energy from the
machine parameters and energy-loss corrections was cal-
culated to be 485.0 MeV, differing by less than two stan-
dard deviations. This provides additional confidence that
the magnetic field of the polarized target was understood
and that the magnetic-field corrections to the outgoing
particles in the CLL data were correct.

An estimate was made of the correction to 4o.L due to
particles scattering backward from the target into the
BA~ and BA2 counters, which would veto such events.
From published pion production cross sections on hydro-
gen, ' it was found that the solid angle subtended by
these counters at the target could lead to a maximum
correction to the measured ho.l values at the highest en-
ergies of +0.04 mb, and smaller at lower energies. In
practice, the correction is expected to be much smaller
than this for several reasons: These back-scattered pions
were quite low in energy and many would have been
stopped in the polarized target; those pions that hit the
veto counters would have been quite slow and some would
have arrived too late to veto the incident-beam particle
signal; and the spin dependence of the pion production
cross section is not generally maximal. No corrections to
the Ao.l data were applied for this effect.

Many tests were also made to check the sensitivity of
the measured value of Ao.I to various effects associated
with the beam and with the target polarization and uni-
formity. The sensitivity to beam steering was checked by
moving the beam horizontally or vertically by distances
up to —3 mm (compared with the normal range of beam
motion of -0.1 mm). The ratio T9 &0/TO should be

most sensitive to these effects; however, no variation in
this quantity was seen, within statistical error. The max-
imum variation observed would correspond to a variation
in Ao.L of -0.17 mb. These tests also show that the tar-
get density was consistent with being uniform, within
0.3%%uo. The sensitivity to possible misalignment of the
transmission counters was checked by moving the
counters horizontally by distances up to 0.5 in. No effect
was seen within the 0.24-mb combined statistical error of
these tests. The sensitivity of b.o I to the BA veto
counters was checked by removing them from the trigger.
The resulting change of herr from the average values at
that energy (434.4 MeV) was 1.02+0.66 mb.

The sensitivity to X and S polarization components in
the beam was checked by running with 2V- and S-type
beams. With an ¹ype beam at 569.6 and 636.8 MeV,
the value of "Ao.L" was found to be 2.3+1.4 mb, and with
S-type at 485.0 and 619.8 MeV it was found to be
—0.18+0.38 mb, both statistically consistent with zero.
With an unpolarized target, the value of "ho.I" was
found to be 0.00+0.28 mb, as averaged over nearly all en-
ergies; similar results were found with an unpolarized
beam.

The only experimental condition which we found to af-
fect the value of hoL was a high beam rate. Tests made
over a wide range of rate showed that results were not
reproducible if instantaneous beam rates higher than
-300 kHz were used. All data were therefore taken at
rates lower than this. As discussed below, the errors in
experimental values of Ao.L used in the final analysis are
all consistent with the expected statistical distribution, so
there is no indication of rate effects in the results.

III. DATA ANALYSIS

A. Eo.L,

The total-cross-section difference b,crl (t;) for the ith
transmission counter ( T~) was calculated with the formu-
la

gaol (t;)= ln(R; /R; )= e;,

e;=(R;+—R; )/(R;++R; ),
where R;—is the fraction of the incident protons transmit-
ted through the target and detected with counter T; for
parallel (+ ) and antiparallel ( —) spin states, PT and P~
are the target and beam polarization, and A =(NzpL)
is the target constant for free protons, where X~ is
Avogadro's number, I. is the target length, and p is the
free proton density. The R;—were corrected for counter
efficiency and accidental coincidences as described above.
The symbol t; denotes the maximum four-momentum
transfer squared (for elastic scattering) covered by T;.

For this experiment to be sensitive to -0.1 mb in
b,err (t; ), the asymmetry (e; ) had to be sensitive to —10
In order to find any possible systematic effects, several
tens of runs, each with statistical errors of —1.5 mb, were
made at each energy, about half with each target polariza-
tion direction, and correlations between the resulting
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values of b,o.L and various parameters of the run, such as
beam intensity, beam position, etc. , were investigated.
The only correlation that was found was between Ao.

L,

and the product of the beam intensity and its asymmetry.
Studies of corrections to b,o.L for high-intensity beams
with a large asymmetry showed that the largest correction
was due to the transmission-counter efficiency. Even
after these corrections had been made, as described above,
it was noted that the transmission ratio R; was still some-
what dependent on the beam intensity. The error on the
inefficiency (1 —g;) was estimated to be -0—20% at
-300-kHz instantaneous rate, depending on the voltage
setting of the transmission counters. In order to minimize
this effect, the instantaneous beam intensity was kept low
{& 300 kHz) during data taking, and pulses of high inten-
sity were rejected during off-line beam analysis.

For the replay of the data from tape, the ratio of the
doubles in Sp to the beam counts Sp(DBL)/Cb„, with
Sp(DBL) as given by logic A described above, was used as
an estimator of the instantaneous beam intensity. This
quantity was checked with every tape record (every fourth
beam pulse, or occasionally every pulse) and the AoL data
for that record were rejected if Sp(DBL)/Cb exceeded
a value corresponding to an instantaneous rate of approxi-
mately 1 MHz. After the replay, some runs were rejected
if there was any indication that they might have some
false asymmetry. The acceptance criteria were the follow-
ing:

Coulomb-nuclear interference; they are presented in this
manner so that they can be used to evaluate Ao.L with dif-
ferent phase shifts or extrapolations.

Various studies were made to determine the appropriate
extrapolation to t=0. In all cases, the correlated errors
were treated as described in the Appendix. It was decided
to exclude counter T2 from the fits, since in two cases
(one set of runs each at 485 and 790 MeV) the error on
baL (t; ) for T2 was larger than for T3. This was caused
by efficiency corrections for T2 that were larger than nor-
mal for these two sets of runs, and it led to problems with
the correlated error fits. In the interest of consistency,
only counters smaller than T2 were used in the fits, for all
energies. It was also found that there was an improve-
ment in the value of g per degree of freedom (1.68 vs
1.20, averaged over all energies) with a quadratic rather
than a linear I; dependence when using the Amdt
Coulomb-nuclear interference correction. " ' (The linear
fit was used, with other Coulomb-nuclear interference
corrections, in our earlier paper. ) On the other hand,
the values of AoL obtained either from the linear or quad-
ratic t dependence, using counters T3 T9 T3 T]p or
T4—T)p in the fits, were all identical within statistical un-
certainties, in that they differed by less than one standard
deviation, except at 570 MeV, where the linear and quad-
ratic fits differed by about two standard deviations. The
extrapolation chosen to obtain the final values of ho.L
corresponds to the minimum averaged value of 7 per de-
gree of freedom, which was the quadratic t dependence
with counters T3—T9. The same counters were used with
the linear fit in our earlier paper and were also used to ob-
tain values for the slopes B(b,oL )/dt given below. . The fi-
nal fits are shown in Fig. 5.

At each energy, after the rejection of some runs by the
above criteria, the distribution of the values of b,o.

L from
the various runs was investigated to check whether the
Auctuations were consistent with statistics. Some sample
results of distributions of Ao.L are shown in Fig. 6; in
every case the agreement with expectation is satisfactory.
This indicates that the methods used to find the extrapo-
lated value of Ao.L and its error are statistically correct.

The beam polarization used to obtain ho.L for each run
was estimated by using the line-B polarimeter, which had
high counting rates, giving & 1% error per run, since the
counting rates of the LH2 polarimeter were too low for its
results to be used with each run to check the fluctuation
of the value of 4o-L. The results of the LH2 polarimeter
for each energy were used for an additional correction to
the beam polarization. In principle, the polarization can
be different in the EPB beam line and in line B because of
the different phase space of the EPB line, with that of the
EPB line expected to be slightly higher, due to the specific
features of the Lamb-shift polarized ion source. Be-
cause of this, the values of Ao.L had to be renormalized by
the ratio of the EPB-line polarization to the line-8 polari-
zation. By summing up all runs, small uncertainties
( & 2%) on the EPB polarization as measured by the LHq
polarimeter were obtained at each energy above 500 MeV,
and a correction to Ao.l was applied. For these energies,
the average value of the ratio of the beam polarization
from the two polarimeters was found to be

(1) The instantaneous beam intensity, averaged over the
run, should be less than 600 kHz.

(2) The asymmetry in Sp(DBL)/Cb„, given by

—,
' [Sp{DBL)/Cb„(+)—Sp{DBL)/Cb„(—)],

should be less than -0.5%. This corresponds to the effi-
ciency correction being (1.5 mb, which means that the
maximum error due to the efficiency correction should be
&0.3 mb.

(3) The value of g for the fit of a straight line to the
b aL (t; ), as discussed below, should be less than 3.0.

Application of these criteria resulted in the rejection of
6%%uo of the runs.

The statistical error of b.oL (t; ) can be written as
1/2

2A 1 —R;5(ho.L (t; ) ) =
B T i p

where Np is the number of unambiguously identified in-
cident particles. Since the hoL(t; ) are .not independent of
each other, the straight-line fits to b,o.L(t;) were made
with the full covariant error matrix, as described in the
Appendix.

The value of Ao.L was obtained by extrapolating the
b,o'L (t; ) to t=0 for each run and then taking the weighted
average of the b,o.~ values, or by taking the weighted
average of the AoL (t;) from the runs and then extrapolat-
ing to t=0. The two methods gave exactly the same re-
sults, as expected. In each method, the b,ot(t;) were.
corrected for Coulomb-nuclear interference effects, using
the phase shifts of Bhandari, Amdt, Roper, and
VerWest, " before extrapolating. Table IV gives the
values of b,crt (t; ) used for the fits, uncorrected for
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TABLE IV. Experimental values of the total-cross-section differences ho.L(t;) for the transmission
counters T;, where t; is the maximum four-momentum transfer squared for elastic scattering accepted
by T;. The values are not corrected for Coulomb-nuclear interference, and the errors are statistical
only.

T' (Me&) {(GeV/c) ] bo.L(t;) (mb) T (MeV)
( t;~ [(GeV/c ) ] ho I (t; ) (mb)

T2
T3
T4
T5
T6
T7
T8
T9
T10

T2
T3
T4
T5
T6
T7
T8
T9
T10

T2
T3
T4
T5
T6
T7
T8
T9
T10

T2
T3
T4
T5
T6
T7
T8
T9
T10

T2
T3
T4
Ts
T6
T7
T8
T9
T10

T2
T3
T4
T5
T6
T7
T8
T9
T10

302.9

434.4

485.0

535.4

569.6

619.8

0.0117
0.0100
0.0084
0.0069
0.0054
0.0039
0.0026
0.0013
0.0005

0.0167
0.0143
0.0120
0.0098
0.0077
0.0056
0.0037
0.0018
0.0008

0.0169
0.0144
0.0121
0.0099
0.0078
0.0057
0.0037
0.0018
0.0008

0.0169
0.0145
0.0122
0.0100
0.0078
0.0058
0.0038
0.0019
0.0008

0.0171
0.0147
0.0123
0.0101
0.0079
0.0059
0.0038
0.0019
0.0008

0.0172
0.0147
0.0124
0.0102
0.0080
0.0059
0.0038
0.0019
0.0008

—26.35+0.211
—26.6S+0.213
—26.70+0.216
—26.67+0.218
—26.81+0.222
—26.80+0.226
—26.85+0.231
—27.11+0.245
—27.46+0.309

—17.67+0.329
—17.60+0.333
—17.37+0.338
—17.24+0.345
—16.95+D. 351
—16.7S+0.359
—16.60+0.369
—16.41+0.387
—16.26+0.438

—14.78+0.433
—14.80+0.425
—14.58+0.433
—14.50+0.441
—14.15+0.451
—13.83+0.461
—13.64+0.475
—13.47+0.498
—13.65+0.564

—12.42+0.299
—12.30+0.302
—12.07+0.308
—11~ 82+0.314
—11.55+0.320
—11.22+0. 326
—11.13+0.336
—11.10+0.352
—11.48+0.394

—11.06+0.162
—11.00+0.164
—10.88+0. 166
—10.79+0.170
—10.54+0. 173
—10.34+0. 177
—10.11+0.182
—9.96+0.191
—9.78+0.212

—12.23+0.196
—12.47+0. 198
—12.42 +O.202
—12.42+0.205
—12.31+0.210
—12.20+0.214
—12.24+0.221
—12.25+0.231
—12.23+0.256

384.6

485.0

518.4

535.4

586.3

636.8

0.0154
0.0132
0.0111
0.0090
0.0071
0.0052
0.0034
0.0017
0.0007

0.0168
0.0144
0.0121
0.0099
0.0078
0.0057
0.0037
0.0018
0.0008

0.0170
0.0146
0.0123
0.0100
0.0079
0.0058
0.0038
0.0019
O.COO8

0.0169
0.0145
0.0122
0.0100
0.0078
0.0058
0.0038
0.0019
0.0008

0.0170
0.0146
0.0123
0.0101
0.0079
0.0058
0.0038
0.0019
0.0008

0.0171
0.0147
0.0124
0.0101
0.0080
0.0059
0.0038
0.0019
0.0008

—21.21+0.208
—21.17+0.211
—21.14+0.216
—21.02+0.220
—20.90+0.224
—20.66+0.230
—20.60+0.236
—20.73+0.249
—21.19+0.290

—13.85+0.254
—14.04+0.257
—13.88+0.262
—13.69+0.266
—13.45 +0.272
—13.23+0.278
—13.15+0.287
—13.02+0.302
—12.85+0.339

—11.95+0.200
—11.88+0.203
—11.68 +0.206
—11.48+0.210
—11.24+0.214
—11.01+0.219
—10.85+0.225
—10.69+0.236
—10.75+0.266

—11.44+0.223
—11.59+0.226
—11.41+0.229
—11.18+0.234
—11.01+0.238
—10.84+0.244
—10.77+0.251
—10.67+0.264
—10.77+0.295

—11.63+0.222
—11.66+0.225
—11.51+0.229
—11.42+0.223
—11.25+0.238
—11.11+0.244
—10.97+0.251
—10.76+0.263
—10.65 +0.292

—12.34+0.244
—12.39+0.246
—12.43+0.251
—12.43+0.255
—12.38+0.260
—12.25+0.266
—12.24+0.273
—12.18+0.286
—12.17+0.316
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TABLE IV. ( Continued).

t ) (mb)T (MeV)
~

r;~ e[(GeV/c )'] hoL, (t;) T (MeV)
~

t,
~

[(GeV/c)'] AgL(t;) (mb)

T2
T3
T4

T5
T6
T7
T8
T9
T10

688.0 0.0172
0.0148
0.0124
0.0102
0.0080
0.0059
0.0039
0.0019
0.0008

—15.24+0. 122
—15.35+0.123
—15.47+0. 125
—15.56+0. 127
—15.65+0.130
—15.72+0. 133
—15.78+0.137
—15.94+0. 143
—16.17+0.157

739.5 0.0172
0.0148
0.0125
0.0102
0.0081
0.0060
0.0039
0.0019
0.0008

—16.40+0. 109
—16.56+0. 110
—16.71+0.112
—16.86+0.114
—17.00+0.116
—17.10+0.118
—17.25 +0.122
—17.40+0. 127
—17.53+0.138

T2
T3
T4
T5
T6
T7
T8
T9
T10

790.1 0.0173
0.0149
0.0126
0.0103
0.0081
0.0060
0.0039
0.0019
0.0009

—14.82+0.292
—15.30+0.291
—15.42+0.298
—15.63+0.302
—15.85+0.306
—15.97+0.314
—16.10+0.321
—16.29+0.337
—16.10+0.364

790.1 0.0173
0.0149
0.0126
0.0103
0.0081
0.0060
0.0039
0.0019
0.0009

—16.32+0. 182
—16.53+0.184
—16.65+0. 187
—16.75+0. 190
—16.96+0.194
—17.11+0.199
—17.26+0.204
—17.45+0.214
—17.68+0.233
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TABLE V. Maximum values of the target polarization
(values of P,„ in parentheses correspond to raw polarizations
with water condensation on the NMR coil).

vs. Tlab

I

400
I I I

500 500 600 700

TJ b (MeV)

FIG. 7. Comparison of the calculated and observed calibra-
tion constants for the LH2 polarimeter. The calculated values
were obtained from a global fit to pp elastic polarization data
averaged over the LH2-polarimeter acceptance (Refs. 39 and 40)
and corrected for background. The observed values were ob-
tained from quench information, as described in the text.

T (MeV)

485.0
790.1

535.4
384.6
636.8
434.4
586.3
688.0
739.5
569.6
518.4
790.1

485.0
535.4
619.8
302.9

Target

1st
1st
2nd
2nd
2nd
3rd
3rd
3rd
3rd
3rd
3ICl

3rd
3Id
3rd
3rd
3rd

Pmax

0.842
0.821
0.838 (0.749)
0.839 (0.750)
0.832 (0.743)
0.827
0.839
0.844
0.832
0.836
0.834
0.840
0.838
0.842
0.832
0.833

the ratio of the amplifier gain and the number of signal-
averager sweeps of the enhanced signal and the TE signal,
p is the proton magnetic moment, B is the magnetic field,
which is accurately known from the central NMR fre-
quency, k is Boltzmann's constant, and TTE is the tern-
perature of the target ( —1 K), which was estimated from
the vapor pressure of the He. Thermal-equilibrium mea-
surements were performed 5 times for the first target, 8
times for the second, and 22 times for the third. Average
values of the CNMR were obtained for each target. The
standard deviation of each set of measurements was con-
sidered to be an estimator of' the relative uncertainty of
the CNMR of each target. The maximum absolute target
polarizations for each set of runs are summarized in Table
V. For the second target, the value of CNMR was —10%
smaller than that of the other two, owing to water con-
densation on the NMR coil. CNM~ for the second target
was renormalized so that the average of the maximum
target polarization for the second target was the same as
that of the third.

The target constants were also different for the three
targets. The ratio of the target constants was estimated
from transmission ratios ( T23 /TO, Tq5 /TO, and
T67 /TO). The ratio of the attenuation of beam particles
by the target beads and other materials that the beam
passed through was calculated, assuming that the total
cross section is proportional to A~, where 2& is the
nuclear atomic weight. The values found for these ratios
and used in the computation of ho.I were

3 ( 1st)/2 (3rd) = 1.025+0.008

2 (2nd) /2 (3rd) = 1.014+0.005 .

These values are consistent with the target-weight mea-
surernents, although the accuracy is poor because, unfor-
tunately, some amount of material was lost during re-
moval of the first two targets.

No corrections were made for possible effects of polar-

Average 0.836+0.006

ized nuclei, such as ' C, ' 0, or H, on the b,oL (pp) mea-
surements. On the basis of natural abundances, the larg-
est effect would be expected from ' C. In the worst case,
assuming equal spin temperatures for 'H and ' C in the
polarized target and

bol (p
' C) =2cr„,(p ' C),

the effect of polarized ' C on the measured value of
b,ol (pp) could be as large as 15%. Based on guidance
from bol (pd) measurements, a more realistic estimate
would give an effect of 2%%uo or less. Since information on
b,crI (p

' C) and on the polarization of ' C in the target
was lacking, no correction for this effect was applied.

The overall normalization uncertainty (one standard de-
viation) is estimated to be 4.1%. It is due principally to
the uncertainty in the normalization of the target polari-
zation and to the uncertainty in the target constant. The
target-polarization normalization uncertainty is 2.1%,
comprising the standard deviation of the TE measure-
ments for the third target (1.5%), the uncertainty of the
temperature (1.0%%uo), and the possible nonlinearity of the
NMR amplifier (1.0%%uo). The beads of the third target
were weighed after the experiment (13.09+0.04 g), and
chemical analyses were made to obtain the weight of the
hydrogen (1.288+0.020 g). The diameter of the target
container (2.031+0.014 cm) was measured at liquid-
nitrogen temperature when the target beads were loaded.
Thermal shrinkage between liquid-nitrogen and liquid-
helium temperatures is expected to be negligible ( & 0.3%).
The uncertainty of the target constant was 3.5%,
comprising the uncertainty of the chemical analysis
(1.5%), the cross section of the target container (1.4%),
the mass of the third target (0.3%), the boundary effects
on the packing fraction (1.5%), and the reproducibility of
the packing fraction (2.4%), which is estimated from
bench-top trial packings of target beads. This last source
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of uncertainty has been applied uniformly, although it ac-
tually applies only to the first and second targets, for
which reliable weight measurements were not obtained.
The quoted uncertainty is- a conservative overestimate for
the third target.

The uncertainty in packing fraction (or density) owing
to boundary effects is an allowance for possible effects of
the target container walls in estimating the effective
(beam-sampled) target density. There are two boundary
effects, of opposite sign, which tend to nullify each other
if only a limited "core" region of the target is illuminated
by the beam. Both effects occur whenever the target
vessel walls are essentially planar and the target beads
have a uniform size. The first effect arises from the cir-
cumstance that there are no "fractional" target beads
available to fill the extra empty space induced at the walls
of the target vessel. This "boundary-volume excess"
(BVE) is reasonably well characterized both theoretically
and empirically and amounts to 2—3%%uo for a target of our
dimensions. The second effect, which we may call the
"boundary-induced regularity" (BIR), originates in the
ability of a smooth wall to induce regular close packing,
as opposed to random close packing, in the first few layers
of beads adjacent to the wall. ' In actual targets con-
tained in transparent vessels, evidence suggestive of BIR
is usually seen. Regular packing achieves a higher pack-
ing fraction (-0.74) than random packing (-0.64), so it
tends to lead, in effect, to a volume deficit at the target
periphery compared to the interior, an effect opposite to
that of the BVE. In the general case it is difficult to esti-
mate the net influence of the two effects. In a "worst-
case" scenario, one could imagine that the target consists
of a regular-packed outer annulus, not sampled by the
beam, and a loose-packed, beam-sampled core. In this
scenario the interior density could be as much as 12% less
than the measured mean density, since the minimal stable
packing fraction for so-called "loose random packing" is
around 0.57. For our real target, several considerations
argue that the departure from the measured mean value
must be much less than this: (a) the experimental tests
described in Sec. II E give no indication of a large nonuni-
formity of the target constant; (b) in practice, it requires
some deliberate effort to achieve packing fractions ap-
proaching values as low as 0.57, whereas in packing a real
target the opposite effort is made, that is, to maximize the
packing; and (c) perhaps most important, the radius of
curvature of our target vessel walls was only ten times the
target bead radius. Both geometrical intuition and infor-
mation from the available literature suggest that an ap-
preciable annulus of BIR is not possible in such a relative-
ly small container. In fact, the data of Ref. 66 imply that
the BVE dominates the BIR for radial ratios as small as
10. Nevertheless, since an explicit correction factor for
the boundary effects seems elusive, we have retained the
measured mean density in estimating the third target con-
stant and assigned a further uncertainty of 1.5% (about
one-half of the maximal BVE effect) to the packing frac-
tion. We believe that this represents realistic one-
standard-deviation limits on the boundary effects.

The final experimental values of Ao.I are shown in Fig.
8 and summarized in Table VI, together with errors and
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FIG. 8. The experimental values of AO.L, together with previ-
ous values found at the ZGS (Ref. 1). The errors shown are sta-
tistical only.

400

other quantities of interest. The errors in the table include
statistical errors from the fitting procedure and uncertain-
ties from the beam polarization measurements and from
the ratios of the target constants discussed above. The ex-
perimental values of the slope d(b, crL )Idt, without
Coulomb corrections, are shown in Fig. 9 and listed in
Table VII. The systematic errors are summarized in
Table VIII.

CLL

The spin-correlation parameter CII (8) was calculated
for each run with the formula

I+(8)—I (8)
P.P»+(8)+i-(8) '

where I+(8) is the intens—ity of elastic pp scattering at a
center-of-mass angle 8 for parallel (+ ) and antiparallel
( —) spin states, and PT and P~ are the target and beam
polarization. As discussed above, the elastic events used
to determine CLL were detected in MWPC's placed on
each side of the beam. The MY@PC's covered a center-of-
mass angular region near 90' and were triggered by signals
from scintillation counters placed after them, in coin-
cidence with a beam signal. These events were separated
from background by a series of tests on the trajectories of
the scattered and recoil protons as reconstructed from the
position information taken from the M%"PC's. The
methods used are outlined below; a more detailed descrip-
tion is given elsewhere.

In order to reconstruct these tracks, it was necessary to
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TABLE VI. Experimental values of ho.l. , resulting from extrapolating the Ao.I.(t;) to t =0, using
counters T3 through T9, assuming a quadratic t dependence. Results are given for data both corrected
and uncorrected for Coulomb-nuclear interference, listed as Ao.L(uncorr) and ho.L, (corr), so that the size
of the correction can be seen. The first error on b,ul. corresponds to the statistical uncertainty from the
fit, and the second error combines the statistical uncertainty with the energy-dependent uncertainties
due to the beam polarization and target constant. There is an additional normalization uncertainty of
+4.1%%ug, as described in the text. The value of g per degree of freedom for the fit is listed as g„and
the value of g per degree of freedom for the deviations of the runs from the weighted average of all
runs is listed as Pb. The total number of runs used to obtain AcrL at each energy is listed as N.

302.9
384.6
434.4
48S.O
485.0
518.4
535.4
535.4
569.6
586.3
619.8
636.8
688.0
739.5
790.1

790.1

hoL (uncorr) (mb)

—27.04+0.26+0.59
—20.51+0.27+0.54
—16.20+0.41+0.54
—12.82+0.32+0.47
—13.15+0.54+0.59
—10.47+0.25 +0.34
—10.82+0.38+0.44
—10.58+0.28 +0.36
—9.64+0.21+0.26

—10.62+0.28+0.37
—12.18+0.25 +0.32
—12.04+0.31%0.43
—15.98+0.15+0.27
—17.49+0.14+0.24
—16.51+0.36+0.57
—17.63+0.23 +0.33

hol. (corr) (mb)

—25.31+0.26+0.59
—19.23+0.27+0.54
—15.11+0.41+0.54
—11.91+0.32+0.47
—12.23 +0.54+0.59
—9.69+0.25 +0.34

—10.10+0.38+0.44
—9.87+0.28+0.36
—9.06+0.21+0.26

—10.09+0.28+0.37
—11.77+0.25 +0.32
—11.65+0.31+0.43
—15.66+0.15+0.27
—17.17+0.14+0.24
—16.15+0.36+0.57
—17.27+0.23+0.33

2
Xg

3.48
2.67
0.89
0.69
1.24
0.24
1.46
0.59
2.43
0.77
2.10
0.73
0.74
0.43
0.86
0.95

1.17
1.02
0.46
0.89
0.38
0.97
0.79
1.30
0.91
1.22
1.09
1.24
1.57
1.13
2.13
1.42

34
36
19
23

8
52
24
29
55
27
25
21
32
40
11
50

correct for the effect of the 2.5-T axial magnetic field
which surrounded the target. The method used involved
generating pp elastic-scattering events which simulated
the real events, using Monte Carlo methods, tracing them
through the magnetic field, and finding their coordinates
in the MWPC's. Qnce a set of such events was generated,

the chamber coordinates were used to make a least-
squares fit to the coefficients of a linear polynomial relat-
ing the chamber coordinates to corrections due to the
magnetic field for various geometrical parameters, such as
the coordinates of the track on a plane passing through

l 00— Ao-„SLOPE
VS

Tlob
/

/
//'

I
T (Mev) 8(ho.L )/Bt Average

TABLE VII. Experimental values of the slope B(A~I. )/Bt, re-
sulting from a linear fit to the hcrI (t; ), uncorrected for
Coulomb-nuclear interference, using counters T3 through T9.
The quoted errors are statistical only. Weighted averages of the
two sets of runs at 485, 535, and 790 MeV are also given. The
units are mb/(GeV/c) .
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FIG. 9. The experimental values of the slope B(ho.L, )/Bt,
without Coulomb corrections. The errors shown are statistical
only. The curves are discussed in Sec. IV B.

569.6
586.3
619.8
636.8
688.0
739.5
790.1

78+ 9
76+ 7
65+10
20+ 8
12+ 10

—44+ 5
—63+ 5
—80+12

—69+6
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TABLE VIII. Systematic errors on the values of AuL (one
standard deviation).

Target polarization
Reproducibility of TE
Temperature
Nonlinearity

Target constant
Chemical analysis
Area of the container
Mass of third target
Reproducibility of packing fraction
Boundary effects on packing fraction

Total

1.5%
1.0%
1.0%

1.5%%uo

1.4%
0.3%
2.4%%uo

1.5%

2.1 %%uo

3.5%

4. 1%%uo

LU

!C3

&, a !! ~ I!!~V !a fl I ll ~ I In glllga gl

I 2 3 4 5 6 7 8 9 IO
h, $

F1G. 10. Typical set of histograms of 5$ for the CLL, data for
a single run. The marks indicate the position of 5/=180' for
each peak. Mark No. 1 is for events between 79' and 81'. c.m. ,
and the other marks are for angular bins increasing by 2 . The
vertical scale runs from zero to 31 counts.

the center of the target and the polar and azimuthal an-
gles 8 and P of the track. These fitted eoeffieients were
later used with the real events to reconstruct these same .

quantities. Two independent methods were used to trace
the proton trajectories through the magnetic field, as a
check; the agreement between the two was good to
(0.1%. For the Monte Carlo events, the difference be-
tween the generated (true) values of the parameters and
their reconstructed values was —+0.2' in 8, —+0.7' in P,—+0.7 mm in yp, and —+1.5 mm in zp, where yp and zp
are the coordinates of the track on the x=0 plane in a
coordinate system centered in the target with z along the
beam, y up, and x defined for a right-handed system.

All events which had one and only one hit in each of
the four MWPC's were taken to be candidates for pp
scattering. In each case, the two tracks were reconstruct-
ed, corrected for magnetic-field effects, and the following
quantities were calculated: the distance of closest ap-
proach (DCA) of the tracks, the coordinates of the in-
teraction point (xz,yz, zT), taken to be the midpoint of
the line between the points of closest approach on the
tracks, the difference in azimuthal angle hP between the
tracks, and the sum of the polar angles of the left and
right tracks (81 +8+ ), in the center-of-mass system, as-
suming the kinematics of elastic scattering. After some
study, fairly loose cuts were made on all of these quanti-
ties except b,P, which was used to make the final back-
ground subtraction. The cuts on xT, yT, and zT corre-
sponded to requiring that the interaction take place inside
the target and the cut on (OI +8~ ), corresponded to re-
quiring that this sum be consistent with 180'. The values
of OI and Oz(c.m. ) were used to bin the events by center-
of-mass angle, using the average of the value of 8 (c.m. ) as
found from each track. For each of these 2 angular bins,
a histogram of hP was made, which always exhibited a
well-defined peak around 180', with a background that
was never greater than -5% of the peak height. An ex-
ample of one of these distributions is shown in Fig. 10.
For each of these, the number of events was found by fit-
ting a straight line to the background on each side of the
peak and subtracting the number of calculated back-
ground events from the total number of events in the
peak. This was done separately for each angular bin in

each run at each energy. The value of CII (8) was then
found from the expression above, where I+ was ta—ken to
be the number of elastic events detected divided by the
number of incident beam particles for that run, and Ps
and PT were the beam and target polarizations found for
that run, as discussed above.

The values of CLI thus found for each run at each en-
ergy and in each angular bin were combined to give a
weighted average of CLL(8) for each energy and each 2'
angular bin, for angles between 80 and 98'. The statisti-
cal quality of the results were studied with 7 tests. Those
runs with large deviations were examined, and some were
discarded, but only when reasons other than a large P
value were found to reject them. A test of the/ distribu-
tion of the full set of CIL, (8) data were also performed.
Since the number of degrees of freedom was not constant
over the data set, a histogram was made of the quantity

y, =(2X )'~' —(2n —1)'~',

where n~ is the number of degrees of freedom, which
should be normally distributed with unit standard devia-
tion. The distribution was found skewed toward nega-
tive values, however, but when all errors were reduced by
10%%uo, the resulting distribution was consistent with expec-
tation. Qn the basis of this, all errors on the final CLL
values were reduced by 10%. It is believed that the source
of this apparent overestimate of error was the method
used to calculate errors in the computer program which
fitted a background under the peak in the b,P distribution.
The final distribution of y2 is shown in Fig. 11.

The resulting values of CLI (8) were fitted at each ener-
gy to a curve of the form

CLI.(8)=a+P cos'8,

which reflects the expected symmetry around 90'. The
values of 7 for each fit at each energy were satisfactory.
The values of Cll (8), with the fitted curve, are shown in
Fig. 12 and tabulated in Table IX, with their statistical er-
rors. The systematic uncertainties, due to uncertainties in
the beam and target polarization, are +2.0% and +2.1%,
respectively, as discussed above. Values of a =CI.L, (90 )
are plotted in Fig. 13 and tabulated in Table X. Also
shown in Fig. 13 are the values of CIL found previously
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FIG. 11. Distribution of the quantity y2 described in the text.
The curve shown is that of a normal distribution.
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at the ZGS. We note that the value of the ZGS point
near 560 MeV is in doubt, since it now appears that it suf-
fered from beam depolarization effects which had not
been taken into account. Values of P are also tabulated in
Table X. As can be seen, the errors in this quantity are
fairly large, due to the limited angular range of the data.

As an additional check on the validity of these results, a
measurement was made of the quantity CsL(0) at 485
MeV, with the beam set for S-type polarization. The data
were analyzed as described above, and the value for
0, =90, which should be zero, was found to be
(0.0158+0.0188), consistent with zero. When the Csz(8)
were fitted to a curve of the form

C. Comparison of the ho.L, results with other data

Figure 14 shows a comparison of the b,o.
L results from

this work with previous values from the ZGS, ' from the
BASQUE group at TRIUMF and from the Geneva
group at SIN. The data are shown both with statistical
uncertainties only and with combined systematic and sta-
tistical uncertainties. The agreement with the ZGS and
the preliminary SIN results is good except for one or two
points, but there is a sizable discrepancy with the
TRIUMF data.

The ZGS Ao.l data were taken in two different runs
separated by about a year. It is possible that there was a
systematic difference in the target constant or the target
polarization for the two ZGS runs. To indicate this, the
ZGS ho.l data in Fig. 14 are shown with two different
symbols. The systematic uncertainties on each set of data
are roughly +8%.

After these data were published, more and more evi-
dence was found for beam depolarization effects at the
ZGS, even at low momenta. Such a depolarization would
lead to Ao.L values whose magnitudes are too small. This
was especially true at 561 MeV, where effects of up to
25% were detected in the beam polarization. A higher-
order depolarizing resonance in the ZGS was found close
to this energy three years after the b,o.l data were taken.

A study of beam polarization at the ZGS has recently
been completed. This study utilized evidence from
many sources and from several polarimeters, including the
one described in this paper. The ZGS Ao.L data had been
normalized to Pz results from the 50-MeV polarimeter,
which was located between the polarized ion source and
injection into the ZGS. However, the evidence from Ref.
40 suggests that the 50-MeV polarimeter calibration con-
stant was too small by roughly 8%. This effect is in the

0.6

CD
CD

Il

\)

py

o~
0.2—

t y'o

CsL (0)=y cosg,

the value of y was found to be (0.71+0.24), with X per
degree of freedom equal to 0.65. The value of y predicted
by the phase shifts of Amdt et al. ' (solution WI82) is
0.17. The experimental values of C+L are tabulated in
Table XI.
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FIG. 12. The experimental values of CL,L, with the curves fit-
ted to a+P cos 0. The errors shown are statistical only.

FIG. 13. The experimental values of CLL, (90') (closed circles),
with the previous data of Ref. 26 (open circles). The errors
shown are statistical only. The curve is a prediction of the
phase shifts of Bhandari, Amdt, Roper, and VerWest (Ref. 11).
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TABLE IX. Experimental values of C~~(0). (There is an additional normalization uncertainty of
+2.0/o at each energy on these results due to beam-polarization uncertainty and an overall normaliza-
tion uncertainty of +2.1% due to target-polarization uncertainty. )

80'
82
84'
86'
88'
90'
92
94
96'
98'

r (MeV)

302.9 0.540+0.069
0.496+0.032
0.457+0.022
0.488+0.019
0.502+0.018
0.491+0.017
0.460+0.018
0.427+0.021
0.518+0.028
0.565+0.064

r (MeV)

384.6 0.164+0.173
0.278+0.066
0.233+0.051
0.293+0.041
0.292+0.039
0.292+0.039
0.267+0.039
0.301+0.042
0.302+0.053
0.461+0.098

80'
82'
84
86
88
90
92
94'
96
98

434.4 —0.233+0.110
0.238+0.056
0.169+0.045
0.029+0.042
0.176+0.038
0.192+0.038
0.250+0.038
0.220+0.040
0.132+0.049
0.159+0.096

485.0 0.169+0.169
0.195+0.086
0.158+0.074
0.176+0.064
0.227+0.062

—0.011+0.059
0.197+0.067
0.179+0.065
0.111+0.075
0.307+0.128

80'
82'
84'
86'
88'
90
92
94
96
98'

518.4 0.199+0.078
0.106+0.030
0.133+0.024
0.116+0.022
0.098+0.021
0.107+0.022
0.145+0.022
0.185+0.023
0.155+0.027
0.185+0.050

—0.118+0.291
0.219+0.080
0.195+0.072
0.208+0.057
0.254+0.054
0.153+0.057
0.150+0.057
0.136+0.063
0.221+0.065
0.565+0. 109

80'
82'
84
86
88'
90
92'
94
96
98

569.6 0.041+0.082
0.196+0.027
0.188+0.021
D. 178+0.019
0.165+0.019
0.150+0.019
0.165+0.020
0.194+0.020
0.201+0.022
0.288+0.040

586.3 0.135+0.145
0.176+0.052
0.227+0.038
0.201+0.037
0.159+0.034
0.170+0.034
0.136+0.035
0.272+0.035
0.209+0.039
0.255+0.066

80'
82'
84
86'
88'
90'
92'
94'
96
98'

619.8 —0.010+0.102
0.250+0.037
0.233+0.026
0.191+0.025
0.206+0.024
0.192+0.024
0.189+0.025
0.241+0.026
0.197+0.030
0.190+0.059

636.8 0.059+0.252
0.199+0.083
0.256+0.055
0.228+0.055
0.171+0.050
0.181+0.046
0.183+0.048
0.240+0.048
0.323+0.055
0.051+0.098
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80
82'
84
86
88'
90'
92'
94'
96'
98

r {Mev)

TABLE IX. {Continued).

CL

0.023+0. 172
0.210+0.054
0.246+0.030
0.250+0.026
0.219+0.027
0.230+0.025
0.280+0.027
0.202+0.028
0.234+0.033
0.179+0.060

T {MeV) CLL

—0.022+0. 121
0.142+0.037
0.21310.018
0.204+0.015
0.216+0.015
0.242+0.014
0.247 +0.015
0.222+0.016
0.275+0.020
0.175+0.044

80'
82'
84'
86'
88'
90'
92'
94'
96
98'

790.1 0.329+0.403
0.196%0.170
0.222+0. 049
0.247+0.043
0.134+0.039
0.198+0.040
0.118+0.042
0.221+0.040
0.202+0.057
0.065+0. 124

opposite direction to beam depolarization. Work is in
progress to correct the ho L data in Ref. l, using the more
recent knowledge about the beam polarization from Ref.
40. Since this work on the ZGS data is incomplete, the
published values have been plotted in Fig. 14.

In addition to beam polarization uncertainties, there is
a beam momentum uncertainty of roughly +30 MeV/c
on the ZGS Ao.L data. With the beam uncertainties
described above and the quoted target uncertainties for
the ZGS results in Ref. l, as well as with the systematic
uncertainties for the LAMPF data, the agreement of the
LAMPF and ZGS Ao.L values appears quite reasonable.

The discrepancy between the LAMPF and TRIUMF
b,crL results is of some concern. Experimenters from both
groups have met to try to understand the source of the
discrepancy. From these discussions, various differences

TABLE X. Fitted values of the coefficients in the expression
Czz (8)=a+Pcos (8).

T {MeV)

in experimental techniques were noted. Whereas the ZGS
and LAMPF target and beam polarizations were essential-
ly purely L-type (longitudinal), the TRIUMF polariza-
tions contained small, but important, transverse com-
ponents. The orientation of the transmission-counter ar-
rays for the two experiments was opposite (the ZGS orien-
tation was the same as at LAMPF). The orientation of
the transmission counters used by LAMPF allowed for
monitoring of counter efficiency over most of the counter
area, while the TRIUMF orientation allowed for monitor-
ing the efficiency only in the central (beam) region. The
TRIUMF orientation was less affected by absorption of
low-energy particles, such as deuterons from the pp~~d
reaction, however. There were also differences in the elec-
tronic logic, with the LAMPF setup being more elaborate,
and with more internal checks. Some of the TRIUMF
Ao.L data were taken with both signs of the spin-
precessing solenoid current, but the LAMPF data with
only one sign. Beam anticoincidence counters were used

302.9
384.6
434.4
485.0
518.4
535.4
569.6
586.3
619.8
636.8
688.0
739.5
790.1

0.475+0.007
0.285+0.015
0.197+0.015
0.131+0.023
0.124+0.008
0.171+0.021
0.165+0.007
0.180+0.013
0.204+0.009
0.205+0.018
0.244+0.010
0.237+0.006
0.172+0.016

0.95+0.92
0.36+ 1.91

—4.55+ 1.63
3.63+2.50
1.29+0.92
5.43+2.46
2.38+0.81
2.54+ 1.46
0.59+1.08
1.43+2.20

—1.89+1.32
2.37+0.84
3.25+2.51

80'
82'
84'
86
88'
90
92'
94
96'
98

—0.107+0.157
0.182+0.070
0.089+0.054
0.070+0.050
0.007+0.051
0.022+0.049
0.004+0.052
0.010+0.054

—0.095+0.062
—0.065+0. 121

TABLE XI. Experimental values of C~L {485 MeV).

CSL
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FIG. 14. Measured values of the pp total-cross-section differ-
ences ho.L, from this experiment, from the ZGS (Ref. 1), from
SIN (Ref. 29), and from the BASQUE group at TRIUMF (Ref.
30). The shorter error bars represent the statistical uncertainties
only, and the longer ones represent the combined systematic and
statistical uncertainties. The curve shown was drawn by eye.

400 I 000

at LAMPF and the ZGS, but not at TRIUMF. This was
offset by using beam-defining counters closer to the polar-
ized target at TRIUMF. Finally, the beam polarimeter at
TRIUMF was located upstream of the collimator and
measured only one spin component, whereas the beam po-
larimeters at LAMPF were located downstream of the
strippers and measured all three spin components.

After the discussions mentioned above, there were
several small changes made to the preliminary values of
Ao.z which had been reported by both groups in the litera-
ture. ' The phase shifts of Amdt et al. , ' have been
used to make Coulomb-nuclear corrections to the
LAMPF data, instead of the method described by
Watanabe, which had been used earlier. There were also
changes made in the quoted systematic uncertainties for
the target polarization and the target constant, as
described above. The magnitude of the TRIUMF Ao.L

data from Ref. 30 was normalized downwards 2.6% for
the change in target area with temperature and down-
wards 5.3% for a change to the target polarization. The
statistical errors on the TRIUMF results were also in-
creased to account for fluctuations in the data that were
larger than expected. A correction to the TRIUMF data
was also made which resulted from an error that had been
made in the momentum-transfer (t) value ascribed to each
transmission counter; the slopes B(ho.L )Idt of the two sets
of data are now in satisfactory agreement. The TRIUMF
b,oLI (pp) results, with these corrections, are plotted in
Fig. 14.

Two cross comparisons of the TRIUMF and LAMPF
data give indications of other systematic differences be-
tween the two experiments. Corrections due to both ef-
fects would tend to move the two sets of b,oL values
closer together by a total of -(14+10)%,but the uncer-
tainties are large enough in both cases so that no strong
conclusion can be reached concerning the magnitude of
the remaining discrepancy. The first comparison involves
the packing fraction of the polarized targets, which

should be about the same for both targets. This quantity
is the average target density divided by the density of the
bulk target material, which enters into the calculation of
the target constant. The packing fraction is -64% for
the LAMPF Ao.l experiment, but it is 8+8% smaller for
the TRIUMF Ao.L results. Any difference may be caused
by different packing procedures, different target volumes
and "edge effects, " or by different distributions of target-
bead sizes, as well as by errors in the measurements of the
target density.

The second comparison involves the ratio r of the mea-
sured CLI values to the BASQUE phase-shift predic-
tions this ratio is a measure of the product of beam and
target polarizations (P&PT). Unfortunately, a direct com-
parison of CLI values between the two experiments is not
possible. The TRIUMF target monitor measured a com-
bination of the elastic-scattering spin parameters CLL,
CI.~, and C~~ near 0, =70, whereas the LAMPF re-
sults were for pure CLL near 8, =90. Hence, a phase-
shift analysis is needed to relate the two sets of elastic-
scattering data. The following procedure was used: For
both experiments, the ratio r was first computed at each
energy by averaging over the elastic-scattering acceptance.
The value of g per degree of freedom for the LAMPF
CIL data, compared with the BASQUE phase-shift pre-
dictions, was found to be close to 1.0 at each energy. The
ratio r was then averaged over all energies up to 520 MeV.
(In this case, the X for the average over the energies was
poor. The errors on r were increased accordingly. How-
ever, no estimate of the error from the phase shifts was
included when computing g .) The final results for r were
1.012+0.029 and 0.958+0.035 for the TRIUMF and
LAMPF data, respectively. These results indicate a
difference of (5.6+4.9) % between the LAMPF and
TRIUMF CLz or (P&PT) values. The ratio r from the
phase shifts of Amdt et al. ' (solution SF 81) is 0.979
+0.030 for the LAMPF data.

We have several criticisms of the TRIUMF results
which may or may not be related to the discrepancy.
First, we note that there appears to be some source of
fluctuations in the individual TRIUMF runs (which are
many fewer in number at each energy than the LAMPF
runs) that cannot be accounted for. These fluctuations are
on the average about two to three times the statistical er-
rors. The existence of these fluctuations, which are not
understood, but which may arise from such effects as ac-
cidental counts, counter-efficiency changes, and variation
of the part of the target sampled by the beam, makes it
difficult to argue that they can be accounted for simply by
increasing the statistical errors, as was done between the
prelim. inary and final published results. Moreover, at
most energies we note that the TRIUMF data were not
measured with the full set of possible combinations of
solenoid and target-spin directions, so some checks on
internal consistency were not available. For the LAMPF
results, the 7 per degree of freedom of the individual
Ao.L runs was close to 1.0, as statistically expected. On
two or three occasions, when anomalously large fluctua-
tions were encountered in the course of running at
LAMPF, it was possible to determine and correct the
cause, and those runs were discarded.
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Next, we note that whereas all three beam spin com-
ponents were measured near the polarized target at
LAMPF, only one was measured at TRIUMF. Further-
more, this single component was measured upstream of a
spin-precessing solenoid and a collimator that reduced
the beam intensity by roughly a factor of 1000. ' At
TRIUMF there has been evidence of beam motion with
spin orientation from the polarized ion source, and of 5%
differences in beam polarization as a function of vertical
position within the beam spot at the TRIUMF polarime-
ter. Therefore, it is possible that sizable unknown spin
components could have been present in certain parts of
the beam spot at the polarimeter (in the S- or L-type
direction), and thus also at the TRIUMF polarized target.
Furthermore, because of the observed beam steering
caused by the spin-precessing solenoid, the effects of an
unmeasured spin component need not cancel when averag-
ing over the solenoid current direction. (We note that
problems similar to these are found with the LAMPF
beam also. If the LAMPF experiment had used a method
of measuring the beam polarization similar to that used at
TRIUMF, a systematic error the order of a few percent
would have resulted, as described above. )

Finally, we note the results of a comparison of the AoL
values that was made with the phase-shift predictions of
Amdt and Roper using the VPI interactive computer pro-
gram. ' The phase-shift solution used in this study was
the one designated SP82 (spring, 1982). Using the single-
energy solution at 500 MeV, which covered laboratory ki-
netic energies of 450—544 MeV, and removing the three
LAMPF Ao.L values from this work, led to a drop in 7
by 3.1. Removing the ZGS Ao.L value at 508 MeV'
caused an additional drop in 7 of 1.0. Naive attempts to
fit the TRIUMF b,oL values instead of the LAMPF re-
sults using the VPI interactive computer program have
not met with success. We conclude from these observa-
tions that differences between existing phase-shift solu-
tions can lead to differences of several mb in the predicted
values for hcrL(pp). We also conclude that it appears
premature to reject any of the b,crL measurements on the
basis of phase shifts or dispersion relations' ' ' ' at
this time.

IV. INTERPRETATION

A. ho.g

In terms of the s-channel helicity amplitudes of Jacob
and Wick and Czoldberger, Grisaru, MacDowell, and
Wong,

pi ——&++ ~++&,
Pz ——(++

~

——&,

y3= &+ —
I
+ —

& ~

y.= &+ —
i

—+ &,

p5
——(++ f+ —&,

the three pp total cross sections can be written as

ot„———,
' [o'(~~)+o(=)]= —,

' [o(tl)+o(t t)]

Im [p )(0)+$3(0)],
bo'L, ——o'(~~) —o( ) = Im[pz(0) —$3(0)],

4m.

k

+2[J(J+1)]' R j,
gdpp(8) t

—(2J+1)Rg+(J+1)RJ+[ J2ik

+JRJ i J +2[J(J+1)] R j

g d ))(8)[(2J+1)RJJ+JRJ+) J+(J+1)RJ1 J
2ik

—2[J(J+1)]'"R'j,

p4
—— . g d )((8)(

—(2J+ 1 )RJJ+JRg+) q
1 J

2ik

+(J+1)Rg ~ J 2[J(J+1)] R

g 1(p(8) t
—[J(J+1)]' 'R~+, ~2ik

+[(J+1)] Rg ~ g+R j

The dj(8) are the reduced spherical harmonics. 78 At
e. ='0,

dpp(0) = 1 =d ii(0),

]1(0)=O=d &p(0)

Therefore, $4(0)=0=$5(0); physically, this is a conse-
quence of helicity conservation at 0. The spin-singlet
partia~ waves ( Sp, Dz, 64, . . .) in these equations have
J=L,=even, and the uncoupled triplet partial waves
( P] E3 H5 . .) have J=L=odd. These waves corre-
spond to

Rq ——cos(pJ )exp(2i5J ) —1,

RJJ cos(pzJ )exp(2i —5—JJ ) 1, —
(4)

respectively, where pJ and pJJ are the inelasticities and 5J
and 6JJ are the phase shifts. The coupled triplet partial
waves ( Pz Fz +4 H4, . . .), with J=L+ 1 =even, corre-

&o7 ——o(tJ ) —o(t t)= — 1m[hz(0)] .
4m.

k

In Eqs. (1), + and —refer to the helicities of the pro-
tons, and in Eq. (2), k is the c.m. momentum, o( ) is the
total cross section for parallel longitudinal spin states in
the laboratory frame, cr(t&) is the total cross section for
antiparallel transverse spin states, etc.

The helicity amplitudes can be decomposed into spin
partial waves by the equations

g dpp(8) t (2J+.1)Rq+(J+1)Rg+) g+JRJ.1 J
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spond to

RJ+r J ——cos{p+q)cos(2eJ)exp(2i5+J) —1,

R =i sin(2')exp[i(5+1+5 J+crJ)] .

If the amplitudes {j)„g„andPT are defined as

~ BASQUE

l0 —o SACLAY ( prelim. )

LAMPF

ZGS

I—
b 5—

I
l

I
l

I

P, =(P,—{t2)/2= gdoo(8)(2J+1)RJ,2ik

4~ =(4i+0z)/2
1 Jgdoo(8) l(J+1)RJ+, 1+JRJ

2ik

then the contributions of the spin-singlet and spin-triplet
partial waves to the total cross section can be separated as
follows' ' '
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l i I
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FIG. 16. Measured values of pp total-cross-section differ-
ences Ao z, from the BASQUE group at TRIUMF (Ref. 95), Sa-
clay (Ref. 96), LAMPF (Ref. 31) and the ZGS (Ref. 94). The
shorter error bars represent the statistical uncertainties only, and
the longer ones represent the combined systematic and statistical
uncertainties. The curve shown was drawn by eye.

o = Img, (0 )= ,'(2cr„,+—2b,oT+AcrL),
k

o'= Im(b, (0 ) = ,
' (2o—„, 2&—To+& l.cr),

k
(7)

o = Imgz (0') = —,
' (2o„,—&oL, ) .

k

The quantity o" contains only spin-singlet terms, o' con-
tains only coupled-spin-triplet terms, and o. contains only
spin-triplet terms (with Po only in cr'). The sum
cr'+cr +o gives the total cross section o.„,. Note that
the quantity cr =cr( )/2 and the quantity

o'= [2o( t t) —o( )]/4

both consist of parallel spin terms. These require S =1 or
spin-triplet contributions only.

Figures 14, 15, and 16 show the measured total cross
sections AoL from Refs. 1, 29, 95, and from this experi-
ment, o.„,from Refs. 80—93, and Ao. T from Refs. 31 and
94—96. Three values of ho. T were measured by this
group in a separate experiment as a check. ' They seem
to agree well with the preliminary Saclay values, but fall
below the TRIUMF values, as mentioned above, and

somewhat above the older ZGS data.
The curves drawn by eye through the three pp total

cross sections in Figs. 14—16 were used to compute the
quantities cr', o', and o . These are given in Figs. 17—19,
respectively, along with representative errors. These cor-
respond to the quoted measurement uncertainties (com-
bined statistical and systematic errors) and an estimated
uncertainty in drawing the smooth curve through the
data.

Structure is apparent in all three cross sections in Figs.
17—19. To assist in understanding the source of this
structure, the cross sections are shown decomposed into
individual partial waves in these same figures, using the
Amdt et ah. phase shifts. ' Some of the higher partial
waves, which give small contributions, are omitted for
clarity. As can be seen from Fig. 17, the shoulder in o
near 600 MeV is partially caused by the resonancelike
behavior of the 'D2 partial wave. Near this energy, the
only other major contribution comes from the 'So partial
wave, which exhibits a smoother behavior with energy
than the 'D2 partial wave. The main contributions to o'
(Fig. 18) are from Po and the coupled triplet waves P2
and E2. According to Amdt's phase shifts, the Pz par-
tial wave exhibits a relatively broad maximum in the ener-
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FIG. 15. Measured values of pp total cross sections vs labora-
tory beam energy, from Refs. 80—93. The errors shown
represent the combined systematic and statistical uncertainties.
The curve was drawn by eye.
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FIG. 17. Curve of the quantity o' constructed from the
curves shown in Figs. 14—16, with representative error bars.
Also shown is the Amdt et aI. phase-shift prediction (Ref. 71),
together with the contributions of various partial waves.
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FIG. 21. Measured values of the total elastic cross section
and the total-elastic-cross-section difference Acti, from the
sources given in the text.

duction which omit dibaryons (see Ref. 98).
The treatment of the total-cross-section results here is

similar to the work of Bystricky, Lehar, and Winter-
nitz" '"' based on the Saclay phase shifts. These phase
shifts had predicted structure in ho.l qualitatively similar
to the experimental data before any herr measurements
had been made at the ZGS. In a recent paper, Bystricky
et al. ' discuss the behavior of the total cross sections in
terms of their most recent phase shifts. The experimental
values of cr', o', and 0. obtained here are reasonably well
reproduced by the Saclay phase shifts. However, the de-
tailed behavior of AaL (elastic) is somewhat different from
the Saclay predictions because the new ZGS CLI results
were not included in their data base. It is possible that
some of the conclusions concerning dibaryons reached by
Bystricky et al. may be changed as a consequence of the
new experimental values of b.or (elastic).

o (elastic) = —„' [2o"—hoL, (elastic)],

o (inelastic)=o. —cr (elastic) .

These are also shown in Fig. 22. The results of Amdt's
phase-shift analysis ' are presented for comparison.

In the past, it has sometimes been asserted that the
structure in Ao.L near 800 MeV was largely caused by the
variation with energy of hcrJ (elastic). '"' However, it
can be seen in Fig. 22 that the structure in b, aL (and peak
in o ) arises largely from the structure in the inelastic
contribution, as expected from a highly inelastic dibaryon.
This behavior is contrary to current models of pion pro-

B. Eo.l. slope

The experimental values of the slope SL of b,oL, with
the four-momentum transfer-squared t shown in Fig. 9
can be compared with predictions derived from other
data. The expected value of SL is given by

dO
2CLL (pp —~pp )

dt

do—2CLL (pp —+md )
dt d dt, &

do dt
2CLL (pp~NNm —)

dt ~~ d
20

I

(a j b, 0 CROSS SECTIONS

~5o L ( inelastic j

~ e ~ (9)

-20—

6

o -$0
I—

cn 30

AoL (elastic j

20—

ARNDT

IO — 0 CROSS SECTIONS

'0 l

200

o-' ( inelasj'

I ~l I I
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I
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T, b(M V)

I
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FICJ. 22. Measured values of the total elastic and inelastic
cross sections (a) for the cross-section difference Ao.L, , and (b)
for the cross section o. , found as described in the text. The
Amdt et al. phase-shift predictions (Ref. 71) are also shown.

For this comparison, values of hot. (t; ) are used which are
not corrected for Coulomb-nuclear interference effects.
This has the advantage that different Coulomb-nuclear
corrections do not need to be applied for different phase-
shift solutions. Thus, new phase-shift solutions can be
directly compared to the experimental results presented
here. Furthermore, the evaluation of inelastic contribu-
tions becomes more complicated if Coulomb-corrected
slopes are used.

In Eq. (9) above, detection efficiencies for the different
contributions to SL should also be included. For example,
particles may have been scattered or absorbed in the po-
larized target or transmission counters, depending on their
energy and particle type. Such effects are small for elastic
scattering near (9, =0, but can be important for some of
the inelastic reactions.

The elastic contribution to the slope was estimated
from Amdt's phase shifts. ' The value of 2C&t (doldt)
was calculated for elastic scattering as a function of t.
The average value over the range of t in these rneasure-
ments was estimated, giving somewhat more weight to the
slope at larger angles, where 2CLL, (do!dt) varies more
slowly. From the variation of SL with t, and from a com-
parison of the phase-shift predictions of Amdt et al. '

and Bugg et al. ,
" it was estimated that this prediction of
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the elastic contribution to the slope has an uncertainty of
about

+5—10 mb/(GeV/c)

The effect of multiple scattering of the protons in the po-
larized target is smaller than

5 mb/(GeV/c)

except for the very smallest counters. This estimate of the
elastic contribution to SL is shown in Fig. 9. It can be
seen that the agreement with the experimental results is
good near 300 MeV and between 700 and 800 MeV. The
agreement near 300 MeV is encouraging, since the inelas-
tic cross section and contribution to SL are essentially
zero at that energy.

As mentioned above, the transmitted beam and elasti-
cally scattered protons were not the only particles detected
by the transmission counters. Inelastic events could also
have been detected and could have affected the observed
slope. For the pp~md reaction, for example, the deute-
ron laboratory angle is kinematically limited to less than
15 at LAMPF energies. Furthermore, the cross section
for the reaction peaks near 600 MeV. At higher energies,
the cross section drops and the maximum deuteron angle
increases, causing a decrease in the number of deuterons
detected by the transmission counters. At lower energies,
all inelastic cross sections decrease, reducing the effect on
the slope SL as well.

The contribution of the pp~~d reaction to the slope
was estimated as follows. The compiled data in Ref. 61
were used to obtain the cross section as a function of
0, . Then 0, was converted to Oi,b, and finally to the
equivalent t for pp elastic scattering. The value of
C«(pp~m. d) was taken to be constant over the angular
range of the transmission counters, using values from the
preliminary SIN results. " The pp —+m.d contribution to
Eq. (9) consisted of two parts: (a) fast forward deuterons
corresponding to 8 i,b-180, and (b) slow forward deute-
rons corresponding to 8 i,b-0. (The contribution from
forward pions is included in the case of slow forward
deuterons. ) No corrections were made for absorption or
interactions of the deuterons in the polarized target or
transmission counters. Even though the slow forward
deuterons at the lower beam energies would have been
stopped before passing completely through the target and
counters, the contribution of these deuterons to SL was
only about 25—35% of the full pp &vrd contribut—ion.
Furthermore, the slow forward deuterons were accom-
panied by forward pions, which were not stopped.

The results of the pp ~md estimate, added to the
elastic-scattering contribution, are also shown in Fig. 9.
The uncertainty on the prediction of Sl from both pp
elastic and pp ~m.d reactions is roughly +20
mb/(CxeV/c) . Calculations of the pp~~d contribution
could not be performed at other energies for lack of
C«(pe~md) data However. , a limit to the magnitude of
the slope was obtained from the cross section, assuming

I C«1 =1; it was found to be less than 20 mb/(GeV/c)
at both 300 and 800 MeV. Therefore, the agreement be-
tween the calculated and observed slopes is considerably
improved by the addition of the pp —+md reaction.

4t (01+(t'2)/2 (10)

the following expressions are valid for pp elastic scattering
at 90' c.m. :

do/d& =
I 4, I

'+
I @t I

'+
I AT I

'

CLAN(do/d& ) = —
I Ws I

'+
I Wg I

'+
I @T

= (N, N;0, 0)(do /d 0),
c«(do/d&)= 4, 1'—

I 4~ I'—+ 4T
'

= (L,L;0,0)(do./d0),
C»(do/d&) = —14" I

'+
I +i I

' —
l O'T

I

'
=(S,S;0,0)(do./dQ) .

From these relations at 90' c.m. ,

CNN CLL CsS 1

and, consequently,

CNN & CLI

CNN )CSS ~ (12)

—CLL & Css .

A calculation of the effect of the pp~NNm. reaction on
the observed slope SL is very complicated, requiring
knowledge of C« for the reaction as well as the cross sec-
tion. The existing data are too meager to perform such a
calculation. However, an attempt was made to test
whether the difference between the observed and calculat-
ed slopes from pp~md and pp elastic reactions was con-
sistent with pp —+XNm reactions. The laboratory angular
distribution of protons from pp —+pXm was calculated, as-
suming pure phase-space distribution for the three outgo-
ing particles. It was found that the difference in Fig. 9
could be explained with values of C«(pp~pNn. ) that are
large and negative in the forward direction. The only ex-
isting results" '" are consistent with this requirement
near 500 MeV, but are small and positive at 800 MeV.

In conclusion, we find that the observed slope of 40.L
with t is consistent with existing cross-section and CLL
data on pp —+pp, md, NXm in the energy range of this ex-
periment. At the lowest energy, there is agreement with
the slope expected from elastic scattering alone. In addi-
tion, it is suggested that CLL for pp~XNm should be
generally large and negative between about 450 and 600
MeV.

C- CI.I

At 0, =90' there are three independent amplitudes
for pp elastic scattering. " In terms of the s-channel heli-
city amplitudes introduced above, the following relations
hold at 90 c.m. :

44= 03—
As=0

In terms of the three amplitudes p„p„and QT,
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Also, the magnitude of the three independent amplitudes
at 90' can be obtained from der/dQ, Cz~, and CL,I. (Refs.
28,79, and 117—120) as follows:

=(do /d Q)(1 C~—~) /2,
= (do/d&)(C~~ —CI.L, )/2,
=(do/dQ)(1+CL, L, )/2 .

(13)
0.8—

0

C„„(9
VS

lab

Again, note that at any angle, the amplitude P, contains
contributions from spin-singlet partial waves only,
from coupled-spin-triplet partial waves only, and PT from
spin-triplet waves only [see Eqs. (3) and (6)].

It is possible to find values of these amplitudes at 90'
and their relative phases from existing data. Experimen-
tal values of der/dA, ' " ' ' ' C ' ' and CLL
from this experiment and Refs. 26, 137, 139, 144, 154,
155 are given in Figs. 23—25. The curves shown were
drawn by eye. The data are shown with combined sys-
tematic and statistical uncertainties. Values of CL,L, were
obtained from Czz data' ' using the relations'

C~~ —CI.L,
—Cgg ——1,

CIL =C~p+(C~~ 1)/2

which are valid at 90'. There is generally good agreement
among all data, with few exceptions. The large uncertain-
ties in the values of C&~ near 700 MeV are caused in part
because C~z is large, so that systematic uncertainties in
beam and target polarization normalizations become sig-
nificant compared to statistical uncertainties. Conversely,
the total uncertainties on CIL are generally smaller than
on C&& because Cll is smaller in magnitude. The in-
equality in Eq. (12) can be seen to be verified by the data
in Figs. 24 and 25.

The experimental magnitudes of the 90' c.m. ampli-
tudes shown in Fig. 26 were estimated from the curves in
Figs. 23—25. Estimates of the uncertainties in do. /dQ
and C~~ dominate the errors shown for the amplitudes;
the contribution from Cl I is usually small. Note that the
magnitudes of the amplitudes at 90 c.m. are comparable

0.4—

I I I I

0 200 600 800

I b
™ev

lab

FIG. 24. Measured values of C~~(90'), from the sources
given in the text. The errors shown represent the combined sys-
tematic and statistical uncertainties. The curve was drawn by
eye.

I

400 1000

to those at 0' at low energies, but fall far below the for-
ward amplitudes at higher energies (see Fig. 19).

Also shown in Fig. 26 are the predictions of the phase
shifts of Amdt et al. ,

' which exhibit resonancelike
behavior in both the 'Dz and F3 partial waves. The
agreement is quite good over the full energy range. This
is expected, since most of the data have been incorporated
into the data base used to determine the phase shifts. The
magnitudes of all three amplitudes are somewhat larger
than the phase-shift predictions between 500 and 600
MeV because of the recent high-precision values of
do/dQ by Chatelain et al. ,

' which were not in the
Amdt et a/. phase-shift data base The .structure in

! P, !

near 700 MeV originates from the peak in C~z, the
phase-shift solution smooths this peak.

The magnitudes of the amplitudes all exhibit some
structure as a function of energy. However, in general,
many partial waves contribute to each amplitude, making
the interpretation difficult. For example, the D2 partial
wave contributes only to P„and the resonancelike

0.6

E
2

da-gdQ, (90' c.m. )

VS

'lab C„„(904 c.m. )
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lab
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FICx. 23. Measured values of do. /dQ(90 ), from the sources
given in the text. The errors shown represent the combined sys-
tematic and statistical uncertainties. The curve was drawn by
eye.

FICi. 25. Measured values of CL,L, (90 ), from the sources
given in the text. The errors shown represent the combined sys-
tematic and statistical uncertainties. The curve was drawn by
eye.
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FIG. 26. Magnitudes of the amplitudes t]]„P„and PT, as
found from the curves in Figs. 23—25. The central values are
indicated by the short-dashed curve, and the range of values is
indicated by the long-dashed curves. Also shown are the Amdt
et a/. phase-shift predictions (Ref. 71).

=(S,O;S,O)(do IdQ) =R(dcrldQ),

Drv (do /d Q) =2 Re(P, P", )sin8],b

=(L,O;S,O)(do IdQ)=A(do/dQ),

(14)

where 0&,b is the laboratory angle corresponding to
0, =90. The overall phase cannot be obtained experi-
rnentally, but is available from phase-shift analyses.
Furthermore, a change in the sign of all the absolute
phases p„p„and pT of the amplitudes p„p„and QT is
seen to leave the values of D&&, Dss and Dr.s unchanged
from Eq. (14) above.

The experimental data for D]v& (Refs. 126 and
158—167), Dzs (Refs. 117, 126, 160, 165, 166, 168, and
169), and Drs (Refs. 117, 160, 165, 166, and 169) are
shown in Figs. 27—29. It is clear that the number of mea-
surements is smaller and the precision of the results is
generally poorer than for do-/dQ, C», and CI.L, . A

behavior of the 'D2 partial wave occurs at an energy
where

I P, I
is rapidly decreasing with energy. A similar

event holds for the F3 partial wave (which contributes
only to PT). No peaks are apparent near the expected en-
ergies. We observe that the structure exhibited by P„
which contains neither 'D2 nor F3 partial waves, is simi-
lar to that of P, and PT. At those energies, it is expected
that the principal contribution to P, would be the Po,
I'2, arid I'2 partial waves, so that one of these may be re-

sponsible for this structure. We note that the phase-
shift analysis of Dzhgarkava, Kazarnov, Strakhota, and
Khayatov' at 590 MeV claimed evidence for a I'0 reso-
nance.

The relative phases between the amplitudes P„P„and
PT can be obtained from measurements of other pp
elastic-scattering parameters at 90 c.m. , such as

D]v]v(dcr/dQ) =2 Re(P, @)=(N, O;N, O)(do IdQ)

=D(do /d Q),
Dss(der Id Q) =2 Re(c]],gz. )cos8],b

0 I I I I I I

0 400 600

Tl, b
(Mev)

FIG. 27. Measured values of D~~(90 ), from the sources
given in the text. The errors shown represent the combined sys-
tematic and statistical uncertainties. Also shown are a curve
drawn by eye, the Amdt et al. phase-shift prediction (Ref. 71),
and the limit on this quantity found from C~~(90 ) and
C«(90').

I

200
I

800
I

IOOO

Dss/cos8]~b
I

& [(1—C]v]v)(1+Crr )]'

I
Drsls]n81 b I

& [(1 C]V]V)(C]v]v —CrL)]'" .

(15)

These limits are shown as dashed curves in Figs. 27—29.
It can be seen that in some cases the experimental values
exceed these limits, but usually by no more than two stan-
dard deviations. In general, the data are close to the lim-
its, indicating that P„]I)„and ])] T are roughly parallel. Fi-
nally, it should be noted that the structure in the limits
for D]v& and Dss near 700 MeV are a consequence of the
peak ln C~~.

The amplitudes P„P„PT were determined from
dcr/dQ, C]v]v, Cry, D]v]v, Dss/cos 8]gb, and Dry/sin 8]gb

using a Monte Carlo procedure. The curves drawn by eye
through the experimental data in Figs. 23—2S and 27—29
were used to obtain the values of these six quantities. The
uncertainties were calculated from the quoted total errors
on the experimental results and from the spread in the

l.2 I
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I
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I.O-
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FIG. 28. Same as Fig. 27, but for Dzz(90 ).

smooth curve drawn by eye through the experimental
data, and the phase-shift predictions of Amdt et al. ' are
also shown.

On the basis of Eq. (14) and the triangle inequality,
constraints on the spin observables at 90 c.rn. can be
found. For example,

I
DNN(d~/dQ)

I

=
I
2RWAT I

&2 I4 I I PT I
~

Then, from Eq. (13),

I
D]v]v

I
& [(1+Cr.r. )«x]v C«)] '—
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FKr. 30. Values of the relative phases (p, —p, ) and (pz- —p, ),
found as described in the text. The curves shown are predic-
tions of the Amdt et al. phase shifts {Ref.71).

200

data. The values and uncertainties estimated from the
Monte Carlo program for the magnitudes of the ampli-
tudes agreed with the values in Fig. 26.

The relative phases (p, —p, ) and (13T p, ) an—d the er-
rors from the Monte Carlo program are shown in Fig. 30.
The phase-shift predictions of Amdt et al. ' are again
shown for comparison. It can be seen that the relative
phases are indeed nearly the same, and strong energy
dependence is not observed. The presence of resonance-
like behavior in the 'D2 and F3 partial waves, which af-
fect (P, —P, ) and (PT —P, ), respectively, is apparently
masked by the large number of partial waves contributing
to the 90' c.m. amplitudes.

The two low values of (P, —/3, ) near 700 MeV arise
from the peak in C&& and appear to be anomalous. If the
C~~ peak were chosen to be less pronounced in Fig. 24,
the low (p, —p, ) values would increase to be more in line
with the other points and with the phase-shift predictions.
However, as mentioned earlier, there is a discrete ambigui-
ty of the amplitudes corresponding to a simultaneous
change in sign of P„P„and PT. The sign of the results
plotted in Fig. 30 was chosen to agree best with the
phase-shift predictions. A sign change for the 800- and
850-MeV data would lead to a smoother energy variation
without the need to modify C&~(90 c.m. ) near 700 MeV
or to modify the low values of (p, —P, ) near that energy.

Finally, we note that it is our opinion that this choice
of amplitudes at 90 c.m. is most useful for analyses in the

foreseeable future. Essentially these same amplitudes
were used by Kumekin, Meshcheryakov, Nurushev, and
Stoletov" in their early amplitude analysis near 600
MeV, as well as by Svarc, Bajzer, and Furic. " The use of
this formalism permits the determination of the magni-
tudes of these amplitudes at higher energies, where C~~,
CLL, and dcr/dQ data already exist. The rapidly falling
cross section for pp elastic scattering at 90 makes all spin
measurements more difficult with increasing energy, how-
ever. Moreover, quantities such as Dxx, Dss, and DL,s
will become even more difficult to measure above —1000
MeV because the analyzing power of polarimeters used to
measure the spin of the outgoing particles decreases with
energy. Spin parameters such as C~& and CLI. , however,
which use polarized targets, do not have the latter prob-
lem.

V. SUMMARY

We have carried out a series of measurements of AcrL,
the difference in the total cross sections for pure longitu-
dinal parallel and antiparallel spin states, in proton-proton
scattering. At the same time we also measured the spin
correlation parameter CLI for pp elastic scattering for
center-of-mass angles between 80 and 98'. Results on the
slope B(hoL, )/Bt with the four-momentum transfer
squared t were also found. Data were taken at 13 labora-
tory energies between 300 and 800 MeV. The principal
aim of this work was to check the previous results on hcTL
from ZGS measurements, which had been questioned, and
to search for new structure. For this purpose, many sys-
tematic checks of the data were made, and new methods
of data analysis were used. The resulting statistical errors
on Ao.L are generally &0.5 mb, and the overall normali-
zation uncertainty is estimated to be 4.1%. The errors on
the slope are generally (15 mb/(GeV/c), and errors on
CLL, at 90 c.m. are estimated to be &0.02.

The Ao.i results are generally in good agreement with
previous data measured at the ZGS and at SIN, but are in
sizable disagreement with recent results from TRIUMF.
Attempts have been made to understand the sources of
this discrepancy, which have involved extensive studies
and discussions between experimenters from both groups.
These resulted in a modification of the preliminary results
which had been reported by each group, but the
discrepancy still remains. Possible sources of the
disagreement involve details of the differences in the ex-
perimental techniques and procedures used by the two
groups. We note that more studies of systematic effects
and checks of internal consistency were generally carried
out at LAMPF than at TRIUMF, however. No new
structure was found in the data.

With the use of other total-cross-section data, the Ao.L
results were used to obtain curves of the quantities o,
which contains only spin-singlet terms, o. , which contains
only coupled-spin-triplet terms, and o. , which contains
only spin-triplet terms. All three of these were found to
contain structure. The partial-wave analysis of Amdt
et al. suggests that the structure in o is due to the
resonantlike behavior in the 'D2 partial wave, and that in
o. to the I'3 partial wave. That in o' is probably due to
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the Po partial wave or the ( P2, F2) partial-wave pair.
With the use of additional data, b,crL and cr were broken
up into elastic and inelastic parts. From this, it can be
seen that the structures in them are due principally to the
inelastic contribution.

Based on existing CLL data, estimates were made of the
contributions to the slope of b,crL with four-momentum
transfer squared t from elastic scattering, from pp —+~d,
and from pp —+NAY. The experimental results are con-
sistent with these estimates. At the lowest energy, there is
agreement with the contribution from elastic scattering
alone, and at energies between 400 and 650 MeV, the re-
sults suggest that CLL for pp —+XX+ should be large and
negative.

The new CL,L, data, together with other data on CL,I,
CNN, DNN, Dzz, and DL,~, were used to find values of the
90' c.m. amplitudes P„which contains only spin-singlet
terms, P„which contains only coupled-spin-triplet terms,
and Pz which contains only spin-triplet terms. Again,
structure is apparent in the magnitudes of all of these am-
plitudes, which is again due to the waves 'D2 (for P, ), F3
(for PT), and presumably Po or the ( P2, E2) pair (for
P, ). The relative phases between these amplitudes
(P, —P, ) and (PT —P, ) do not show strong energy depen-
dence, which suggests that the structure seen in the mag-
nitude of the amplitudes due to a single partial wave is
masked by the other partial waves.
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APPENDIX: CORRELATED-ERROR FIT
TO herl (t; )

In total-cross-section experiments using transmission
counters ( T counters) similar to ours, the transmitted
beam particles pass through many T counters. As a
consequence, the errors of b o (t; ) (obtained from the bino-
mial distribution), where t is the four-momentum transfer
squared, are correlated. The procedure used to obtain
ho.L in this situation, based on the work of Johnson, is
described here.

In this appendix, let b,ol (t; ) be represented by o; and
the corresponding error by 5o.;. It will be assumed that
there are p counters used in the fit, with the largest T
counter corresponding to o.1, the next largest to o.2, and so

on. The value of X for a fit to the cr; is given by

k=min(i, j) .

If a polynomial fit to the o; of degree N is assumed,
N

cr(t)= g a t
m=0

then with the definitions

RJ ——( V ')J =RJ, ,

P P
H~„= g g Rrj(t( tj "+t;"tj ),

/
—1J —1

P P
U = g g RJ.(o;tq +ajt; . ),

i=1j=1
it can be shown that

a =2(H ') U

and that the errors on the coefficients a~ are

(5a ) =2(H ')

An explicit form for the R matrix can be found. De-
fine

and

3 ) ——I/(5cr))

3;=I/[(5cr;) —(5cr; )) ], i )2 .

It should be noted that the Aj are all positive, since

6a; (5o.;+1
for our T counters, assuming 100% efficiency. Then,

~i+~i+1~ l J+P
l =J=P,

~i+1~ J =l + I,
0, IJ —i )2.

The II and U matrices take the form

P
H „=22 gati +"+2 g c4;(t; —t; i )(t;"—t; i"),

l =2
P

U =23)o)t) +2 g A(cr; cr; ))(t; —t; —
) ) .

It is apparent that the term for the largest T counter in

X'= g g (cr;, r, —cr;)(V ');, ( c,r, r, t —cr, ),
i=1j=1

where Vis the covariance matrix of the errors

V~,
——&(;—&;&)( J

—
& j&)& .

Adapting the results of Johnson to our particular ar-
rangement of the T counters, we have

VJ =(5crk)

fof
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the fit has a special form, whereas the other o.; and tj ap-
pear only in differences.

In the special case of a linear fit in t (N' = 1), the coeffi-
cients are

can be made. As in the example of the linear fit above,
the coefficients a for m & 1 depend only on sums over
i= 2 to p of differences in o; and t~, but not on At.
Also, it can be shown that, in general,

A ;(o;—o; t)(t; —t; t)

a t
——(slope) =

ap=AOI =0 I
—a)t]

j =2

More complicated formulas can be written for the quadra-
tic and higher-order fits in t.

Several general statements on these correlated error fits

m =1

Thus, the correlated error fit anchors the fitted polynomi-
al to o=cr& at t=t, and uses the difference in cross sec-
tion between adjacent T counters to evaluate all other
coefficients a for nt & 1. Finally, since the values of AJ.
(j)2) depend on differences between squared errors on
b, o.l (t; ), these errors have been quoted to several signifi-
cant figures in Table IV.
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