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The infrared coherent states developed by Faddeev and Kulish are used to construct the
path-integral representation of quantum electrodynamics. The result shows that the time-
ordered products of the asymptotic fields, previously evaluated within the operator formula-
tion, can be derived from the functional formalism. This is accomplished by retaining a
nonlocal piece of the original vertex when defining the perturbation series. The resulting
path integral allows exact evaluation through a nonperturbative change of spinor variables
and the use of the classical solution to the gauge field equation of motion in the presence of
a point source moving at constant velocity. Extension of this functional technique to the re-
normalized theory and to massless nonlinear theories is briefly discussed.

I. INTRODUCTION

In the standard diagrammatic formulation of per-
turbation theory in quantum electrodynamics (QED)
self-energy corrections are infrared divergent. A
theorem by Lee and Nauenberg' demonstrates that
this divergence can be removed from calculations of
physical processes by summing over energetically
degenerate initial and final states. As discussed by
Yennie et al.,? such a procedure is realized by giving
the photon a small mass in intermediate steps of cal-
culation. The infrared-divergent terms are then can-
celed by summing over graphs with appropriate
numbers of soft bremsstrahlung attached to the
external lines, and returning the photon mass to
zero. In effect, every scattering process changes the
momenta of the participating charged particles. The
accompanying electromagnetic field must reflect
this change, and this gives rise to the necessity of
the bremsstrahlung. This technique has been gen-
eralized to non-Abelian gauge theories.>

At a more fundamental level these infrared diver-
gences arise from the failure to identify the correct
asymptotic charged states. Bloch and Nordsieck*
were first to point out that a physical charged parti-
cle state must be accompanied by an infinite number
of coherent photons. In generalizing the work of
Dollard® to the relativistic case, Faddeev and Kul-
ish® were able to construct a pseudo-unitary operator
which dresses the charged states of the standard
theory with sufficient photons to represent the elec-
tromagnetic field associated with a particle moving
at a constant velocity. In other work’ the infrared
states of Faddeev and Kulish, modified to satisfy
the Gupta—Bleuler8 condition, were used in a reduc-
tion formulation of scattering in QED. Such an ap-
proach leads to a modified interaction picture with a
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new set of Feynman rules. These rules give graphs
free of infrared divergences, although the renormali-
zation of the theory has remained obscure.’

Quite apart from these formal considerations,
most current work in quantum field theory employs
the path-integral formulation pioneered by Feyn-
man.'® Such an approach makes no direct reference
to particle states, but instead gives a method to cal-
culate time-ordered products of Heisenberg fields
between the vacuum of the theory. Several authors!!
have used coherent states, which are complete when
functionally integrated, to construct the path in-
tegral. In other work!'? the path-integral formula-
tion of QED was derived by this method with spe-
cial attention paid to the role of the Gupta-Bleuler
condition. It was found that the Coulomb-gauge
path integral represents the transition amplitude be-
tween the Fock vacuum dressed by the same unitary
operator used to generate the interaction-picture rep-
resentation. To make this clear, let 4, be the inter-
polating photon field which obeys the interacting
Feynman-gauge equation of motion

04, =ety, ¥, (1.1)

where ¢ is the interpolating bispinor field. If a, is
the free Feynman-gauge field, the unitary operator
Z(t) connects 4, to a, in the manner

Z(A,(X,0)Z () =a,(X,1) . (1.2)
The pseudo-unitary operator V(t) (Ref. 13) is de-
fined by its action on the positive-frequency part of
d,A4", so that

V(OHZ(1)3,AMT(X,0)Z = ()V (1)
=3,a*(X,1) . (1.3)

It was shown that
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where J, and K are external sources, .Z" is the
gauge-invariant QED Lagrangian without a gauge-
fixing term, and the measure in (1.4) will be exhibit-
ed in the next section.

In the standard evaluation of (1.4) the interaction
terms in the Lagrangian are written as functional
derivatives and the remaining path integral, qua-
dratic and linear in the fields, is integrated. Such an
evaluation results in the standard set of Feynman
rules in the Coulomb gauge which exhibit the previ-
ously discussed infrared divergences. In other analy-

es’ it was shown that the infrared coherent states
consistent with the Gupta-Bleuler condition are
created by a pseudo-unitary transformation which is
the large-time limit of ZV. At first glance these two
results seem contradictory.

It is the intent of this article to resolve this prob-
lem and to show how the path-integral formulation
of QED may be evaluated nonperturbatively to ob-
tain the Feynman rules consistent with the infrared
structure of the theory. In Sec. II the infrared-
coherent-state formalism is briefly reviewed and
then used to define a complete set of infrared func-
tional states. These states are used in turn to con-
struct the path integral for QED with the same re-
sult as (1.4) again. It is shown how the contradic-
tion mentioned previously is resolved. In Sec. III
the correct method for nonperturbatively incor-
|

d*k
27 )3/2

while the current j,;’ has the form

a,(x)=

t Pu
—e [ L2 o )3/2 2<b by, —dl d )TES

—
X —

B Pu P
=e f 3/2 )gs —pt

(1.4)

|
porating infrared effects into the Feynman rules is

developed within the path-integral formalism. This
method is demonstrated by deriving the modified
bispinor propagators and vertices familiar from the
operator formulation. In Sec. IV extension of this
work to the full renormalization of QED in the
modified interaction picture as well as to the non-
perturbative evaluation of infrared effects in other
massless nonlinear theories is discussed.

II. INFRARED COHERENCE
AND THE PATH INTEGRAL

In the first part of this section the coherent-state
formalism of Faddeev and Kulish will be reviewed
and its renormalization will be outlined. In the
second part a derivation of the path integral con-
sistent with the infrared behavior of the theory will
be presented.

The key step in the derivation presented by Fad-
deev and Kulish is to note the asymptotic behavior
of the Z operator defined by (1.2). It follows that

lim iZZ~'=H@)

t—>t o

= fd X jp(X,t)ak(X 1), (2.1)

where a, is the free Feynman-gauge photon field
with the decomposition

(2wp) " a,(K)e™ +al(Ke =], wp= K|, (2.2)

€

(2.3)

The b and d" are creation operators for particles and antiparticles familiar from the Fourier decomposition of

the free Dirac field

172
d? -
o= Tz;f‘/“ﬂ [, 405,00 ] 7= |B |7 4m?. @4
14

If the free fields (2.2) and (2.4) are used as interaction-picture fields, then the interaction-picture Hamiltoni-
an consistent with this choice will not automatically switch off at asymptotic times. This result follows direct-
ly from the fact that (2.1) has nontrivial interactions in that limit due to the masslessness of the photon.

The solution to this problem is to select different interaction-picture fields so that the associated Hamiltoni-
an does vanish at asymptotic times. In the method of Faddeev and Kulish this is accomplished by the assump-

tion that the correct interaction-picture fields, denoted a,,

> and ¢, are related to the free fields by a unitary
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operator U, so that

a;szUa“U—l ¢as U¢U-—1 (25)
Combining (2.5) with (2.1) and (1.2) gives

t
U(t,)UN¢t,)=T {exp iftzdtH}’s(t)] ] (2.6)
1
Expression (2.6) has been evaluated elsewhere’ to obtain
U(t)=exp[ —R(t)]exp[ —iB(1)], 2.7
where
t)—ef 2n )12/2 ( ) aZ(E)eik’”/e”—a,,(l_{)e_ikp'/€ (2.8a)
and
B(=e? [ d’p d’qp(B)p(Q)f(B,d,1) (2.8b)
with
N d’k kp kq . kp kq
= [ “=pg 2016,k - -1 2.8
f(P,4d,?) f (2m3pq wr€pkq . & sin ¢ e (2.8¢c)

When (2.7) is applied in (2.5), the free photon field is modified by the Lienard-Wiechert potential of any
charges present. The charged particles develop an eikonal phase which represents a distortion of the plane
wave due to the presence of other charges.

When dressed by the U operator the charged Fock states become orthogonal to the original Fock spectrum.
This manifests itself in the form of divergences present in the time-ordered products of the ¢, necessitating a
renormalization procedure. This can be effected by defining a momentum cutoff version’ of the Hamiltonian
(2.1),

as d3k — Bi t o tkpt/e P xkpt/e —akp/
H(t,a)= (p) (—k) u(K)e akp/m? (2.9)
a) f (27’-)3/2 2 wk)l/zp P 6‘, [a”, e + ]

Using (2.9) to derive (2.7) allows the definition of finite propagators for finite @. It is necessary to augment
(2.9) with a masslike counterterm

3
He(a)=8m fieﬁnqs), | 2.10)
P
where
(B)= S bL b dl. d-. ) 2.11a)
nB)= 2 (b3 ,by+dy,d5, la
§=
and
2.2
dm=5" (2.11b)
872

The nonlocal structure of (2.10) is due to the nonlocality of (2.1) [see (2.32) of this section]. As a result, the
Coulomb phase operator [(¢), which appears in (2.7), causes the spinor operators, when normal ordered, to
develop the phase

:exp[iB(1)]by jexp[ —iB(1)]:= exp[ 2ie? fd3qf(k d,t)p(q) by +by expl — e f(K,K,1)]. (2.12)

Using the form of (2.8c) developed from (2.9), it follows that
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a Svrzep

(2.13)

hence, the forms (2.10) and (2.11). The fact that n(P) and p(pP) commute allows the counterterm (2.11a) to
cancel the phase (2.12) exactly. It is also necessary to define renormalized spinor fields

=172
SR=Z i P

(2.14)

in order to remove divergences from the spinor propagator. This will be discussed in greater detail in the next

section.

In order to derive the path integral it is necessary to introduce functional coherent states.* These are de-

fined in the Fock basis by the formal statements

| from&it)=expii [ d3x[(fE+fa* )d#—(ﬂ‘ﬁ+fr£*)a“]lexp[fd3x[(§1—7]T)¢—¢T(§—17)] |0),

(2.15)

where a, and ¢ are given by (2.2) and (2.4), while | 0) is the Fock vacuum. The functions ff,’ and Tr,{ are as-
sumed to have Fourier transforms with arbitrary time dependence,

p d’k 12 (D, — K X +iayt . d3k Ok o —i K T iagt
while the £ and n are Grassmann variables'> with the expansions
172 172
d’p m 2 d3 m 2
’Y](X)z f (27)3/2 ;‘p_ 21 c;sup,s(x), §(x)= (2—17-);% e—p' Sg} dp,svp,s(x) . (2.17)

Insertion of these expansions into (2.15) allows the inner product to be evaluated with the result that

(f/.unl’gl’t Igy,’772’§2’t>= eXp [%l f d3x(fz77#f* '_fz*ﬂ#f‘kggﬂ#g* _‘gﬁ*'ﬂ#g) - 2fz*7ug+2g”7rpf*) ]

X exp

-3 fd3x<§1‘§1+n1m+§I§2+n£n2—2§1‘§2—2ﬂn2>] : (2.18)

It is possible to define a form of completeness for these states. This is accomplished by breaking the integral
in (2.19) into a sum over lattice cells of volume € > and treating the value of each function at the lattice cell as
an independent variable. If this is done, then the formal statement

[ Ldfudn dE1) fum &8 ) Fum 6t | =1 (2.19)
follows, where the measure is given by
[dfdn dg1= T [(e ) %dn dnldE, deldf | dftdrm i dmt] . (2.20)

The product runs over all lattice sites in the volume.

The measure defined in (2.20) implicitly sums
over the negative-norm ghost states present in the
Feynman-gauge formulation of QED. This can be
seen explicitly by looking at the Fourier transform
of (2.18). These states cause the inner product to be-
come arbitrarily large, and so must be excluded
from the measure (2.20). This is achieved by con-
straining the measure to only those states which
satisfy the Gupta-Bleuler condition and calculating
transition elements only between similarly con-
strained states. Such a procedure is straightforward
in the noninteracting case, amounting to insertion

[
of & functions of the form 8(V-T+f) into the
measure. In the interacting case complications arise
and it is necessary to dress these states with the
pseudo-unitary transformation defined by (1.3) and
exhibited explicitly elsewhere.””!*3 This transfor-
mation decouples the transverse and ghost modes
when charge is present and must be implemented for
both the full interacting theory!? and the abridged
infrared version’ of Faddeev and Kulish. The net
effect of this is to cause the covariant formulation of
QED to be equivalent dynamically to the Coulomb-
gauge formulation.

It has been shown,!® however, that failure to im-
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plement this procedure does not harm QED if the
time-ordered product is used to calculate a process at =i[Ho,a,], (2.21)
on the energy shell. This is because the ghost modes
decouple in the Abelian case due to the fact that the
photon does not carry electric charge. In order to as  .rpras . as
simplify the remainder of this section procedure will 5;‘1# =i[H*%a,], (2.22)
be ignored. The diligent reader can verify that an
analysis where this program is followed will simply
result in a path integral with a Coulomb-gauge con-
straint, as in (1.4).

The path integral consistent with the choice of in-
frared coherent states as intermediate states will now
be derived. Some preliminary considerations need to

then the Hamiltonian H?, which satisfies

is given by
H®=UH,U~'—iUU~". (2.23)

The time development of the U operator is given by

be addressed first. The derivation of the Hamil- U(t)=eH™'U(0)e ~Ho' (2.24)
tonian which governs the time development of the
asymptotic fields (2.5) is straightforward. If H, is The completeness relation for the functional in-
the free Feynman-gauge Hamiltonian which satisfies frared coherent states is written formally as
J
[ [dfudn dEYU) | frm &, frm 6,0 [UT D=1 . (2.25)

The path integral is defined as the vacuum-to-vacuum transition element. In the first case only the infrared
form of the interaction will be considered, so that only the interaction given by (2.1) is present. In such a case
the object of interest is

Z(t,,t_)=(0| U~ Nt,)U(t_)|0), (2.26)

where |0) is the Fock vacuum. From the form of U given by (2.7) it follows that Zz is unity. The path-
integral representation of (2.26) is obtained by partitioning the time interval (z . —¢_) into N steps of arbitrari-
ly small duration € and inserting the projection operator of (2.25) at the respective times. This leaves (N +1)
matrix elements to be evaluated, where the jth matrix element then takes the form

Zie= &ty | UT ) UGG —) | f1 1 mj & _ 1) - (2.27)
Using (2.23) and (2.24) gives

U~Yt)U(t —e)=exp[ —ie(Hy—iU~'U)]explieH,) . (2.28)
From the fact that

—iU~'U=iU"'U=H}* (2.29)
and

exp(ieHo) | fou,j— M-t = | ffnm—nE_nt) (2.30)
the matrix element (2.27) takes the form

Zije=<f}'"mj:&j>t; | expl —ie(Ho+HP) | f11,m_1,€i _ 1) (2.31)

In order to evaluate (2.31) H}® is written in configuration space as

Hif—e [ dx d’y d’za,(,000MX,5,72,08L(F,0)84(Z,0): (2.32)
where
0.z, y, 2= [ L _Puslz By lexplip(y—7)] . (2.33)
AR A (27)°72 €, €

Next, the relations
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fumi€t | la,(X,01™ Ig,,,nz,é’z,t)=[f,‘f*(x)+gf(x)]'"(f#,7]1,§1,t | gusm2:62:t)

fumnEnt |1, (X001 | guma,Ea,t ) =[mL (X)+7EO 1™ Fum €158 | oM asbnt) (2.34)
a6t | 0(X,0) | 8um2:62,8) =[120) +E1 ) fom 1,6 1,8 | 8urM2,62,2)

Fumnént |$7%,0 1 84m2,62,0) =[] +E10I fum 1,618 | 8rm2s6201)

are coupled with (2.32) to evaluate (2.31) in the limit that € is arbitrarily small so that terms of O(e?) can be ig-
nored. The result, using a shorthand notation, is

Zje~expl —ieH ([, 1, ) W Fuppjr&ioty | SE- 1M —1,€5—158;) » (2.35)
where
H=Hy+H" . (2.36)

Next, the 7, integrations are performed and the new variables
. . . —~ . . ~T ~
AL =fl+rlt, A=rl—rit, vj=E+n), B=E-n], 4=&+n; §=&—n; 2.37)

are defined. The tilde variables are integrated out and the formal definitions
Ay —Af=edf, Y.~ =el (2.38)

are made. The final result is

Z(ty,t )= [ [dA,dy dylexp [i f:* dt [ &x( Lo+ ¥ |, (2.39)
where
Jax Zr=—e [ d*xd’yd’z4,(X,00MZ,5,Z,000(F,00,(Z,1) (2.40)
and |
[dA,dv ay =TT [€*/2m —"/%d4,(X,0)dy (X, 0)dp(%,0)], (2.41)
X,t

with . the standard free Feynman-gauge Lagrangian.
In order to construct the path-integral representation of the full theory, the W operator must be introduced.
W maps the interpolating fields into the infrared fields in the manner

WyW ~l=¢*, WA, W '=a} . (2.42)
It then follows that the projection operator for the interpolating theory is given by

[ 1dfudn dE1W="U | fum, 6,00 fusm £t | U™ W =1 (2.43)

Using (1.2) and (2.5) it follows that

w=UzZ""', (2.44)
so that
U-'w=2z"1, (2.45)

Result (2.45) shows that the projection operator (2.43) reduces to the one used previously!? (modulo the im-
plementation of the Gupta-Bleuler condition) to develop the QED path integral, so that

t
Z(t,,t )=(0]|Z(t,)Z ()| 0)= [ [dA,dy'dy]exp [i [ Tat [ dx( Lo+ L) |, (2.46)

where .7’} is the standard interaction
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Lr=—edPpy, 1 . (2.47)
From the fact that, by construction,
weak+-lim ZU=A,, (2.48)
t—T o

where A, is a phase factor, it follows that the path integral in (2.46) will result regardless of the intermediate
states used to construct it as long as those states can be related to the Fock basis by a unitary transformation.

Of course, the infrared divergences will appear in the path-integral formalism if (2.46) is expanded about
L. The solution is to perform the expansion of (2.46) about the nonquadratic path integral (2.39). This is ac-
complished by writing (2.46) as

t
Z(ty,t )= [[dA,dyldylexp i [, " dt [ d)x[ Lo+ LP+H(L— LD, (2.49)

and treating (.£; —.2%) as the interaction. This exhibits a key aspect of the path-integral formalism: a
change of interaction-picture basis states is manifested by splitting the interaction into two separate pieces and
including one of these pieces in the “basis” path integral. At least in the case of QED the removal of infrared
divergences has nothing to do with the measure appearing in the path integral.

In the next section it will be shown how the path integral (2.39) is evaluated nonperturbatively to obtain the
infrared propagators.

III. NONPERTURBATIVE EVALUATION

The path integral is used primarily to evaluate time-ordered products of field operators. For example, the
spinor propagator is given by

Sap(x —y)=(0| T[Pa(x)pp(»]]0) = [ [dd,d dy1du (x)pa(»)exp

For the purposes of this section consideration will be limited to the Lagrangian

ifd“xf} : (3.1)

L=Lo+ LT, 3.2)
where .7 is given by (2.40) and .% ;) is the free Feynman-gauge Lagrangian, given explicitly by
Lo=—7FuFP — 5 (3,4M +ifh (y#3, +im )y . (3.3)

It is understood that the results of path integrals such as (3.1) are to be used in a perturbative expansion of the
full theory as expressed by (2.46).

The method usually employed to evaluate integrals such as (3.1) consists of adding external source terms,
rewriting the interaction as a functional power series in these sources, and performing the remaining path in-
tegral to obtain a set of propagators and Feynman rules. Such an approach yields a power-series representation
of time-ordered products whose summation is not straightforward.

The integral (3.1) can be analyzed nonperturbatively by the change of spinor variables given by

Ya(X,0= [ dPyk(X,5,064(F,1), (3.4)
where
- _ d3 iT(X—7) iC— (1)
k(X,¥,0)= f—L(ZW)me*P Ve P (3.5
with
Cs(=7e [ d’x'dt'[0(t—1)—6(t'—1)]6 |X'— L1’ f;i AMR ) . (3.6)
4 P

For later convenience C i”(t) will be written

Cy(= [ d*'dr'Ch(Z",t',1)4,(X",1") (3.7)
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pll
P

CE (X't 1)=7e[0(t—1")—0(t'—1)] 8

p

?’——Et'] . (3.8)
€

The transformation (3.4) does not change the form of .£ %, rather causing it to become

[ d*x ¥=—e [ d*xd’ d*2dt4,(X,004X,5,Z,00(F,09(Z,0)

——e [ d*xd’yd’zdt 4,(X,0004X,¥,7,08(F,00¢(Z,0)= [ d*x £F, (3.9)
while the kinetic spinor terms become
[ @*x[ip(#3,+iml— [ d*x[ig(1*3,+im)p—L¥] . (3.10)
The transformation (3.4) decouples the spinor field from the photon field, so that the Lagrangian becomes
L= — 1 F F*— $(3,4* 4 ig (Y, +im) . 3.11)

The measure appearing in (3.1) becomes

[dA,dy dy]=[dA*ds 'dp |(detk detk*)~! . 3.12)
It is easy to show that

detk detk* =detkk* =detd(X —y)=1, (3.13)

so that the measure is invariant. This is simply a reflection of the fact that the transformation (3.4) mimics the
action of the transformation (2.7) which is formally unitary.

The phase (3.7), which is proportional to 4,,, may now be absorbed into the action to yield an exactly integr-
able path integral. Relation (3.1) becomes

Saﬁ(x“y): fd3x'd3y'd3pd3ke—i?'(?—?')ei?.(?_yv)
X [ [dd,d¢'de1da(X "t )06 's1,)
xexp [i [ d'2( L' +[C4 (Ztty) — Cl (Rt ML} | 510

where C* is defined by (3.8). First the spinor variables are integrated, and then the integrations over the x’,y’,
and k variables are performed. The result is

3
Saplx —y)=—i [ -LE

(27T)3 ep

= l{ e(tx—ty)Aix_E)(P)exp[—iP(x _y)+g—p’(tx’ty)]

+0(t, — 1t )Agg (Dlexplip(x —p)+8 _ 5 (te,1,)1} (3.15)

where A*) and A~ are the standard spinor energy projection operators

A= |EX2 | AGp)= | =2 (3.16)
“ 2m g “ 2m B
while the phase g is given by
g (tety)=In [ [dA,]exp [i [ a2 — T F P — 1(3,4P P+ [C (2,8, — C (2,60 14,(0)] | -
(3.17)

The path integral (3.17) is evaluated by the change of variable
A, (2)=A,(z)— f d"z’A,w(z—z’)[C%(E”,tz’ ,ty)—C‘-;;(i",tz' 0], (3.18)
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where A, is the causal Green’s function which satisfies

DAuv(z—z')=g”v84(z—z’) s (3.19)

with the explicit representation
. d’k —1 ik(z—2') —ik(z—2")
A (z—2")=ig,, | — Q)" [6(t—1t")e™?77 4+ 0(t'—t)e 2 727] . (3.20)
w2 B | Gy o) ]
The phase then becomes
g5 (tuty) =i [ d*zd*2'[C%(z,1,)— Ch(2,6,)]8,, (2 —2)[C¥% (2',1,) — C% (2,1,)] - (3.21)

Expression can be simplified by using (3.8) and (3.20) to obtain

3
83 (txsty) (2 5 f 2wk m? [6(t, — t,)e’ ithp /e )te=ty) | g, —t)e Whp /eyt =t) 4
) k
2
+ f 277)3 2wke,,(kp) [i(tx —2,)0(t, —1,) —i(t, —1,)0(t, — 1, )] . (3.22)

The second term on the right side of (3.22) is recognized as the cutoff-free version of (2.13), so that it is neces-
sary to add the counterterm (2.10) to the path-integral version of the theory to remove this divergent phase.
Adding the counterterm (2.10) has the effect of inserting the same phase with opposite sign into the spinor
transformation (3.4), so that, in the cutoff case, the second term in (3.22) is canceled. This term will be exclud-
ed from further consideration.

The first term on the right side of (3.22), when combined with the step functions appearing in (3.15), yields
the standard result known from the operator approach. The integrals are divergent and are evaluated by the
introduction of the covariant cutoff discussed in the previous section. Omitting the details, the result is
-8B 5

explimBO(t, —1,)] |ty —t, | P, B=—— . (3.23)

exp[6(z, —1, )g 5 (15,1, t,)]=>ia)? | & 42

This shows the well-known result that the multiplicative renormalization (2.14) of the spinor fields gives an
ultraviolet-finite result when

ZIR =aﬁ . (3.24)

This shows the standard result that Z g —0 as the cutoff is removed. Recalling that Z gives the probability of
finding a single bare particle in the physical single-particle state this result simply reflects the fact that U is an
improper transformation.

It is easy to see that the photon propagator is unchanged, so that

(0] T[A,(x)4,(x)]|0) =iA,, (x —x') . (3.25)

Higher-order time-ordered products can be analyzed by the same transformations (3.4) and (3.18). For exam-
ple, it is straightforward to show that

Gruap(x,9,2)=40| T[Te (x)¥s(1)4,(2)] | 0) = [ [dA,d¢ dy 1P, (x)pp(»)A,,( exp[ fd‘*wz(w)]

(3.26)
can be evaluated to obtain
3
Guap=i [ (‘21 5 e 10— 5)A (PITu(z, 10, Blexpl —ip(x —») 48 5 (1es1,)]
T 4
+0(t, — ) Agp (PIT (2, tx,ty, — Pexplip(x —y) +8_ 5 (tx,8,)1} (3.27)
where
Cu(z,t,t,B)= [ d*2'A,,(z—2)[C%(2',1,) —C%(z',1,)] . (3.28)

All others follow similarly.
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IV. CONCLUSIONS

It has been the intent of this paper to relate the
infrared-coherent-state formalism developed by Fad-
deev and Kulish to the path-integral formulation of
QED. The results of this program will now be sum-
marized and discussed.

It was shown that the path-integral representation
of QED developed by using intermediate infrared
coherent states is identical to the path integral
developed when the standard Fock states are em-
ployed. There are two reasons for such a result.
The first is that the transformation (2.7) on the
charged states is formally unitary. This guarantees
that the measure appearing in the path integral will
be unchanged. The second reason is that this
transformation leaves the vacuum unchanged, so
that the same transition element is calculated by ei-
ther representation. Of course, these aspects are in-
timately related to the Abelian structure of QED
which prevents nonlinear terms in the gauge field
from appearing in the action. The absence of non-
linearity allows exact evaluation of (2.6) and a deter-
mination of the on-shell infrared structure of QED.
Neither reason would be present if the ground state
of the system was composed of pairs, as in the BCS
theory of superconductivity.

The second major result is that the path integral
allows a nonperturbative evaluation by a change of
spinor variables which reduces the action to a qua-
dratic form. This nonperturbative analysis should
allow an extension of the infrared program to the
full renormalized theory. Such a procedure would

begin with the usual path integral written in terms
of bare fields. The interaction (2.40) would then be
added and subtracted from the action and the renor-
malized fields could be defined. It is assumed, al-
though unverified, that the wave-function renormal-
ization constant would factorize into two pieces, one
removing the familiar ultraviolet divergence of the
standard theory while the other would remove the
divergences introduced by the new vertex. Such a
procedure should leave the perturbation series both
infrared and ultraviolet finite. Explicit verification
of this remark will be deferred. _

At a deeper level the phase which the spinor prop-
agator develops due to the infrared behavior of the
theory is related to the classical solution for the
gauge field in the presence of a point source moving
at a constant velocity. The current associated with
the point source is given by (3.8) and the classical
solution appears in the transformation (3.18). It is
easy to see that the spinor—gauge-boson vertex in
gauge-invariant theories always takes the asymptotic
form (2.1), modulo complications due to isospin. It
is then clear that the classical solution in the pres-
ence of a point source will dominate the functional.
It is hoped that such an analysis will produce an in-
sight into the infrared structure of massless non-
linear theories.
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