
PHYSICAL REVIEW D VOLUME 28, NUMBER 6 15 SEPTEMBER 1983

Lattice gauge theory in the microcanonical ensemble
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The microcanonical-ensemble formulation of lattice gauge theory proposed recently is examined in
detail. Expectation values in this new ensemble are determined by solving a large set of coupled or-
dinary differential equations, after the fashion of a molecular dynamics simulation. Following a
brief review of the microcanonical ensemble, calculations are performed for the gauge groups U(1),
SU(2), and SU(3). The results are compared and contrasted with standard methods of computation.
Several advantages of the new formalism are noted. For example, no random numbers are required
to update the system. Also, this update is performed in a simultaneous fashion. Thus the micro-
canonical method presumably adapts well to parallel processing techniques, especially when the
action is highly nonlocal (such as when fermions are included).

I. PRGLEGGMENA II. REVIEW GF THE MICRGCANGNICAL ENSEMBLE

The numerical analysis of lattice gauge theories' by
Monte Carlo methods has provided a new viewpoint for
the examination of the nonperturbative structure of quan-
tum field theories. Progress in this area will certainly con-
tinue. It is important to keep in mind, however, that the
Monte Carlo approach is only one of many ways of study-
ing a large dynamical system. One particular alternative
to the Monte Carlo technique —the microcanonical-
ensemble method —was recently proposed by us; here we
explore this new ensemble further.

In the microcanonical-ensemble formulation of lattice
gauge theory, expectation values are calculated by solving
numerically a large set of coupled ordinary (as opposed to
partial) differential equations. One feature of this method
is that it is deterministic, that is, no random numbers are
required to update the system. The microcanonical-
ensemble formulation may also be more appropriate when
calculations are performed by parallel processing tech-
niques (such as with an array processor), for differential
equations can be integrated simultaneously. Typically in a
Monte Carlo calculation the lattice cannot be updated in a
single pass because each link interacts with its neighbors,
and so a simultaneous update of link and neighbor would
violate detailed balance.

Probably the most intriguing possibility of such a direct
deterministic algorithm is the possibility of avoiding situa-
tions where the system becomes "trapped" in metastable
minima. The literature in the study of fluids contains
several examples where microcanonical-ensemble tech-
niques are far superior to Monte Carlo methods (water is a
familiar case). Of course, each lattice field theory must
be examined separately in order to determine which
method is more suitable. In keeping with this philosophy,
microcanonical-ensemble methods are applied here to ihe
gauge groups U(1), SU(2), and SU(3). A comparative
analysis of the two methods is given in each case.

(la)

where

Zlat tice— (lb)

(lc)

The aforementioned continuum limit is obtained by tak-
ing the simultaneous limit where the number X of lattice
fields Pn (and the volume of the system) increases without
bound and the lattice spacing approaches zero. The stan-
dard formula for lattice field theory, Eq. (1), can be cast in
a form which is obviously equivalent to a classical canoni-
cal ensemble. Recall that any quantity independent of all

IP j can be added to the action St/I—:PVI PI without af-
fecting the expectation value of any functional of the It)t I.
We choose to add a quantity T, defined by

so that

& @&iattice= & @&canon ~

Z
—1 @ —I3H (3a)

Recall how expectation values are calculated in the usu-
al' approach to quantum field theory on a lattice. The
central assumption of this formalism is that expectation
values of functionals W of a finite number gati of th) on a
Euclidean lattice can give physically meaningful results
without having to go to the continuum limit. If the action
is denoted by S t PI, such expectation values are defined by
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and

Z„„,„—:f &p f &pe

H=T+V. (3c)

The [p j and [pj are independent variables on the lattice.
An isomorphism with the canonical ensemble of statist-

ical mechanics arises upon making the identification

Expectation values in the microcanonical ensemble are
formally defined by

& @&micro

=Z;„,'(E)f &p f &Pg[[pj, [gj]5(H E), —

(7a)

where

n
5'n =

O'T

provided that a new "artificial dimension" ~ is introduced.
A Lagrangian formulation of field theory in d dimensions
is thus mapped to a "Hamiltonian" formalism embedded
in d discrete dimensions and one continuous (artificial) di-
mension.

Equations (2) and (3) define a canonical ensemble with
kinetic energy T[p j, potential energy V[/ j (=P 'S[gj),
and temperature P '. This ensemble represents the states
of a system governed by a Hamiltonian H in contact with
a heat bath at fixed temperature P

A microcanonical ensemble on the other hand describes
a system in thermal isolation and therefore the "energy"
H[[p j, [Pj] of the system is constrained to be a fixed
value E, while the "temperature" P ' is defined to be the
average kinetic energy (suitably normalized). Of course
the "kinetic energy" T is a fluctuating quantity. Each
coordinate Pn and momentum p„evolves in r according to
Hamilton's equations,

dPn —BV[gj
dr

=
ay„

Consider a very large system of energy E, in thermal
isolation (see Fig. 1). Imagine that this system is actually
composed of two subsystems, a large one whose energy is
given by E' and a much smaller one of energy H. Then

E, =E'+H
is constant in time. Let us now calculate the probability
P(H) that the smaller system has energy H. This proba-
bility is proportional to the density of states Z;,«(E ) for
the larger subsystem evaluated at energy E':

Z;„,(E, H)—
P(H)" Z""

(E)

=exp[S (E,—H) —S (Er ) ] ~

Since the larger subsystem consists of many degree of
freedom, its teinperature P ' is essentially fixed. By Eq.
(Sb),

P(H) cc exp[ l3H]—
which is the standard formula for the probability distribu-
tion in the canonical ensemble. Thus the canonical ensem-
ble is a consequence of the microcanonical ensemble.

Expectation values in the canonical ensemble are related
to those in the microcanonical ensemble by '

& @&,.„.„=Z,.„.„'f&-e&.,„~.,„.(E)e f' dE .

In the (thermodynamic) limit of a large system, the
probability distribution of energies in the canonical ensem-
ble (proportional to the factor e ~ ) multiplied by the
density of states Z;„,(E) becomes sharply peaked about
its mean value, which is denoted by E. Thus it is logical
to expand expectation values in the microcanonical ensem-
ble about the value obtained by setting E =E:

Z;„,(E)=f &p f &$5(H E) . — (7b)

The integrals in Eqs. (7) are over the (2N —1)-dimensional
hypersurface of constant "energy" defined by
H [[p j [4 j]=E.

At this point it is useful to remind ourselves how the
canonical ensemble arises in classical physics from the
more fundamental microcanonical ensemble. Cxiven the
density of states Z;„,(E) defined in Eqs. (7) it is possible
to define the entropy of a system,

S(E, V) —=ln Z;„,(E),
and the inverse temperature P,

aS(E, V)

aE (gb)

FIG. 1. Schematic diagram of a thermodynamic system of to-
tal energy E,=E'+H which consists of a large subsystem of en-
ergy E' in thermal contact with a much smaller subsystem of en-
ergy H.



1508 DAVID J. E. CALLAWAY AND ANEESUR RAHMAN 28

B2
& & &;.,o= & &&;...i g+(E —E) & & &;.„+—,

' (E —E)', & & &;.„+ (13)

Equation (13) is substituted into Eq. (12) to yield

«&...,=«&,... +-,'&(E-E)'&..... ', «&...,. + (14)

Equation (14) can be inverted to this order to give

a2
& &&;...=-

& & &.....—& (E —E)'&.....—""'"2 BE

aE1 a'= & @&canon+ a
—2 & @&canona 2

III. GAUGE THEORIES IN THE MICROCANONICAL
ENSEMBLE

A. Compact electrodynamics [U(1)]

The standard formulation' of compact electrodynamics
[i.e., a lattice U(1) gauge theory] utilizes the action

1 a= & @&canon+ 2

ap' a
aE ap

& @&canon

(15)

S =PV with P=gc

V=+ Re(1 —Un iaUn+p, vU n+v pU n, v) ~

0
(20)

Therefore, in the thermodynamic limit expectation
values in the two ensembles are related by

& &&;.,= & & &.....+0(N '& & &,....) . (16)

It should be pointed out that in relating quantities which
have the form of a variance [such as & (T —

& T & ) &] calcu-
lated in the two ensembles, a more careful analysis using
the relation Eq. (15) is necessary, since the leading-order
terms cancel in the first term in that relation.

In practice the expectation values Eq. (7) are calculated
by integrating the Hamiltonian equations of motion, Eqs.
(5) and (6) along a trajectory in the 2N-dimensional phase
space [Ip],I/I]. Any expectation value in the micro-
canonical ensemble is thus given by

& 6&;„=lim —J 6[Ip(r') I, IP(r') I ]dr' (17)

U(1),SU(2): P
2

& T&micro . (18)

For the gauge group SU(3) a different method is used.
The reason the divisor in Eq. (18) is N;„z,~ and not N ar-
ises in part because of the local gauge symmetry present in
lattice gauge theories. This point is discussed further in
the following sections. Another quantity of interest is the
average action,

&~ &micro= & V&micro . (19)

and is a unique function of E
The equivalence of Eqs. (7) and (17) follows from a vital

assumption of ensemble theory known as the principle of
equal weight. This principle assures us that for a given
E, the trajectories given by the solution of Eqs. (5) and (6)
cover the (2N —1)-dimensional constant-energy surface in
phase space [Ip], IP j ] with equal density.

The average kinetic energy [which can be used to calcu-
late p in U(1) and SU(2)] along a trajectory is given by

P=[2/d(d —1)]L & V& (21)

on a hypercubic Euclidean lattice in d dimensions whose
side is of length L lattice sites. A comparison is made be-
tween the average plaquette calculated in the microcanoni-
cal ensemble and in the canonical ensemble (i.e., by stan-
dard Monte Carlo methods). The average plaquette is cal-
culated by integrating numerically the equations of motion
Eqs. (5) and (6) and substituting them in Eqs. (17) and
(21). The bare lattice coupling P=gc is calculated in
the same way, except Eq. (18) replaces Eq. (21) with

U(1): N;„g,p ——

=(d —1)L", (22)

where N =dL" is the number of links in the lattice.
As mentioned above, the reason %;„z,~ is less than X is

because there is a local gauge symmetry in the system
which has no immediate physical relevance. General
methods exist' for dealing with these redundant variables,
familiar from classical mechanics as ignorable cyclic coor-
dinates. One way to remove these ignorable coordinates is
to impose constraints by choosing a gauge. Choices such
as the axial gauge (n&A" =0) or the I.orentz gauge
(a&A"=0) result in a set of Nld constraints [cf. Eq. (22)]
on a lattice of N links in d dimensions. The following
course seems more appropriate here.

U„„=exp(i yn „),
where go is the bare lattice coupling constant and the sum
defining V is over all elementary plaquettes in d dimen-
sions. The Igt are real gauge fields associated with each
link of the lattice; the link Un & connects the lattice point
n to its nearest neighbor in the direction p.

We now present a calculation of the average plaquette
as a function of P for compact electrodynamics. The
average plaquette is defined by the formula
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(23a)

By a suitable linear transformation from the variables

P„&to new variables g;, the Hamiltonian equations of
motion Eqs. (5) and (6) become

d 2g =f;( I/I), i =1,2, . . ,N.

0 —~
O

O~ ~ MICROCANONICAL

o CANONICAL

with 0.4—
0

fi(tg))=0, N;„d,@&i &N . (23b)

It then follows that in solving Eqs. (5) and (6) if the initial
conditions P„z——0 at v=0 are imposed, the g; for
N~„d,~ & i &N will equal zero for all r. As a consequence
in the average in Eq. (9) the correct divisor is N;„d,~ and
not X. This procedure is analogous to determining the
temperature of a system of particles by measuring the
average kinetic energy of each particle in the rest frame of
the system (equivalent to imposing d constraints).

The results of the computation in each of the two en-
sembles are now presented. In the microcanonical-
ensemble calculation the ordinary differential equations
Eqs. (5) and (6) are solved by the Runge-Kutta method
with step size hr=0.01." At v=0 each P„„is chosen
randomly between 0 and 2m, and each P„&is set equal to
zero (for reasons described above). Expectation values are
obtained as an average over x=2000 b,r (i.e., by using
2000 consecutive configurations}.

After each calculation (or set of 2000 "measurements")
is completed, the value of E is altered by multiplying all
the Ip j by the same factor. This operation effectively
heats (cools) the system if the factor is greater than (less
than) unity. The Runge-Kutta algorithm is then applied
to step the system forward from r to r+b.r. By a proper
choice of this heating/cooling factor, after each step the
value of P can be easily adjusted to a given value with ar-
bitrary accuracy after enough steps. The heating/cooling
cycle is terminated after 1000 b,r and the system is al-
lowed to equilibrate for 3000 b,r before more measure-
ments are taken. On each such energy shell in a state of
equilibrium the system has a unique value of ( V);„,and
hence of (T);„,and p. Note that the heating/cooling
procedure conserves the vanishing of g; for i & N;„d,~.

In the canonical-ensemble calculation the standard
Metropolis et aI. ' Monte Carlo algorithm is used. At
each p, equilibration for 200 iterations is allowed after
which the average plaquette is measured for 2000 itera-
tions. Further details of this calculation are given else-
~here. "

Figure 2 displays the value of the average plaquette as a
function of p for both ensembles. The agreement between
the two calculations is excellent, and the amount of com-
puter time required for each calculation is roughly the
same.

0 0 ~ p ceo

p~-
0 0.2 0.4 0.6 0.8 I.O I.2 1.4

P

(o)

t
I.6 1.8 2.0

FIG. 2. Comparison of the results of a microcanonical-
ensemble calculation of the average plaquette with a standard
Monte Carlo calculation for compact electrodynamics [a U(1)
lattice gauge theory). The legend is filled circles, microcanoni-
cal; open circles, canonical {Monte Carlo).

S =PV with P=gp

g [1 2 Tr(Un, @Un+@ vU n+vpU n, v))
G

(24}

f dU= f,5(a' —1), (26)

where the square of quadruple a is
a—:ap +ai +a2 +a3 . If the four links comprising an
elementary plaquette are consecutively parametrized (see

Fig. 3) by quadruples (ap, a); (bp b)' (cp c); and (dp, d)
the potential for a single such plaquette can be written in
the form

V~ ——1 ——,
' Tr( U, Ub U, Ud )

=1—(A.B}(C.D) (AB) .(CD)+—, (27a)

Ud

where as usual the sum is over all ordered elementary pla-
quettes. Each of the U„&can be parametrized' in terms
of the 2&C 2 unit matrix 1 and the Pauli matrices o:

Un, p
——ao 1 +saa~ (25)

where o o~=id*~ror+5 ~

The integration measure for SU(2) can then be written
in the form

B. SU(2)

The method of the microcanonical ensemble is next ap-
plied to the gauge group SU(2). For convenience we con-
sider the fundamental representation only. The action in
this representation can be written in the form

FIG. 3. Schematic diagram illustrating the notation used in
Eqs. (27).
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where

a.S=-ao&o —a (27b)

rl(r+h) =a—(r)+ —,
'

h [F(r)+A(a;r)a(r)+F'(r+h)]

(34)

is constructed. In terms of rl(r+h), a(r+h) is given by

(AB)r+=apbr+bpar+a bpe pr . (27c) a(r+h) =rl(r+ h)+ @ha (r+ h), (35)

The microcanonical ensemble is then constructed via
the Hamiltonian equations of motion. The force on a, a
component of a, is given by a(r+h). a(r+h) =0 (36)

where the new constraint parameter p(r) is determined by
setting

~Pa

d7
:Pa=—BV

Ba
(28)

[since (a )=2a.a =0], which yields

ph = r)(r+—h). a(r+h) . (37)

V~.~i = V+ V.

V, = —,g A, (a )(1—a ),
(29)

in order to generate (via the equations of motion) the total
force on the system, including forces of constraint. As-
sume that the coordinates a and their velocities ci are
known at r. Call the force generated only by V (not in-
cluding the force of constraint) F(r). Next construct the
four-component quantity (which we call the incomplete
new coordinate)

g(r+h) =a(r)+ha (r)+ —,
'

h F(r), (30)

where h—:Ar. Then, using the derivative of V, given
above, the relation

a(r+h) =g(r+h)+ —,
'

h A(a;r)a(r) (31)

is used to calculate the updated value a(r+h) once A(a;r)
in Eq. (31) is determined by the requirement

aa=S'a ~

and similarly for b, c and d. These equations must be
solved subject to the constraint a~=1. This constraint is
enacted by means of the method of I.agrange multipliers. '

Because the techniques of constraint dynamics are not
well known to particle theorists, the method' for integrat-
ing Eqs. (28) is presented in some detail.

Consider the effect of adding the constraint potential V,
to V:

SU(2): X;„d,p ——3(d —1)L" (38)

[compare Eq. (22)].
Because the algorithm defined by Eqs. (30)—(37) up-

dates coordinates and momenta separately, the same tech-
nique of heating/cooling the system can be used to adjust
P to any desired value. The system is initially arranged
with all the momenta equal to zero and the coordinates a
set equal to random numbers satisfying the constraint
a.a=1. The system is then heated/cooled for 100 itera-
tions, and allowed to equilibrate for 500 iterations before
the average plaquette is measured for 1000 iterations. The
step size h equals 0.1. The result is plotted as a function
of P in Fig. 4. For comparison, a standard ("heat bath")
calculation of P(13) is plotted, following Creutz. ' In the
heat-bath calculation the system is allowed to equilibrate
for 500 iterations before the plaquette is measured for
1RM iterations.

When Eq. (37) is substituted into Eq. (35), the update of
the lattice coordinates and momenta can be completed.

The method of the microcanonical ensemble can be il-
lustrated in the case of SU(2) [much as for U(1)] by a cal-
culation of the average plaquette P as a function of P.
The quantities P and P are determined as before from the
relations Eqs. (21) and (18). It is important to remember
however that there are three independent variables per
link, and thus for the usual hypercubical lattice,

a(r+h) a(r+h)=1 .

The quadratic equation in A, (a;r) resulting from Eq (32).
yields

—,h A(a;r)= g(r+h) a(r)—
+ I [a(r).g(r+h)]'+ 1 (2(r+h) J

'~', —

I.O,

Oe

0.8—

0.6—

0.4—

0.2—

su (2)

0

~ MICROCANONI C AL

CA NON I G A L

(MON TE CARLO)

o~
0

provided a(r) a(r) =1.
The update of the lattice is completed by calculating

a(r+h). First, a new set of quadruple forces F'(r+h) is
calculated from a(r+h) using the potential V of Eq. (29).
From these forces a new four-component incomplete velo-
city

0
0

FKx. 4. Comparison of the results of a microcanonical-
ensemble calculation of the average plaquette with a heat-bath
calculation for the gauge group SU(2). The legend is as for Fig.
2.
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The microcanonical and canonical (heat bath) methods
required about the same amount of computer time to up-
date the lattice. However, except for large values of
P (P) 5) the heat-bath method provided faster conver-
gence to the plaquette value. For the local Wilson action
in SU(2), the standard heat-bath algorithm' may thus be
generally superior to our particular microcanonical
method.

C. SU(3)

The same techniques can also be applied to SU(3). An
element g of the fundamental representation can be writ-
ten in the form

+2 Re(A, cpu ' v), (45)

where the real parameters A,„and A.„and the complex pa-
rameter I,„,are determined using a generalization of Eqs.
(32).

The coordinates u and v and their velocities u and v are
taken as known at ~. Denote the complex three-
component force on the complex triple u arising only from
the potential V by F„.The incomplete new complex coor-
dinate is then

fashion from Eqs. (44). Then the four constraints Eqs.
(40) are introduced via the constraint potential

V—:—'A, (1—u* u)+ —,A,„(1—v* v)

u) u2 u3

l8) M2 W3

subject to the constraints

u* u —1

v*.v —1

u*

w*

(40a)

(40b)

g„=u(r)+hu(r)+ —,
'

h F„(~)
to order h, while u (a+h) is given by

u ( r+ h ) =g„+—,
'

h A,„u(r ) + —,
'

h 2A,„,v (r),
to the same order. The equations for v are similar:

g„=v (r)+ hv (r )+ —,
'

h ~F (r),
v(r+h)=g, + —2h A„v(r),+ —,'h 2A,'„„u(r).

(46a)

(46b)

(46c)

(46d)
u* v —0

while

(40c)

(42)

where 5 (u~ v)=5[Re(u~ v)]5[1m(u~ v)]. The action
is taken to be

(41)

The 12 components of the complex three-component
vectors u and v are taken as dynamical variables subject to
the four constraints Eqs. (40). The integration volume (or
Haar measure) is given by'

d'ud'vJ dU= f 5(
i

u
i

—1)5(
i

v
i

—1)5 (u* v), —,'h k„(r)=

—,h A,„(r)=

1 —
~

g'„~ —4—,
'

h Re(A, '„„v~ .g„)
2 Re(u*. g„)

1 —
~ (, ~

4 2h R—e(A,„—,u" g, )

2 Re(v* .g„)

(47)

The two real multipliers A,„and X, and the complex
multiplier X„„arecalculated by enforcing the constraints
Eq. (40) at r+h, assuming they are satisfied at v. To or-
der h, the three multipliers are thus determined by the
linear system

1 g„g,+ —,'h A,„P„.v+ —,h A,„g,u
—,h A,*„„(r)=——

u+( .v*

with (43)

V=+ [1——,
' Re Tr(U„pU„+p„U '„+„pU'„„)].

G

The coordinates u(r+h) and v(r+h) are calculated ac-
cording to Eqs. (46), and new forces F„'and F' are calcu-
lated from these new coordinates. Then, generalizing Eq.
(34), new incomplete velocities g are calculated:

g„(r)= u(r)+ —,
'

h [F„(r)+A,„u(r)+2k,„„v(r)
A typical term in the sum over plaquettes can be writ-

ten in the form
+F„'(+67)],

g„(r)=v(r) + ,' h [F„(r)+A,„—v(r)+2k g„u(r)

(48a)

V =1——, Re Tr(g m), (44a) +F„'(+br)] . (48b)

The updated velocities of the u and v are then given by

X] XP X3

m= 31 32 33

Z] Z2 Z3

(44b)
u(r+h) =g„(r)+ p„u(r+h)+—2p—„„v(r+h),h II

(49a)

is the sum over all the d (d —1) plaquettes interacting with
the link denoted by g [Eq. (39)]. The equations of motion
of the 12 components of the system are found in the usual

hv(&+~)='gg(&)+ p„v(r+A)+—2p„„u(r+h).

(49b)
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The two real multipliers p„andp„and the complex mul-
tiplier p„„aredetermined by setting the derivatives (with
respect to r) of the constraints Eq. (40) equal to zero at
v.+h, assuming they were zero at ~. This operation yields

—
(u,„=—Re(u* ri„),h

—(u„=—Re(U* .r)„),h

0.8—

0.6—

0.4— 0

0

o CANONICAL

(MON TE CARLO)

oc l
'

l
'

l
'

l
'

I
'

I

Qs

'og SU (5)
O~ MICROCANONI CAL

2Puu= 2 ('9u ~+" ''9U) . ) l I l I I l I i l ) I

0 2 4 6 8 I 0 I 2 l4

With the use of Eqs. (49) and (50), u(r+h) and i(r+h)
are calculated. This operation completes the update of the
lattice. For the calculation of p (and hence the bare lattice
coupling constant) a new technique must be applied. This
difference is mandated by the fact that the parametriza-
tion, Eq. (39), of the SU(3) group element does not permit
the separation of the gauge degrees of freedom by a linear
transformation [ef. Eqs. (23)j. Thus the cyclic coordinates
must be handled in a different fashion, described below.

A combination of the microeanonical and Monte Carlo
methods can be formed as follows. The SU(3) lattice is
updated as described above, except that instead of using
Eqs. (48) the incomplete velocities r)„,r)„ofa small num-
ber of randomly chosen links are set equal to random
numbers obeying a Gaussian distribution. This procedure
is equivalent to establishing weak links between the micro-
canonical ensemble and a heat bath. The root mean
square of each velocity in the system will then eventually
approach the width of the Gaussian distribution. The
bare lattice coupling constant is determined by

SU(3): g()
——P

(recall there are eight independent variables per link) on
the usual hypercubic lattice.

After the system is well equilibrated, the links between
the microcanonical system and the heat bath can be cut,
and expectation values such as the average plaquette can
be calculated in the usual fashion. Alternatively, one can
imagine storing the coordinates of well-equilibrated sys-
tems produced either by microcanonical or Monte Carlo
methods. Later, when a calculation is to be performed,
the coordinates can be recalled and the velocities generated
according to an appropriate Gaussian distribution.

In Fig. 5 the results of microcanonical and Monte Carlo
calculations for SU(3) on a 3 lattice are presented. In
each case the coordinates are initially random [but satisfy
the constraints Eqs. (40) and (41)]. For the microcanoni-
cal calculation, the velocities were initially set equal to an
appropriately constrained Gaussian distribution for the
desired p. Next the system was placed in weak contact
with a heat bath (so that each link had a 1% chance of be-
ing touched during each update) for 250 r steps, with
6~=0.05. ' The system was then allowed to equilibrate
for 250 steps after which the average plaquette is mea-
sured for 350 steps.

FIG. 5. Comparison of a microcanonical-ensemble calcula-
tion of the average plaquette with a Monte Carlo calculation for
the gauge group SU(3). The legend is as for Fig. 2.

The Monte Carlo calculation used the standard Metrop-
olis' procedure. ' The system is first allowed to equili-
brate for 100 iterations, after which the average plaquette
is measured for 350 iterations.

As can be seen in Fig. 5, the agreement between the two
calculations is excellent. Good agreement with Monte
Carlo data was also obtained when the microcanonical cal-
culation was performed without any contact with a heat
bath, or when the contact was maintained throughout the
calculation. The velocities were initially chosen in accor-
dance with a Gaussian distribution as before.

Because of the relative importance of the SU(3) lattice
gauge theory, we made an extensive comparative analysis
of the mierocanonical and canonical (Monte Carlo)
methods. We could not find conclusive evidence of the
superiority of either method. In both schemes, it appeared
that long "time" correlations were present, so questions of
convergence and metastability can be important in SU(3).

One quantity which gives some indication of how rapid-
ly the system covers configuration space is

X„=(4dI. ) 'g—(
~
u„+„—u„~ +

~
U„+„—v„~~),

(52)

where the subscripts r and n +r refer to the iteration num-
ber (in the canonical ensemble) or 7 step number (in the
microcanonical ensemble). First an equilibrated system is
constructed, and the values of the coordinates u„and U,
are stored. Then for each following iteration (or r step)
the quantity yg is evaluated. Initially y0 is zeroj as n be-
comes large g„approaches unity.

The value of n for which X„is essentially unity (say to
within 10%) gives a measure of how many iterations (or
steps) are required to cover configuration space, i.e., to
make a reasonable measurement of some quantity. Qn a
3 lattice with p-10, we found n —70 for iterations in the
Monte Carlo calculation, ' but only n -60 steps (h =0.1)
were needed in the microcanonical simulation. ' Thus
once the system is in equilibrium the microcanonical
method may be slightly more efficient in updating the sys-
tem. As stated above, an equilibrium distribution for the
coordinates can be generated by either the microcanonical
or Monte Carlo method. The velocities can then be
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chosen according to an appropriately constrained Gauss-
ian distribution.

IV. CONCLUSIONS

We have shown that it is possible to cast U(l), SU(2),
and SU(3) lattice gauge theories in a form recognizable as
the microcanonical ensemble of classical statistical
mechanics. Expectation values of operators can be calcu-
lated in this new ensemble by solving a large set of cou-
pled ordinary differential equations. This procedure is to
be contrasted to the standard method of calculation where
Monte Carlo techniques are applied to Euclidean path in-
tegrals (which are formally equivalent to a classical canon
ical ensemble).

What are the advantages of this new formulation of lat-
tice gauge theory? Besides the obvious benefits of a new
way of looking at a problem, it allows the lattice to be up-
dated in an entirely parallel fashion, such as occurs with
an array processor. Typically in a Monte Carlo calcula-
tion the lattice cannot be updated in a single pass because
each link interacts with its neighbors, and thus a simul-
taneous update of link and neighbor would violate the
principle of detailed balance. The microcanonical-
ensemble formulation may thus be useful when the action
governing the system is very nonlocal. Qf course, when
fermions are involved the action involves a determinant
and is thus highly nonlocal. '

For the three lattice gauge theories we studied with the
standard VA'lson action, our microcanonical-ensemble
method did not give a significant improvement in compu-
tation time. It must be pointed out however that the stan-

dard Wilson action is a fairly local object and both calcu-
lations were performed using a standard serial processor.
Also, we did not perform calculations of large loops or
other extended objects, where problems of metastability
are important [particularly for SU(3)].

It is worth stressing our most interesting result. We
have constructed a deterministic alternative to Monte Car-
lo calculations which is distinct from the usual methods of
calculation. The method appears to be at least as general-
ly applicable as Monte Carlo methods and its overall per-
formance is roughly equivalent to standard techniques.
For special machines (such as array processors) the micro-
canonical approach may in fact be better than Monte Car-
lo methods, due to the fact that it allows the lattice to be
updated in an entirely parallel fashion.

Since this research was concluded, we have become
aware of other lattice gauge calculations in the micro-
canonical ensemble. A continuum formulation of quan-
tum field theory in the microcanonical ensemble has also
been constructed. ' Finally it has been suggested that a
microcanonical simulation for a finite system may be use-
ful in resolving problems of metastability in the effective
potential.
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