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We present data on coherent p production on nuclear targets and our application of the
Primakoff formalism for extracting the radiative decay width for the transition p ~m y.
Assuming the presence of both electromagnetic and strong contributions to coherent pro-
duction, we obtain I (p ~m y) =71+7 keV, a result in good agreement with SU(3).

I. INTRODUCTION
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where all accessible final states are summed over
and an average is taken over the initial states.

Because the wave functions for qq systems are not
very well known, it is necessary to make several as-

Successes obtained in the application of quantum
electrodynamics to atomic phenomena and to
scattering of leptons would suggest that the photon
can serve as a valuable probe for investigating the
dynamics of hadronic sytems. One such area of
study that is accessible to both experimental obser-
vation and direct theoretical interpretation involves
radiative transitions of vector mesons to pseudo-
scalar inesons (V +P+y). Straigh—tforward predic-
tions for these processes, based on quark models and
SU(3)-symmetry arguments, are available in the
literature. '

In a simple quark model, the lowest-lying meson
states are presumed to be composed of quarks and
antiquarks (qtT) in relative S states. In this scheme
the decay V~P+y is a magnetic dipole transition
which can be represented by the operator

M= g pj O'1 (k X e), (I)
J

where the summation is over the quarks in the sys-
tem, each having magnetic moment pj, k and e are,
respectively, the momentum and polarization of the
emitted photon; o.

z are the Pauli matrices. The ra-
diative decay width is given by

r(V~P+y)= (phase-space factor)

sumptions when evaluating Eq. (2). In a nonrela-
tivistic calculation, assuming the long-wavelength
approximation and complete overlap between the
initial- and final-state spatial wave functions, Eq. (2)
becomes

r(v~p+y)= —,k p,
My

(3)

where p, defined by Eqs. (1) and (2), is the transition
moment between the vector and pseudoscalar states,
Mi is the mass of the vector particle, and Ep is the
energy of the recoiling pseudoscalar in the rest
frame of V.

Model-dependent assumptions can be avoided to a
large extent by calculating ratios between similar
processes. For example, assuming ideal mixing for
the co, one can calculate the ratio
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where k, is the recoil momentum of the photon in
the rest frame of the decaying particle a, and p; is
the magnetic moment of quark i. Assuming that
quark moments are proportional to the charges of
the quarks, and that the u and d quarks have the
same mass, yields the following prediction:

r(p ~ y)
r(co —+it y)

[If SU(3) symmetry were exact this ratio would be
—,.] The previous ' experimental result for this ra-
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tio was

r(p ~n.y) 35+10 keV

r(too~iroy) 789+92 keV

(t), as follows:
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which is over four standard deviations from the pre-
diction. The fact that the p and to masses are nearly
equal has made it difficult to introduce a dynamical
symmetry breaking which could account for this
large discrepancy. It was therefore considered im-
portant to remeasure these radiative widths and,
especially, the more controversial value of
r(p- ~-y).

Unlike the transition co ~m y, where the branch-
ing ratio for the decay is relatively large ( = 8%%uo) and
background from other modes not very serious, the
transition p —+m y has a branching ratio of(10,and cannot be measured directly, because of
the large background anticipated from the predom-
inant decay p ~it n. o, in which one of the pho-
tons from the ir decay is not detected. Studying
the inverse reaction y+m —+p provides a
relatively clean method for determining the decay
width I"(p ~sr y). This can be accomplished, as
shown in Fig. 1(a), by coupling an incident pion to a
virtual photon from the Coulomb field of a nucleus
of charge Z (Primakoff effect). '

The cross section for this process can be written
as a function of the mass of the final state (M) and
the square of the momentum transfer to the nucleus

where a is the fine-structure constant, and
err(ya +b) —is the cross section for the reaction
ya +b — The square of the minimum four-
momentum transfer is given by

t;„=(M m, )—/4P,

where m, and P, are, respectively, the mass and the
laboratory momentum of the incident particle.
Fc(t) is the electromagnetic form factor of the nu-
cleus, which contains corrections for scattering and
absorption of the initial and final states. When the
final state b is a narrow resonance of mass mb the
Coulomb cross section takes the form

dirc
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where J, and Jb are the spins of the particles, and
Tc is the Coulomb amplitude.

Electromagnetic production is seen from Eq. (7)
to be characterized by a very sharp forward peak in
the differential cross section. Nevertheless, as a
consequence of current conservation for the elec-
tromagnetic field, the cross section must vanish at
t=t;„. The angular distribution for the decay
products of the final state is completely determined

by the fact that there is a unit change in the helicity
at the top vertex of Fig. 1(a). The natural reference
frame for describing these coherent processes is the
Gottfried-Jackson frame, as depicted in Fig. 1(b).
In this frame the decay p -+it ir should follow
the form sin 0 sin P.

Hadronic exchanges can also contribute to the
coherent transition a ~b. For example, using a pion
beam, coherent p production can proceed through
exchange of the a~". However, the form of the cross
section is quite different from that for Coulomb
production, namely:

FIG. 1. (a) Diagram for Primakoff production in the
Coulomb field of a nucleus of charge Z. (b) Gottfried-
Jackson reference frame for the coherent process
n A —+Am m. .

dj
—=

I r, I

'=~'c, (t t.,„)
I
r, (t) I', —(8)

where A is the nucleon number, Cz is a normaliza-
tion factor for production on a single nucleon, and
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Fs(t) is the hadronic form factor of the nucleus,
which, as in the case of Fc(t), contains corrections
for rescattering and absorption. Tq defines the am-
plitude for the co-exchange contribution to coherent
production.

The electromagnetic and hadronic processes can
interfere, and we therefore write the cross section for
coherent production on nuclei in the form

dt
=

I
Tc+e'~Ts

I

'

where P is the relative phase between the Coulomb
and strong amplitudes.

Because Coulomb production increases logarith-
mically with the incident beam energy, whereas
strong production falls (as 1/P, for c0 exchange),
the strong amplitude Tz becomes less important as
the incident energy increases, thereby making the ex-
traction of I (p +n y—) less model dependent.

Coherent production of the p and of the
E* (890) via the Primakoff effect have been ob-
served for incident energies in the range of 8 to 23
GeV. At these energies hadronic exchanges tend to
dominate the production process. We have mea-
sured the coherent reaction

(10)

for different nuclei, at incident beam momenta of
156 and 260 GeV/c, where on the contrary Coulomb
production is expected to dominate the coherent
cross section.

Initial results from this experiment have already
been published. ' For this paper, which supersedes
our previous work, we have reanalyzed the data and
give a detailed account of the method used to mea-
sure the radiative width of the p . In Sec. II, we
describe the experimental technique employed. The
analysis of the data is presented in Sec. III, and in
Sec. IV we apply our model, admitting both
Coulomb and strong-coherent production, to extract
the radiative width I'(p —+m y). In Sec. V, we
compare the results of our studies with theoretical
predictions.

II. EXPERIMENTAL TECHNIQUE
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FIG. 2. Schematic diagram of the spectrometer.

TABLE I. Properties of the targets.

tional chambers (MWPC) in conjunction with an
analyzing magnet (BM109). This magnet had an
aperture of 8 in. by 24 in. , and an integrated field
length of 36.74 kGm, corresponding to a transverse
impluse of 1.103 GeV/c. Energies and positions of
photons were measured using a finely segmented
liquid-argon calorimeter.

To minimize background from interactions in ma-
terial other than the target, and to reduce the effect
of multiple-Coulomb scattering on the resolution of
charged particles, the target was placed in an evacu-
ated box. For the same reasons a 250-in. long pipe
downstream of the target was also evacuated, and
polyethylene bags containing helium gas were placed
in the remaining spaces between elements of the
spectrometer. The evacuated decay pipe provided a
region from which we could obtain an unambiguous
sample of E —+m m. decays, which served as a
monitor of the performance and acceptance of the
spectrometer and provided a normalization for pro-
duction cross sections.

Several different nuclear targets were selected to
study the scaling properties of electromagnetic and
hadronic production processes. Two thicknesses of
lead and copper were used to check that we were
making proper corrections for target-dependent ef-
fects, such as photo@ conversion and pion absorp-
tion. The properties of the targets used in this ex-
periment are presented in Table I. The target
thicknesses were chosen mainly to limit the absorp-

A. General considerations

Coulomb production at high energies typically in-
volves momentum transfers of several MeV/c. To
clearly observe such processes requires very good an-
gular resolution for both charged and neutral parti-
cles. The spectrometer shown schematically in Fig.
2 was constructed wi. th this in mind. " Charged-
particle trajectories and momenta were measured us-
ing a system of drift chambers (DWC) and propor-

Element

Carbon (C)
Aluminum (Al)

Copper (Cu-1)
Copper (Cu-2)
I.ead (Pb-1)
Lead (Pb-2)

Thickness'
(gm/cm )

4.S2+0.03
2.643+0.007
1.396+0.004
2.827+0.007
0.873+0.005
1.768+0.008

'Area: 2.10 cm)&2. 10 cm.

Number of
radiation
lengths

0.106
0.110
0.109
0.220
0.137
0.278
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tion of photons and minimize the effect of
multiple-Coulomb scattering on the resolution of
charged-particle trajectories.

The experiment was performed at Fermilab in the
M-1 secondary beam-line; this beam was produced
at an angle of 3.9 mrad relative to a 400-GeV/c pri-
mary proton beam that impinged on a beryllium tar-
get. The incident-particle flux at the experimental
target was composed of 94% ~, 4.5% K, and
1.5% p at 156 Gev/c, and 98% m, 1.5% E, and
0.3% p at 260 GeV/c. These particle types were
identified by means of three Cherenkov counters lo-
cated upstream of our spectrometer. The beam tra-
jectory was defined by two sets of proportional
chambers (J 1 and J2), each consisting of two X and
two Y planes with 1-mm wire spacings. The angle
of the beam trajectory was determined to a precision
of +0.03 mrad.

B. Drift chambers

Each of the DWC modules, D1—D4 in Fig. 2,
was composed of three pairs of drift chambers, with
members of a pair offset by half of a drift cell with
respect to each other (to aid in resolving the ambi-
guity as to which side of a sense wire a particle
traversed). In modules D 1 and D 2 sense wires were
oriented vertically, horizontally, and +30' to the
vertical. The wires in D3 and D4 were oriented
vertically and +18.5' to the vertical. The spacing
between sense wires in all planes was 0.8 in.

The drift times of signals from these chambers
were digitized relative to a scintillation-counter
trigger, with one count corresponding to a drift time
of about 2 nsec, or a distance of about 0.1 mm. A
digital count (c„)on wire n was converted to a spa-
tial coordinate (x) using the equation

x =xo+ns+U(b„+g„c„),

where the two signs indicate the two ambiguities; s
is the spacing between sense wires; xo corresponds to
the position of the first wire in each plane, and U is
the drift velocity of electrons in the gas. The
parameters xo and U were determined by minimizing
the X for straight-line fits to data from E ~m m

decays. The calibration constants b„and g„corre-
spond, respectively, to an offset and a gain for con-
verting digital counts to drift time. Values of b„
and g„ for each run were determined from fits to
trigger pulses of known relative timing.

The resolution of the drift chambers was deter-
mined to be 0=0.20 mm (standard deviation per
plane) for tracks outside the beam region and
o.=0.26 mm for tracks in the region of the beam
(diameter =1 cm). This deterioration in resolution
in the beam region can be attributed to an accumula-

tion of space charge, which modifies the electric
field in the vicinity of the beam. For most of our
data, the trajectories of the secondary charged tracks
were outside of the beam region and, consequently,
this deterioration had only minimal effect on the re-
sults. The angular resolution for tracks outside the
beam region was —.06 mrad, and the momen-
tum resolution for charged particles was
5p/p -8&(10 p (where p is in GeV/c).
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FIG. 3. Schematic diagram for the assembly of the
liquid-argon calorimeter.

C. Liquid-argon calorimeter

The liquid-argon calorimeter (LAC) is depicted
schematically in Fig. 3. This detector was composed
of alternating layers of 0.080-in. -thick lead sheets
and 0.063-in.-thick copper-clad (-0.001-in.-thick
Cu) 6-10 circuit boards separated by 0.080 in. of
liquid argon. The lead sheets were held at a poten-
tial of 1.5 kV relative to the copper-clad boards.
These circuit boards had 0.5-in. -wide strips etched
on both sides and oriented horizontally or vertically
on alternate boards. The vertical strips extended the
full lengths of the boards, while the horizontal strips
were separated into left and right halves. A total of
61 cells were assembled, providing a thickness of
24.5 radiation lengths and 1.6 proton interaction
lengths. The detector was divided into front/back
and left/right sections. Within each section all
strips with the same X or same Y coordinate were
connected to a single amplifier so as to sum the en-

ergy along the Z direction.
When the event trigger was satisfied, each amplif-

ier channel was sampled for pulse-height informa-
tion at two times that were separated by 400 nsec
(the intrinsic rise time of the input signal was ap-
proximately 250 nsec). The difference between these
two levels was taken to be proportional to the energy
deposited in that LAC strip. ' Signals above a
preset threshold, corresponding to a calibrated ener-



30 T. JENSEN et al. 27

gy deposition of about 100 MeV per channel, were
digitized and written onto data tape.

The LAC amplifiers were tested and calibrated
before each data run. A signal of known amplitude
was applied to the input of each channel to measure
the gain of the amplifier, and a pedestal (offset) was
measured by temporarily setting the digitization
threshold to zero. From these measurements it was
determined that no time-dependent correction was
necessary for the gains. Pedestal levels were sub-
tracted from the digitized level for each channel on
an event-by-event basis.

In order to determine the absolute value of the
gain for each channel, calibration data were taken
with the beam momentum set to 50 GeV/c and one
of the Cherenkov counters tuned to identify elec-
trons. The drift chambers and the BM109 magnet
were used to determine the momentum of the elec-
trons to compare with the energy measured in the
LAC.

Additional checks of the performance of the LAC
were provided by studies of electron-Bremsstrahlung
events accumulated during normal data taking. The
energy resolution of the LAC is indicated in Fig.
4(a). The dashed line corresponds to a resolution
crE 0 18——+(.0.20) E (where E is in GeV). These
electron data were used to align the LAC with
respect to the rest of the spectrometer, as well as to
measure the position resolution of the LAC. Figure
4(b) shows a distribution for the difference between
the position of an electron as calculated by the LAC
(XL&c), and as predicted by the drift chambers
(XDC). (The algorithm used to determine XLAC is
described in Sec. IIIB.) Taking the drift-chamber
resolution into account implies a spatial resolution
for the LAC of -0.7 mm (standard deviation per
projected coordinate).

D. Trigger electronics

The trigger for the experiment was designed to
select coherent interactions that had one charged
particle and at least one photon in the final state.
The arrangement of counters used to define the
trigger is depicted schematically in Fig. 5. The in-
cident beam was defined by the coincidence
BO-B1-B2.B3.BH. The counter BH had a 0.625-
in. -diameter hole centered on the target. The B2.B3
coincidence was used to form a +200 nsec dead-time
gate around the trigger pulse. Thus was done in or-
der to minimize difficulties in reconstructing data
from the drift chambers. The digitizers were capa-
ble of recording only one hit per drift wire per
trigger, which meant that a second particle that ap-
peared within the 200-nsec drift-time interval could
produce hits not associated with the event of in-
terest. Requiring a separation of 200 nsec between
beam particles contributed about 10% dead time in
the trigger for 82 83 intensities of 3)(105 particles
per second.

The inset in Fig. 5 shows the arrangement of
counters surrounding the target. For coherent in-
teractions, entire nuclei recoil with typical momenta
of less than 100 MeV/c; such momenta are not high
enough for the nuclei to leave the target. To
enhance triggers from reactions of this type, we used
counters composed of sandwiches of lead and scin-
tillator (Vl —V4 and II) in veto. This suppressed
the majority of interactions which involved mul-

tiparticle production and nuclear breakup. The S
counter, located 8-in. downstream of the target, was
used to determine the number of charged particles
leaving the target in the forward direction.
Minimum and maximum discriminator levels were
set to select events that had one charged particle
emerging from the target. This entire assembly was
housed in an evacuated box. Additional sandwiches
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of lead and scintillator, A 1, A 2, and AM, were used
as vetos to define the geometrical acceptance of the
spectrometer; this was basically limited by the aper-
ture of the analyzing magnet.

Because the targets we used were typically a few
percent of a collision length thick, most of the beam
passed through them without interacting. The BA
counter, a 1.125-in.-diameter scintillator, placed just.
in front of the LAC, was used to veto events that
had charged particles in the region of the unscat-
tered beam. In addition, for much of the data, the
BA veto was supplemented by a larger veto counter
(VE). This (2 in. high by 4 in. wide) counter
suppressed additional background triggers due to
small-angle elastic scattering in the target.

Material downstream of the target (chambers,
scintillation counters, etc.) corresponded to a total
thickness of -0.03 of a collision length; this was
comparable to the thickness of the target. Triggers
due to interactions in this material were not rejected
efficiently enough by the BA and VE counters. To
suppress such unwanted events, we formed a matrix
between the signals from the X planes of the beam
chambers (J 1 and J2) and the central 1.2-in. region
of the proportional chamber located just down-
stream of the decay pipe (P 1). An event was vetoed
whenever the matrix requirement was satisfied;
namely, when the angle of the outgoing track (in
P 1) deviated by less than 0.3 mrad from the beam
track (as defined by the X projection of the J
chambers). To prevent rejection of particles that
had a small angle in the X projection, but a large
scattering angle in the vertical plane, a l-in. -

diameter counter BV was placed just downstream of
the P1 chamber and required to be in coincidence
with the matrix signal if the event were to be vetoed.

In order to restrict triggers to those with one
charged particle in the final state, fast-logic signals
were formed using the Pl and P2 chambers to
count the number of charged tracks that passed
through the apparatus. Signals from the two planes
in each chamber were interleaved to reduce the ef-
fective wire spacing by a factor of 2. A track was
defined by the presence of signals on a contiguous
group of these interleaved wires, if the group was
separated from neighboring groups by at least one
signal-less wire. The trigger was satisfied when ei-
ther one or two tracks were found in the P 1 system,
and one, two, or three tracks in the P2 system. We
used such conservative requirements in order not to
be sensitive to background due to noise pulses, 5
rays, and, in P2, ambiguities due to tracks that
traversed this chamber at large angles.

To satisfy the full p trigger, in addition to the
charged-track criteria, more than 10 GeV of energy
was required to be deposited in the front part of the

LAC. However, this requirement alone was not re-
strictive enough in that it admitted a sizeable frac-
tion of triggers from elastically scattered beam par-
ticles that interacted in the LAC. To suppress this
background we invoked momentum conservation for
decays of the type p ~~ m . Coulomb produc-
tion of the p is essentially along the direction of
the beam; hence, if the decay ~ is emitted above
the center line of the apparatus, the m must appear
below the center line, and vice versa. A wall of up
(U) and down (D) counters (Ul, U2, U3;Dl, D2,D3
in Fig. 5) was set up to cover the active area of the
LAC, and to determine whether the trajectory of a
charged particle was above or below the center line.
Fast differential outputs from the LAC amplifiers
were added together for the upper and lower Y strips
in the front half of the detector and discriminated to
form signals indicating energy deposition in the
upper or lower half. The trigger was accepted when) 10 GeV of energy was deposited in the upper
(lower) half of the LAC, but only if there was no
simultaneous signal present in the U (D) counters.

Data were accumulated using a CAMAC system
interfaced to a DEC PDP-15 computer. This com-
puter also controlled monitoring and calibration of
the drift chambers and of the LAC system. Data
were recorded concurrently for three different kinds
of triggers; the trigger type was latched so that all
information could be sorted out at the off-line
analysis stage. Different targets (see Table I) were
alternated throughout the running period and addi-
tional triggers were taken with no target present (for
background subtraction). The integrated beam fiux
in the experiment was 2.2)&10 m and 1.0&&10
K at 156 GeV/c, and 0.79X10 mand 0.13.X10'
E at 260 GeV/c.

III. DATA ANALYSIS

A. Charged-track reconstruction

The coordinates measured in the drift and propor-
tional chambers were fitted to straight-line segments
(one segment using the beam chambers, one the
chambers upstream of the analyzing magnet, and
one using the chambers downstream of the analyz-
ing magnet). The segments on either side of the
magnet were constrained to intersect at the center of
the magnet and to have the same slope in the verti-
cal coordinate. (The uniformity of the magnetic
field of the BM109 magnet was sufficient to justify
these approximations. )

As a result of the twofold ambiguity between drift
time and position, each drift chamber produced two
possible coordinates for a single track. These were
treated on equal footing in the reconstruction pro-
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cess, and the fit that yielded the best 7 was chosen
to define the trajectory of the particle. The
particle's momentum was calculated from the differ-
ence between the horizontal slopes of the track seg-
ments upstream and downstream of the magnet;
that is, p=1.103 (GeV/c)/(sin8' —sin8), where 8
and 8' are the horizontal entrance and exit angles of
the track through the magnet, and 1.103 GeV/c is
the transverse impulse produced by the magnetic
field. The vertex for the interaction was defined by
the point of closest approach between the trajec-
tories of the beam track and the outgoing charged
track.

B. Photon reconstruction

During the initial stages of photon reconstruction,
the X and Y projections of the LAC were treated in-

dependently. The strips that had signals above 100
MeV were interrogated to find local maxima (peaks)
in energy deposition. Pulse heights from three
neighboring strips centered on a peak were used to
calculate a coordinate and an energy for a candidate
photon in that projection. For pulse heights denoted
as Pi, P2, P3 (with Pz being the largest), the project-
ed energy was defined by E=b [a(P&+Pi)+P2],
where a and b are constants which were determined
empirically using electron-calibration data. The po-
sition of the photon relative to the center of the P2
strip was given (in units of the strip width) by

X=+[0.4+Cia —(C2A +C3)' ],
where A =

~

P3 Pi
~

/P2 C—4, and Ci,—C2, C3, and

C4 are constants determined once again, using
electron-calibration data.

A photon was fully reconstructed whenever the
energies from the two projections E~ and Eq agreed
to within an empirically determined tolerance given

by

Ex ErI—
(Eg+0.5+0.03' )'~

A second iteration of this procedure was needed to
reconstruct events in which showers from two pho-
tons overlapped in one view. In this case, the energy
from a shower in one projection was required to
agree with the summed energy from the two
showers in the other projection.

After making all allowed correlations, the energies
from the two projections and from the correspond-
ing strips in the back half of the detector were added
together to define the total energy of each photon.
The position of each photon was determined, as
described above, using only the information from
the front half of the detector in each projection.

Photon positions were compared with the position
of the charged track, extrapolated to the front of the
LAC, and those photons that matched up with the
charged track (within 0.75 in. ) were flagged as being
electron candidates or interacting hadrons.

C. Monte Carlo model

The reconstruction algorithms for the LAC and
track chambers were checked using K ~m m

events. These decays have quite similar kinematics
to p ~n. vr decays; hence, a comparison of the
observed yield of E ~en.eve.nts, to that
predicted, provides a good means for normalizing
the production cross section for p ~n. m. events.
Differences in the efficiency for detecting the two
reactions were calculated via a Monte Carlo pro-
gram. Kinematic variables for the respective reac-
tions were generated using known masses and ex-
pected decay-angular distributions. A beam trajec-
tory was selected from a distribution matching that
of the data. Multiple Coulomb scattering of
charged particles passing through the target material
was included, assuming a Gaussian approximation.
The limits of the magnet aperture and of the various
scintillation counters used in the trigger, as deter-
mined from the observed boundaries in distributions
of the reconstructed positions of charged particles,
were used to establish a fiducial region for the ac-
ceptance of the apparatus.

Trajectories for generated charged particles were
converted to sets of hits in the proportional and drift
chambers, taking account of the measured efficien-
cy, resolution, and noise rate in the chambers.

Energy was deposited in those strips of the LAC
which were struck by generated photons, electrons,
or hadrons. The lateral and longitudinal deposition
of energy was simulated to reproduce the distribu-
tion observed in our studies of electrons and pions
that showered in the detector.

The generated events were then checked to ascer-
tain that they satisfied the requirements of the
trigger (see Sec. IID), and the track chamber and
LAC information were then reconstructed using the
same algorithms as used for reconstructing data col-
lected during the experiment.

D. K ~m m and K ~eve decays

Comparisons were made between Monte Carlo
predictions and data for E ~m ~ decays.
Several of these comparisons are presented below,
both for data at 156 GeV/c and at 260 GeV/c. The
beam particles for these events were identified as
kaons using the Cherenkov counters. Small back-
ground from E,3 decays that contaminated the E2



27 RADIATIVE DECAY WIDTH OF THE p MESON 33

600-

CO

+~ 2OO-
LIJ

hl

I
'

I '
I

'
I

156 GeV/c

P K= vr-m'

100 l20 l40 l60 ISO

500—
400—

300-
200—

l56 GeV/c

K Tr 7r

50 IOO l50 200 250

~

/

~

I
I

260 GeV/c

K 7I 7T
. I

LLI

eo-

~ 6o-

I I.

260 GeV/c
'(

K TI TI—

IOO I20 I40 I60 ISO

M„/Me v)
FIG. 6. Distributions of two-photon masses for K-

decay events at 156 and 260 GeV/c. The arrows indicate
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number of events in the distributions.
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FIG. 7. Decay-vertex for E ~m ~ events at 156
and 260 GeV/c. The arrows indicate the data sample
chosen for studies of resolution and normalization. The
smooth curves are predictions of the Monte Carlo model
normalized to the number of events between the arrows.

sample was suppressed by using the LAC to tag the
electron. In particular, charged tracks with mea-
sured momenta that agreed to within 10% with the
energy deposited in the LAC, and with extrapolated
positions (from DWC's to LAC) that agreed to
within 0.75 in. with the position of the accompany-
ing shower in the LAC, were defined as electrons.

Figure 6 shows the two-photon mass spectra for
the K2 candidate events. The solid curves are pre-
dictions of the Monte Carlo model. Events with
two-photon masses between the arrows in Fig. 6
were assumed to be m 's. Distributions (not shown)
in the summed energy of the n. and the two pho-
tons for events satisfying the m. mass requirement
were consistent with the widths expected from the
resolution of the spectrometer.

Figure 7 shows reconstructed decay-vertex distri-
butions for E ~m. ~ events which satisfied the
two-photon mass and reasonable total energy re-
quirements. The sharp falloff at the downstream
end of the decay pipe was caused primarily by the
matrix-beam-veto requirement in the trigger. Losses
near the origin were caused principally by the veto

counters surrounding the target. In order to avoid
any possible difficulties associated with these end re-
gions, only those events which had decay vertices
between the arrows (35 to 135 in. at 156 GeV/c, and
35 to 185 in. at 260 GeV/c) were selected for study-
ing the resolution of the apparatus and for normaliz-
ing production cross sections. The discrepancy near
the origin between the Monte Carlo simulation and
the data is due to the fact that the veto counters sur-
rounding the target were not included in the Monte
Carlo model.

Distributions in the ~ m invariant mass are
shown in Fig. 8 for events satisfying the previously
mentioned restrictions on the vertex, the two-photon
mass, and the total energy. Again, the smooth
curves are Monte Carlo predictions, normalized to
the total number of events in the distributions. The
m m mass resolution for these decays is 10 MeV
(standard deviation) at 156 GeV/c and 12 MeV at
260 GeV/c. The K —+m. m signal was defined us-
ing the mass limits indicated by the arrows in these
plots. In summary, K ~~ m decays were select-
ed hsing the following restrictions: (1) kaon Cheren-
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FIG. 9. Distributions in the energy asymmetry for the
two photons from m decays resulting from K ~m m.

decays at 156 and 260 GeV/c. The smooth curves are
predictions of the Monte Carlo model.

kov signal for the incident track, (2) acceptable de-

cay vertex, (3) charged track not consistent with be-

ing an electron, (4) acceptable two-photon mass, (5)
expected total energy, and (6) acceptable ir n.
mass.

Studies of additional kinematic quantities were
made for events satisfying the above restrictions.
For example, distributions for the square of the dis-
tance (R ) of the ir trajectory in drift chamber D 1

relative to the position of the beam trajectory extra-
polated to D 1. The Monte Carlo model was in good
agreement with the data, even in the vicinity of the
beam (R ~ (0.1 in. ), where the efficiency and reso-
lution of the chambers deteriorate somewhat.

Distributions in the energy asymmetry

~ Er, Erz ~
/(Eri+Erz) —for the two photons from

the decay n. ~yy are compared with the Monte
Carlo predictions in Fig. 9. Because a m. decays iso-
tropically in its rest frame, these distributions would
also be expected to be isotropic; however, losses of
low-energy ( (8 GeV) photons cause the fall-offs ob-
served at large asymmetries.

Angular distributions for E ~m m
0 decays are

presented in Fig. 10. The angle 8 is that of the
charged pion relative to the flight direction of the
kaon, as measured in the rest frame of the kaon (hel-
icity axis). Because the kaon has no spin, its decay-
angular distribution should be isotropic. Poor ac-
ceptance in the region of large cose corresponds to
losses of charged tracks due to the vetoing by the
matrix-beam veto, as well as to losses due to vetoing
(and inefficiency for reconstructing) of low-energy
m. 's. Once again, the Monte Carlo curves are in
good agreement with the data.

A comparison of the t resolution for the
E ~m n. signal for different targets and dif-
ferent beam momenta is presented in Fig. 11. (If the
resolution of the spectrometer were perfect, we
would expect all E decays to occur at t =0.) The ef-
fect of multiple Coulomb scattering in the individu-
al targets is clearly observed in Fig. 11 and agrees
well with expectations.

Properties of E,3 decays were also studied and
found to be consistent with expectations of the
Monte Carlo model. These comparisons can be
found elsewhere. '3
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TABLE II. Correction factors for beam flux.

Partie
type

Beam
momentum

(GeV/c) —156 +156 —260

K
p

1.03+0.01 1.03 +0.01 1.03+0.01
1.04+0.015 1.017+0.005 1.06+0.02
1.025+0.007 1.027+0.007 1.029%0.007

E. Corrections to the data

The Monte Carlo model did not include correc-
tions for processes such as decays or secondary in-
teractions of particles in the target or in the material
of the spectrometer. However, these losses depend
only on the event topology, and can be categorized
as follows: (1) beam related corrections, (2) target-
dependent corrections, and (3) corrections related to
the design and performance of the spectrometer.
Multiplicative correction factors used for these
items are described below.

1. Beam-related corrections

The procedure used for measuring the incident
beam flux was described in Sec. II. Corrections

I I

O.OOI 0.002 O.OOB
t(GBV )

FIG. 11. t-distributions for K ~~ m events accu-
mulated with a lead target at 156 arid 260 GeV/c, and no
target in place at 156 GeV/c.

were applied to account for decays and interactions
of beam particles, and for misidentification of parti-
cles by the Cherenkov counters. These (generally
small) correction factors for different beam particles

. and incident momenta are listed in Table II.

2. Target-dependent corrections

The yields were corrected for absorption of
charged particles and photons in the target, and for
triggering losses caused by 5 rays produced in the
target. (Refer to Table I for a summary of proper-
ties of the targets. )

The effect of losses due to 5 rays was measured
for only one target (Cu-2), and the results extrapo-
lated to the other targets. To measure the veto rate
caused by this source, a trigger was implemented
that required beam particles to pass the target and
strike the BA counter (see Fig. 5). The coincidence
rate between the counters V1—V4 and the BA
counter was interpreted as the veto rate due to 5 rays
produced in the target. (A small correction of 0.5'
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TABLE III. Target-dependent correction factors.

Target

C
Al

CU-1
Cu-2
Pb-1
Pb-2

6-ray veto'

1.063+0.02
1.043+0.02
1.026+0.02
1.043+0.005
1.015+0.02
1.026+0.02

Absorption
of photons
from a m

1 086+p pp8
1.089+0.003
1.088+0.003
1.187+0.003
1.112+0.006
1.241+O.OO6

1.042
1.020
1.008
1.017
1.004
1.008

Charged-track absorption
K

1.038
1.018
1.008
1.016
1.004
1.007

1.062
1.028
1.011
1.022
1.005
1.009

'This was measured only for Cu-2 and extrapolated to other targets, assuming that the effect
scaled with target thickness in gm/cm .
Errors are somewhat smaller than those in column 3.

was made for random firing of the V 1—V4
counters. ) The measurement for the Cu-2 target in-
dicated that (4. 1+0.5)% of all beamlike tracks pro-
duced 5 rays that would veto good events. Because
of differences in multiple Coulomb scattering, extra-
polation of this rate to the other targets was some-
what uncertain. Nevertheless, because all targets
were of similar thickness, the correction factors for
5-ray vetos (summarized in the second column of
Table III) were estimated to be accurate to +2%.

Using the approximate formula N(l)
=Noexp( —7l/9), ' where l is the number of radia-
tion lengths of material in the path of the photon, a

correction was calculated for the loss of photons
through conversion to electron-positron pairs. For
interactions occurring in the target, l was taken to be
half of the target thickness. The third column of
Table III lists the correction factors that were ap-
plied to events in which a n(two p. hotons) originat-
ed in the target.

In order to account for differences in nuclear ab-
sorption cross sections for different types of incident
particles, the data of Allaby et al. ' were used to
calculate the correction factors for charged-particle
absorption in the targets. These are listed in Table
III.

TABLE IV. Corrections related to the design of the spectrometer.

Spectrometer-related correction

(a) Absorption in the S counter (0.21+0.02 gm/cm of polys-
tyrene).

Pion absorption
Kaon absorption
Proton absorption
Absorption of photons from m decay

Correction factor

1.002+0.0004
1.002+0.0004
1.003+0.0006
1.008 %0.0010

(b) Material in the chambers, counters, etc. amounted to
2.3+0.2)&10 proton collision lengths and 6.9+0.4)&10 ra-
diation lengths.

Pion absorption
Kaon absorption
Proton absorption
Absorption of photons from m decay

1.015+0.003
1.014+0.003
1.024+0.003
1.114+0.005

(c) Losses caused by random firing of any of the counters
V1 —V4, H, A 1, A2, AM, and the U/D counters.

1.010%0.003

(d) Correction due to an upper-level discriminator threshold
that was applied to the S-counter signal. This correction, for
losses of triggers with large pulse heights (high-energy tail of
the Landau energy-loss distribution), was estimated from a
pulse-height spectrum obtained with the upper-threshold re-
quirement removed from the trigger.

1.027%0.005
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F. h, +(1232) production

To check our application of the Primakoff for-
malism to the p, we investigated Coulomb produc-
tion of the 6+(1232} resonance, in which case the
radiative width is known. In order to obtain suffi-
cient statistics for this study, several data runs were
taken using a positively charged beam. The results
were compared with predictions of the Primakoff

3. Spectrometer-related corrections

The remaining kinematics-independent correc-
tions that we considered are described briefly in
Table IV. Additional small losses that may have
been present because of possible inefficiencies in the
electronics have been ignored because such losses
had similar effects on all of the data, and would be
automatically corrected through the normalization
of yields to K ~nrru de.cays.

A check of the reliability of the correction factors,
and of the Monte Carlo model for the acceptance, is
indicated in Fig. 12, where ratios of the observed to
the expected number of E decays are plotted for dif-
ferent targets and energies. Production cross sec-
tions for m m, K m, and pm final states were
normalized by dividing the observed yields by these
ratios. .

The cross section for one interaction can be writ-
ten as follows:

A F
0(per event}=

Nopt (incident flux)
'

where No ——6.02)& 10 is Avogadro's number, and
pt is the thickness of the target in gm/cm. The
correction factor (F} includes the terms listed in
Tables II, III, and IV, the geometric acceptance
(averaged over any particular range of kinematics,
e.g., a m m mass interval}, and the normalization
to the yield of X decays.

formula based on input from the photoproduction
reaction yp +p—rr ''. The cross section for the
latter process is dominated by the 5+(1232) reso-
nance, and agreement between our data and predic-
tions from the photoproduction measurements
would lend further credence to the reliability of our
measurement of the radiative width of the p

Events selected as candidates for coherent pm

production satisfied the same restrictions on the
two-photon mass and total energy as were used for
selecting E decays. An incident-proton signal was
required in the Cherenkov counters, and the interac-
tion vertex was required to be within 25 in. of the
target. Coherent production of pnsys. tems on nu-
clear targets is complicated somewhat by the pres-
ence of background from diffractive production.
The Coulomb process, which is our primary con-
cern, dominates at small momentum transfers (t).
But just as in the case of p production, where other
exchanges (ro and A3) contribute at larger values of
t, diffractive production contributes significantly to
coherent production of low-mass pm systems at
larger momentum transfer. ' The diffractive pro-
cess, which involves mainly no isotopic spin ex-
change, can, in principle, be separated from resonant

P33 Coulomb production by means of a partial-wave
analysis; but this requires substantially more data
than we had available. Therefore, in order to em-
phasize Coulomb production, we restricted the pm.

data sample to those events having t & 0.001 GeV .

(o}80—
4J

o 60-

CL 40—
Cl

20—

~z 03- 'b'
t—4Jo o 0.2—
i 4J

0.1—0 4J

p Pb- Pb pw'
156 GeV/c

n

p rr

1.2 1.3 1.4

M&~o {GeV)

100—

80—Z
4J

4J 60—
O
t3
4J
tr3 40-

Z

I I I

(c) g. p~o

—0.5 0.0 0.5
cos &gg (p)

FIG. 13. (a) Cross section for the process pPb~Pbpm.
for t &0.001 GeV as a function of M 0. The solid curve

is the prediction for Coulomb production of 5+(1232)
based on measurements for the process yp~pm . (b)
Mass-dependent acceptance of the spectrometer for the
process b +~p~ . (c) Decay-angle distribution
in the Gottfried-Jackson frame for pm

events produced on lead at t & 0.001 GeV with
1.14(M 0(1.28 GeV. The smooth curve is the predic-

tion of the Monte Carlo model assuming a
1+3sin28 sin2$ distribution for 6+112321 decay.
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The correction factors from Tables II, III, and IV
(for a proton beam and a pm. final state), the
E+~m+m . normalization factor, and the Monte
Carlo generated acceptance were applied to the pv
data sample. The measured differential cross sec-
tion is shown in Fig. 13(a) as a function of mass.
Figure 13(b) shows the mass-dependent acceptance
of the spectrometer for the decay of a J=—, state
produced at small t through photon exchange. The
solid curve in Fig. 13(a) was obtained by substituting
the cross section or(yp~pa ), measured by Fischer
et al. ,

' into Eq. (5) and integrating over t. In per-
forming this integration, it was necessary to account
for the resolution of the spectrometer. Uncertainties
in the cross section for yp —+pm. and in the resolu-
tion limited the accuracy of the comparison to about
10%. (The resolution extrapolated from that found
for E+~m+m decays was used in these calcula-
tions. ) The data points at the low-mass end of the
spectrum tend to be -20% above the prediction. In
this region the acceptance is poor, and, as a result,
the measured cross section is very sensitive to the
parameters used in the Monte Carlo. Nevertheless,
the integrated cross section for the range
1.13 g M, g 1.4 GeV is only 11% above the

predicted values.
The decay-angle distribution of the b, + events is

shown in Fig. 13(c), along with the Monte Carlo
prediction. The data selected for this plot were re-
stricted to the mass interval 1.14&M 0& 1.28 GeV

Pf.
and to t &0.001 GeV . For pure 6+ production, ig-
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FIG. 14. Interaction-vertex distributions for the pro-
cess m Pb ~Phd ~ at 156 and 260 GeV/c. The
smooth curves are predictions of the Monte Carlo model
normalized to the total number of events in the distribu-
tions. The limits indicated by the arrows were used to de-

fine interactions in the target.

noring acceptance, the distribution should have the
form 1+—,sin 8. Incoherent background from an

S~& term would be isotropic, and background from
diffractive production would depend strongly on
mass and momentum transfer. ' We regard these
results as consistent with b, + dominance of the data
for t g 0.001 GeV and M 0 & 1.28 GeV.

This check has therefore provided further confi-
dence in our normalization procedure. Even for the
kinematically sensitive region of b, + production and
decay (low-momentum r and very-high-momen-
tum p) we have obtained results which are consistent
with expectations at the 10% level.
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G. n. A —+Am m'

The sample of »» events from reaction (10)
was required to have two-photon masses and total
energies within the same limits used to define
E rr rr decays. Figure 14 shows distributions for
the reconstructed interaction vertices for these
events for the Pb-2 target. Corrections have been
made for target-empty background, present at a lev-
el of =3% for the Pb-2 target. To satisfy reaction
(10), the data were required to have reconstructed
vertices between the positions indicated by the ar-
rows in these plots (+15 in. at 156 GeV/c and +20
in. at 260 GeV/c). The solid curves are Monte Car-
lo predictions, using the same parametrization of the
spectrometer as was used for K ~rr mdec. ays.
The p Monte Carlo events were generated at small
t according to the steep distribution
e ~'+1.27e

—i28o~ with a mass spectrum expected
from Primakoff production. (The acceptance was
found to be essentially independent of t for t &0.1

GeV .) The decay of the p was generated accord-
ing to the expected sin 8 sin P form in the
Gottfried- Jackson frame.

Figure 15 displays»» mass distributions for
different nuclear targets at the two energies. These
events satisfy the restrictions outlined in the previ-
ous paragraph. All spectra exhibit prominent peaks
at the mass of the p and show little evidence of
background from other processes. Exceptions are
the distribution for the Cu-1 target at 156 GeV/c
and distributions for the 260-GeV/c data; these
show an additional peak at -0.5 GeV caused by
E —+m m events for which the incident K was
improperly tagged as a m by the Cherenkov
counters. To avoid this background, we required
that the rr» mass for the p sample be within the
limits of 0.55 and 0.95 GeV, and subsequently
corrected the cross section for events removed by
this restriction.

Distributions in the reconstructed energy of mn. .
systems are shown in Figs. 16(a), 16(b), and 16(c) for
carbon, copper, and lead targets, respectively. All
events satisfy the vertex and two-photon mass re-
quirements. The data are shown both for no restric-
tion on t, and for t &0.002 GeV (the shaded areas).
Inelastic background is evident in the low-energy
tail of the distributions. The most likely source of
such background would be coherent A

&
~~ ~ m.

production in which one of the m 's was not detect-
ed or was improperly reconstructed. The good ener-

gy resolution of our apparatus allowed us to elim-
inate most of this background by requiring that the
total energy of the rr» system be between the
values indicated by the arrows in Fig. 16. From
studies of these distributions we have estimated that,

a) '

7r C-C7r 7r
156 GeV/c

b)
I f I I

7r Cu Cu7r 7r
156 GeV/c

100-

c) '

. 7r Pb Pb7r 7r'
156 GeV/c200—

80— 80- 160-

60— 60- 120—

40— 80—

20

for the worst case (carbon target), the inelastic back-
ground is & 3% of the coherent signal for t &0.002
GeV .

Further evidence that the p signal is produced
coherently is provided by the decay-angle distribu-
tions shown in Figs. 17(a) and 17(b). In addition to
the cuts used to define the p signal, these data have
been restricted to have t &0.002 GeV . The results
are in excellent agreement with the sin 0 form ex-
pected for the decay of coherently produced p
mesons. At small values of t, the P dependence is
dominated by the resolution of the spectrometer;
thus the data for Coulomb production do not clearly
display the expected sin P distribution. However,
data on carbon contain a significant contribution
from coherent strong production at larger values of
r, and, as seen in Fig. 17(c), the distribution for these
data agrees quite well with expectations.

(a) (b) (c)» Pb Pb»»» Pb Pb»» » C-C»»
I 56 GeV/c 260 GeV/c 156 GeV/c
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FIG. 17. (a), (b) Acceptance-corrected distributions of
the decay angle in the Gottfried-Jackson frame for the
process m Pb —+Pbm. vr at 156 and 260 GeV/c. The
dashed lines indicate the sin 0 shape expected for decays
of coherently produced p mesons. (c) Distribution in the
Gottfried-Jackson angle P for the coherent process

C~Cm. m. at 156 GeV/c. The smooth curve is the
Monte Carlo prediction, based on a sin'0 sin~/ decay of
the p and a t distribution similar to that observed in the
car5on data.
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FIG. 16. Total energy for the process m A ~m. ~ on
(a) carbon, (b) copper, and (c) lead at 156 GeV/c. The
shaded regions correspond to events at t &0.002 GeV .
The arrows indicate the cuts applied to define the
coherent m m signal.
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The correction factors applied to m. m. data for
different targets and different energies are given in
Table V, along with the values of the cross section
per event. In this table, the geometric acceptance
has been averaged over the mass interval
0.55&M 0&0.95 GeV. The small difference in

the geometric acceptance for the two targets in the
260-GeV/c data is due to minor differences in the
size of the VE counter used in the trigger.

Differential cross sections for p production on
different nuclear targets are shown in Fig. 18. The
distributions have been corrected using the factors in
Table V, and a background subtraction was per-
formed using data taken without a target in position
(target empty). The sharp forward peak, increasing
roughly as Z for different targets, indicates that p
production is dominated by the Coulomb process.
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IV. FITS TO A MODEL
FOR COHERENT PRODUCTION

We have applied the standard optical model for
the nucleus' to fit the differential cross sections
shown in Fig. 18. To emphasize the relevant param-
eters that will be extracted from the fits, namely 1 r,
Cs, and P, we rewrite Eq. (9) in the following form:

2
= I,'"f (t)+ '~& '"f,(r)

dt
(12)

The target-dependent amplitudes fc and fs were
calculated as described below.

The amplitude for nuclear Coulomb production of
a narrow resonance is given by Eq. (7). However,
for p we must use the more general expression
given by Eq. (5), in which we substitute the farm of
a relativistic Breit-Wigner resonance,

8mM 2'+ 1
Or(ym ~~~)=

m I (p n.y)1 (p m'm )

(M —mp ) +mp 1 (p~all)

(13)

I (p~all), I'(palmy), and I'(p~mm. ) are, respec-
tively, the mass-dependent total width and the par-
tial widths for the decays p —+m.y and p~m. ~. These
widths can be rewritten in terms of the widths at
resonance as follows: 1 (p —+my ) =I rgr (M) and
I (pawn. ) =I g&(M), where gr(m&) =g&(m&) = 1.
[Far the case of the p we may take
I (p~all) =I (p~vr~). ] Inserting these formulas
into Eq. (5) and integrating over M2 yields
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FIG. 18. t distributions for the process m A ~Ap for the different targets at the two energies. The curves are fits to
the data used for extracting the parameters listed in Table VI.

do
8 z2 p+2J +1

M 1 mPFP
&& dM g (M)g (M)

(M2 m 2)3 1' P ~ (M2 m 2)2+m 2g 2(M)1 2
7r P P P P

tmin 2

Fc(t)t' (14)

2ko2

ko k2+k02g (M)=

2qo

q +qo

(15)

where k and q are the momenta in the ~y and mm

frames, respectively. (Values at resonance are sub-
scripted with a zero. ) Substituting values for mz
and j. P from the Particle Data Group tables ' into
Eq. (14) produces the correction factor,
Cf =0.87+0.02, for the finite width of the p

Note that in the limit I'&~0, Breit-Wigner formula
becomes a 5 function and we regain Eq. (7).

The M dependence of the term
(t t;„)

~
F,(t)

~

—It is very weak; we consequently
used the form of Eq. (5) for the Coulomb amplitude
and applied a correction factor to account for the
finite width of the p . This correction factor was
obtained by integrating numerically over dM in Eq.
(14). For the energy dependence of the widths we
used20

3 1/2

~c(e»fc(t) = 24vraZ Cy~
mp —m~

(16)

Fits were made to the m m mass spectrum for
events at t &0.002 GeV using Eq. (15) as well as
other forms for the energy dependence. We did not
have sufficient statistics to clearly establish the
parametrization for the p-line shape. However, all
fits with acceptable X values gave similar values for
the mass and total width of the p. Results using Eq.
(15) are shown in Fig. 19 for data on lead at 156 and
260 GeV/c. The arrows in these plots indicate the
regions used in the fits. The
resulting values were mp

——767+3 MeV and
I'z ——140+10 MeV at 156 GeV/c, and m&

——773+4
MeV and I'z ——150+10 MeV at 260 GeV/e. The er-
rors indicated here are statistical only. There is an
additional systematic uncertainty of +4 MeV in the
value for mp.

Using the finite-width correction, and following
the formalism given in Ref. 19, we can rewrite the
Coulomb amplitude as follows:
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netic form factor of the nucleus, which is just the
Fourier transform of the charge distribution, may be
written in terms of the electric field, E(r ), of the nu-

cleus as follows:

4.0 Fc(q)= . d r gf*e'q 'q'T E(r)g; .
4mi

(17)

2.0
0

E

b~

6.0

4.0
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—0.2

- 0.6

0.4

0.2

g; and P~ are, respectively, the incoming n. and
outgoing p wave functions, in the form of
Coulomb-distorted plane waves, modified to account
for absorption and scattering inside the nucleus.
(Note that q =

~ q ~

2.)
For performing the integration, the z axis is de-

fined by the beam direction, and the transverse coor-
dinate is referred to as the impact parameter b. Ab-

sorption is introduced using the nuclear thickness
function T(b),

o~T(b) =o~A f dz g (b,z),

0.4 0.6 Oe8 1.0
(GeV)

FIG. 19. Acceptance-corrected m ~ mass spectra for
the process n. Pb~Pb~ m at small t at 156 GeV/c (a),
and 260 GeV/c (b). The acceptance is indicated by the

curves above the data. The smooth curves through the

data points are fits assuming the Breit-Wigner shape

described in the text.

where q is the four-momentum transfer (q = t). De-
fining qT as a unit vector along the transverse part
of the momentum transfer vector q, the electromag-

I

where g(b, z) is the density distribution for nuclear
matter, o„'=(1 ia)o—, where (r is the total n.-

nucleon cross section, and a is the ratio of the real
to imaginary part of the forward scattering ampli-
tude for ir-nucleon collisions. (In our calculations
we have assumed (7&

——0 . ) Elastic scattering in
the nuclear Coulomb field will introduce an addi-
ti.onal phase given by

X (b)= —Za f dzip((b +z2)'/2),

where 4(r ) =fd r'g(r ')I
~

r —r '
~

is the Coulomb
potential of the nucleus.

Assuming g(r) to be spherically symmetric, we
obtain froin Eq. (17)

QO T(b)/2 (Xc(b) COS(zq(( ) ( 2+b2))/2
Fc(q)=4nfdbb Ji(b.qT)e " e f dz f dxx g(x),

0 P ( 2+b2)3/
(18)

where qT and qII are, respectively, the perpendicular
and parallel components of the momentum transfer
relative to the incident beam direction. In the
manner employed by Bemporad et al., we calculate
the Coulomb form factor in the three regions indi-
cated in Fig. 20. The charge distribution is takeo to
be a uniform sphere with radius

Z =[c'+ —'
, (~a)2]'/2,

where c =1.122 '/ fm and a =0.545 fm (Ref. 23).
These terms correspond to parameters for an aver-

age radius given by the %oods-Saxon distribution,

I

as follows:

jgg $ R
~

—cr~ T(,b))/2 iX&(b)
C dbb e eqR3 0

II

XJ, (q b)sin[q))(R —b )' ],
00

I'c"=q(( fR db b&l(q((»J)(qTb)c '
Fex(2 f db b2 ~eT(b)/2 (Xc(b)J

(

ao cos(q(~z)
dz

(g2 b2)(/2 (Z2+b2)3/2

(20)

g(r) = go

I+exp[(r —c)la]
' (19)

Numerical integration was performed in each region

The amplitude for hadronic p production follows
the form of Eq. (8), and for a point nucleus becomes
Cs' qT. The Fourier transform of this amplitude is
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1/2

To(r)= fd qe 'q 'qT
(2n )
~ 1/2

&qT V f1qe
(2n. )
~ 1/2«s

qT V5 (r},
(2n )

which indicates that strong production is propor-
tional to the gradient of the nuclear density. Gen-
eralizing this result to the case of an extended nu-

I

cleus we can write'
If ( ) ~.fd3;~q.y n~—T(b)/2

iXc(b)
Xe qT Vg(r) . (21)

Because this amplitude is more sensitive than the
Coulomb amplitude to nuclear shape, we therefore
used the Woods-Saxon distribution, given by Eq.
(19},to characterize the nuclear shape in strong pro-
duction. Substituting Eq. (19) into Eq. (21), we ob-
tain

f ( ) d II7)Jz
db b 2

( b}
a' T(b—)/2 iXC(b)

a 00 0

(z2+b2)1/2 c
exp

a
(22)

(z +b )' 1+exp
(z'+b')'" —c

a

Before comparing these calculations with the
data, we took account of the resolution of the spec-
trometer. The observed cross section da/dt is a
convolution of the true cross section d(T/dt with a
resolution function R(qT, qT),

=fd'qTR(qT, qT) (23)
dt dt

We assumed that the resolution function can be
parametrized as a two-dimensional Gaussian in
transverse momentum, that is,

I qT —qT I

'

where qT and qT are the exact and the resolution-

FIG. 20. Definition of the regions over which the elec-
tromagnetic form factor is calculated.

smeared transverse momenta, respectively.
The standard deviation 5 was determined from

K +n m. da—ta, for which qT
——0. The Monte

Carlo model for coherent p production indicated
that the value of 5 at qT ——0 was valid for finite q T
as well. In order to account for differences in
multiple-Coulomb scattering in different targets, as
well as for small topological differences between
K ~m n decays and p events, the value of b,

used in the analysis of any particular set of p data
was obtained by extrapolating (via the Monte Carlo
model) the b, determined from the t distribution of
the corresponding E ~m m data sample.

Folding in the resolution, the t-dependent factors
fc(t) and fs(t) were calculated and averaged over t
intervals corresponding to the binning of the data.
The three parameters I r, Cs, and p were then
varied to obtain the best fit of Eq. (12) to the data.
We restricted the ranges of the fits, typically, to
t & 10(Pic) /R (first minimum in the optical model)
to minimize the dependence of the results on details
of the model, as well as to avoid regions of large t
where there is more background and the resolution
is less well known.

Table VI summarizes the results of the fits for the
indicated ranges of t, and for the resolution parame-
ters shown in the table. In the global fits I &, Cq,
and (t were constrained to be the same for all nuclei.
The errors on the extracted parameters are statisti-
cal. To check the stability of the solutions, we
varied the ranges of t used in the fits; also, we per-
formed fits including an incoherent background
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TABLE VI. Results of parametrization of data (all quoted errors are statistical).

t range

Target (GeV ) {MeV) (keV) c mb

GeV
(degrees) g /DF

C
Al

CU-1
Cu-2
Pb-1
Pb-2

Global'

Cu-2
Pb-2

Global'

&0.05
&0.03
&0.015
&0.01
&0.01
& 0.01

& 0.01

&0.01
& 0.01

& 0.01

9.6
10.2
9.8

11.0
10.3
11.5

11.2
11.9

156 GeV/c

77.5+ 7.8
88.2+ 10.0
61.3+ 5.4
75.9+ 5.5
68.0+ 8.3
78.7+ 4.0
73.4+ 2.5

260 GeV/c
74.5+ 8.0
60.5+ 4.1

68.5+ 3.1

0.9+0.2
0.9+0.2
1.0+0.3
0.6+0.5
Q.6+Q.5
0.7+0.2
0.6+0.1

0.5+0.7
2.9+1.0
0.6+0.2

68+ 20
29+ 34

—23+ 46
—19+ 60

65+ 50
60+ 23

24+ 18

13.8/9
5.2/7

11.8/7
5.9/6
0.9/4

11.7/9

59.5/47

—57+ 105 1.8/5
—72+ 20 12.2/13

14+ 10 23.4/21

Fit to all data at each energy, constraining I'„Cs and p to be independent of nuclear materi-
al.

j I

7r Pb-Pb7r Tr'

I
0'

=. ~-~ ( I 56 GeV/c)

i COULOMB

O

~ IO':—
AL

term of the form D exp( Et), whe—re D and E are
constants. In all cases the fits yielded acceptable P
values, and fluctuations in the values of the parame-

ters for any target were within error. (For example,
folding in systematic uncertainties in quadrature
with statistical errors yielded a X of 5.5 for the de-
viation of the six individual measurements of I r at
156 GeV/c about their mean. ) Fits were also per-
formed using different values for the resolution (b,).
It was found that a 10% change in b, produced a
4% change in the fitted value of I'r.

In Table VII, we tabulate typical integrated values
of

I
Tc I, I

Ts I, and the interference term from
Eq. (9) for t &0.005 GeV . These values were calcu-
lated from numerical integrations over fitted curves.
As an example of the shapes of these separate terms,
we show in Fig. 21, separately, the unsmeared
Coulomb, strong-exchange, and the total cross sec-
tions for the Pb-2 target at 156 GeV/c.

V. CONCLUSIONS

IO' IO' IO' 10'
t (GeV')

FIG. 21. Relative contributions from the Coulomb, the

strong terms, and total cross section in coherent p pro-
duction at 156 GeV/c on lead (Pb-2 in Table VI), prior to
the introduction of resolution smearing.

Based on a weighted average of the fitted values
for I (p —+~ y} given in Table VI, and the checks
of our normalization procedure, we quote the value
71+7 keV for the radiative width of the p . The
major sources of uncertainty in this result are nor-
malization to K decays (+4%}correction for the p-
mass cut (+3%), and pararnetrization of the resolu-
tion function (+4%}. The value for Cs is not well

determined, but is consistent with extrapolations
from measurements made at lower energies. Our
data are also not very sensitive to the relative phase

Our result for I'(p +n. y} is in good ag—reement
with our previously reported value, ' but is substan-
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TABLE VII. Typical integrated cross sections for coherent p production at 156 GeV/c.

Target

C
Al

CU-1

Pb-2

dt Tc
()ttb)

6.9+0.9
35.7+4.6
113+12

1057+81

dt Ts
(pb)

0.9+0,3
3+j

11+4
20+8

0.005
2 Re dtTc Tse'~

(pb)

0.7+0,4
8+5

30+30
25+40

tially higher than that of the earlier experimental
measurement. It is likely, however, that this
discrepancy can be understood to result from the
model used in the analysis of the previous experi-
ment. At low energies, Aq and m exchange can con-
tribute to hadronic p production with an amplitude
proportional to the neutron-proton excess. In their
calculations Gobbi et al. assumed that only co ex-
change would contribute. Their fits showed a
marked dependence on target material, and unless
they constrained Cs to be the same for all targets,
they could only determine a limit of 30 to 80 keV
for

I'(palmy),

a result consistent with ours. In our
experiment we do not observe any obvious depen-
dence of I on nuclear target. This is presumably
because, at our energy, Coulomb production dom-
inates over strong production. (That is, our data are
insensitive to I= 1 exchange. )

Using our value for I (p ~my), we o. btain the
ratio I'(p ~m y)/I (ta ~m y) =0 090+0. 013, .
which is in reasonable agreement with the quark-
model prediction of 0.107. But, in fact, if we substi-

tute the latest values for )M„and pe, deduced from
measurements of the proton and neutron magnetic
moments, ' into Eq. (4) we obtain a predicted ratio
of 0.090, which is in even better agreement with our
measurement. An overall fit to vector-meson radia-
tive widths is also far more consistent with symme-

try schemes when our value for I (p ~m y) is
used in place of the older result.
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