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We derive the effective potential as a functional of composite operators for massless, sca-
larless SU(2) X U(1); and we obtain conditions under which this effective potential is the vac-
uum energy density for the case of composite operators which are nonlocal in time. General
considerations of the number of Goldstone bosons prevent the construction of a realistic
model, but we are able to study dynamical symmetry breaking for various unrealistic spectra
of physical particles. We first use the standard linearized approximation (LA) to solve the
equations obtained for the propagators from the effective potential, and we compare these
results to the most-attractive-channel hypothesis. These LA solutions reproduce the stand-
ard vector-boson mixing and in addition yield a (reasonable) relation between the vector
masses and those of the fermions. However, the linearized equations are also satisfied by
the symmetric (massless) solution. In order to determine which solution corresponds to the
true vacuum, we use the effective potential in a variational calculation. The linearized-
approximation solutions are used to determine the functional forms of the propagators, and
the physical masses are treated as variational parameters in minimizing the effective poten-
tial. In an Abelian approximation, in which the effects of the vector self-couplings are ab-
sent, the mass relations of the LA survive the inclusion of nonlinear effects. On the other
hand, if a Hartree-Fock approximation is used for the vector self-couplings, all the desirable
features of the LA are lost: The breaking is no longer I = %, and the relation between vec-
tor and fermion masses requires fermions much heavier than the vectors (or very large num-
bers of lighter fermions). In either approximation, whether spontaneous symmetry breaking
occurs depends on the number and quantum numbers of the fermions. Significance of the
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results and possible future directions are discussed.

I. INTRODUCTION

The presence of fundamental scalars in the stand-
ard model seems distasteful to most high-energy
physicists. The scalars certainly serve a necessary
purpose, but they do not seem to return much more
than was invested. They allow the possibility of
spontaneous symmetry breaking (SSB), but they do
not require it; they provide a mechanism for gen-
erating fermion and gauge-boson masses, but these
masses are not calculable. The mass(es) and number
of the scalars themselves are not known. Some of
the parameters accompanying the scalars require un-
naturally fine tuning in grand unified theories. The
entire framework has all the appearances of an ef-
fective theory for a phenomenon arising from the
fundamental interactions. In that case, one would
naturally prefer to get SSB from, rather than impose
it upon, the dynamics.

Most of the effort in this direction over the past
few years has been devoted to hypercolor-type
models,! in which very heavy hyperquarks are pos-
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tulated, interacting through a new, very strong
force, e.g., an SU(3), with A, ~500 GeV. Some of
the bound states of the hyperquarks, the hyperpions,
serve as the traditional scalars, giving mass to the
gauge bosons. This generates masses without
recourse to fundamental scalars, but it leaves the
problem of fermion masses and introduces the new
problem of the origin of the hyperquark masses.
One can appeal to another new interaction at a still
higher mass scale in order to generate the fermion
masses. A suggestion which naturally incorporates
this is the idea of tumbling,? in which some initial
large gauge group breaks dynamically at some very
large mass scale M. This occurs because as one
goes down in energy the running coupling constant
increases (for an asymptotically free theory), and at
some point the binding of fermion-antifermion be-
comes sufficiently strong to alter the structure of the
vacuum, forming a condensate and breaking the
symmetry. In general, some subgroup of the initial
group will remain unbroken by the (first) conden-
sate, and we can track it down to lower energy
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where the same phenomenon can recur, at mass
scale M,. This could then continue down to hyper-
color [conceivably even to SU(2)XU(1)], giving
mass to the hyperquarks at a scale My~1 TeV. (No
phenomenologically successful models have been
constructed yet.)

So far as the breaking of just SU(2) X U(1) itself is
concerned, hypercolor schemes are much like the
standard model, with scalars introduced from “out-
side” to break the symmetry. Another possibility is
that SU(2)XU(1) breaks within itself, i.e., that the
theory with only massless vectors and fermions un-
dergoes symmetry breaking, in the manner en-
visioned by Nambu and Jona-Lasinio® and alluded
to above in connection with tumbling. The early
work on O(2)XU(1) and U(1)XU(1) by Cornwall
and Norton* and Jackiw and Johnson® showed that
in a linearized approximation these gauge sym-
metries could break dynamically. Such studies em-
ploying the linearized approximation (LA) share a
fundamental weakness, however, in that they are un-
able to determine whether SSB does in fact occur.
The LA and similar approximations yield homo-
geneous equations which admit trivial solutions (no
symmetry breaking) as well as the symmetry-
breaking solution. Subsequent work by Cornwall,
Jackiw, and Tomboulis® (CJT) using an effective po-
tential and including nonlinear effects showed that
dynamical symmetry breaking (DSB) does indeed
occur in O(2)XU(1). These studies indicated that
the mass generated for the vector bosons was of the
same order of magnitude as (the symmetry-breaking
part of) the fermion masses, a major obstacle to
model building so long as only the light (<5 GeV)
fermions were known. However, as the experimen-
tal lower bound on the mass of the top quark creeps
upward, this problem evaporates and things begin to
look more hopeful for DSB in SU(2) X U(1). Salient
features of such a scheme have been deduced by
analogy to the O(2) X U(1) case’ and from the LA to
the theory,® using one quark or lepton left-handed
doublet plus right-handed singlet(s), and putting in
the mixing of the neutral vectors from the begin-
ning. The next step would be to determine whether
the results of the LA survive the inclusion of non-
linear effects and to determine whether the symme-
try does in fact break. We shall address this ques-
tion, using a variational calculation of the effective
potential.® A brief summary of the results has been
reported elsewhere.’

At the outset we must recognize general con-
siderations which will preclude the construction of a
realistic model. Because the fermions in the initial
Lagrangian are massless, there are in general global
chiral symmetries in addition to the SU(2)xU(1)
symmetry. If the fermions and appropriate vectors

acquire mass, the chiral symmetry is broken as well
as SU(Q2)xU(1). The breaking of SU(2)xU(1) into
U(1) entails three broken generators and therefore
three Goldstone bosons, just enough to give mass to
the W* and Z° Any additional Goldstone bosons
from the chiral symmetry breaking will not be con-
sumed, however, a serious embarassment if we claim
to be describing the real world. Any such extra
Goldstone bosons also constitute a problem for the
calculational method we employ. It will be
described more fully below, but the basic point is
that the effective potential as computed for the non-
symmetric vacuum does not include the effects of
any physical Goldstone bosons. Since the true vacu-
um minimizes the effective potential, the effective
potential we compute will be an upper limit on the
true vacuum energy density. Therefore, when extra
Goldstone bosons are required, V(broken) < F(sym)
is a sufficient but not a necessary condition for DSB
if V(broken) does not take Goldstone bosons into ac-
count.

The presence of Goldstone bosons from chiral
symmetry breaking prevents us from making exten-
sive contact with reality. Nevertheless, the calcula-
tion is worth pursuing. Besides its relevance to the
tumbling schemes mentioned above, DSB figures
prominently in the recent surge of interest in super-
symmetric theories!® and in the breaking of chiral
symmetry by the strong interactions,!! and of course
the hope of relevance to electroweak interactions
still glimmers. In these circumstances, it is useful to
acquire any available insight into the workings of
DSB in a model which is moderately complex, even
if not realistic.

We shall allow the possibility of different quan-
tum numbers and numbers of fermions. The only
case which is not afflicted by residual Goldstone bo-
sons is one left-handed doublet plus one right-
handed singlet. For the sake of illustration consider
(v,e)r, eg. Then (e eg+@&ger) is the condensate,
acquiring a vacuum expectation value. The aspiring
Goldstone bosons ez vy, & er —ere;, vy eg are con-
sumed, giving mass to the W?* and Z° The
correspondence with the conventional scalar doublet
is

ervL
~ |- . (1.1
éreéy
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The breaking of any additional chiral symmetries in
the Lagrangian would result in additional massless
states which would remain in the physical spectrum.

For choices of fermion representations which
would lead to Adler-Bell-Jackiw anomalies, we shall
implicitly assume additional appropriately charged
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fermions which remain massless. Provided they ac-
quire no mass, they do not affect the difference be-
tween the effective potential evaluated in the sym-
metric vacuum and in the unsymmetric vacuum.
They are therefore neglected in the effective-
potential calculation.

The calculation itself proceeds as follows. We be-
gin with the Lagrangian for the SU(2), XU(1)
theory with only the gauge bosons and (massless)
fermions. The strong interactions are ignored. Any
quark masses generated will be the current masses.
A generating functional is constructed in the usual
manner, except that in addition to the standard
sources for single fields we add to the action sources
of composite fields, e.g.,

[ d*x dy Pk y(x)i0p) .

By performing a Legendre transform with respect to
these sources, we obtain the effective action, which
is also the generating functional for two-particle ir-
reducible vertices. It is a functional of the functions
conjugate to the sources, and these functions can be
shown to be the propagators for the fundamental
fields of the theory. The effective potential can then
be obtained from the effective action by removing a
four-dimensional volume. The next section of the
paper is devoted to construction of the effective po-
tential for SU(2) X U(1) following the prescription of
CIT. In Sec. III, we require that the effective poten-
tial be stationary against variations of the propaga-
tor functions, as required by the subsidiary condi-
tions of the Legendre transform. This yields
Dyson-Schwinger equations for the propagators,
which we solve in the LA. We obtain the conditions
which determine whether a fermion can acquire
mass in the LA, and a relation between the vector
and fermion masses also results. Diagonalization of
the neutral-vector mass matrix results in the usual
definitions of the photon and Z fields and in the
My?/Mz*=cos?0 relation. These results are then
discussed in the framework of the most-attractive-
channel (MAC) hypothesis.> Assuming that the
symmetry does break, the LA results agree com-
pletely with MAC expectations.

In Sec. IV, we use the solutions to the LA as test
|

W[J,K=exp{iZ[J,K]}

= [ [d®]exp [i [ d*

where the index i represents all Lorentz and flavor
indices. The factor 7;; is 5 for i=j bosons, 1 for
i#j bosons, and —1 for fermions, by our conven-

tion. In the rest of this subsection, we shall assume

LX)+, x); () +my [ dy ©i(0K;(x,p)D;(p)

functions in the effective potential. The LA solu-
tions give the functional form for the masses and
propagators as functions of the momentum, but do
not determine the physical masses. Use of these tri-
al functions therefore means that instead of requir-
ing stationarity of V[G] for arbitrary variations of
G, we stipulate that G be of the form Gy ,(m). This
reduces the problem to one of minimizing
V[Gpa(m)], an algebraic function of the masses.
We obtain this algebraic function and minimize it.
The results obtained in the Hartree-Fock approxi-
mation are very different from those of the LA.
Non-Abelian effects, which are neglected in the LA,
tend to restore the symmetry, and when the symme-
try does break they modify mass ratios. However,
the Hartree-Fock approximation for multivector
vertices does not preserve gauge invariance in the
presence of dynamically generated gauge boson
masses; and Cornwall'? has argued that the gauge-
boson loop graphs do not contribute to the effective
potential in a gauge-invariant treatment. This leads
us to consider an “Abelian approximation,” in
which such graphs are neglected. Even then, the
LA results can be misleading. The mass ratios are
as given by the LA, but whether the symmetry
breaks depends strongly on the number and quan-
tum numbers of the fermions which acquire mass.
A discussion of the results is contained in Sec. V.
There are two appendices, one devoted to a discus-
sion of whether the V[G] we calculate is indeed an
effective potential and the other containing various
integrals which arise in the calculation.

II. THE EFFECTIVE POTENTIAL

A. Review of general formalism

The calculation of the effective potential as a
functional of composite operators is based on the
formalism of multiple Legendre transforms of the
generating functional of Green’s functions for com-
posite fields.!> If a theory is described by a classical
action §$= f d*x £ (x), where £ is the effective
Lagrangian including ghosts if necessary, then one
defines the generating functional for Green’s func-
tions of composite (nonlocal) fields,

] , 2.1

{)oson fields and diagonal sources, Kj; o 8;j. The few
generalizations necessary will be made in the next
subsection.

The quantity W[J,0] is of course the familiar
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generating functional for the Green’s functions of
the theory, and Z[J,0] generates the connected
Green’s functions. By Legendre transforming
Z[J,0], one obtains the generating functional for
proper (one-particle irreducible) vertices I'[¢]. T is
also the effective action and therefore leads directly
to the effective potential as a function of ¢;, the ex-
pectation values of the fields ®;. By introducing
into our generating functional Z a source K;; for
composite fields, we are able to construct an effec-
tive action which depends on the expectation value
of the composite field ®;®;. This is just what we
need if we are to study symmetry breaking without
fundamental scalar fields. The formal construction
of the effective action is standard®'?; one performs a
double Legendre transform on Z[J,K],

I4,G1=Z[J,K]1— [ d*x ¢(x)J(x)
— 3 [ d*x d¥[$(x0K(x,p)8(y)
+K(x,y)G(x,y)],
(2.2)

where we have suppressed all indices and where ¢
and G are given by

8Z[J,K]

s ) .
dZ[J,K] _
8K(x,y) S[d(x)p(y)+G(x,y)] .

The conjugate relations to Eq. (2.3) are

($.G] _ ;- [ a
soc =T [ dykx,pi0),

8r'[¢,G] _ 1
8G(x,y) 1 Kxy)

Since physical processes correspond to vanishing
sources, we have

8T[¢,G] _,
8¢(x) ’

8T[$,G] o (2.5)
8G(x,y)

for physical solutions. If we require translationally
invariant solutions, then the effective action takes
the form

I[¢,G]|i=—V[$,G] [ d*x, 2.6)

where V is to be identified as the effective potential.
The validity of this identification has been ques-
tioned by Banks and Raby,!* who point out that the
use of sources which are nonlocal in time leads to a
breakdown of the usual demonstration that the
standard effective potential is the vacuum energy

(2.4)

density.5'> This point is considered in detail in Ap-
pendix A. We are led to agree that in general the
proof fails for sources which are nonlocal in time.
However, there is a simple restriction on the func-
tional form of the sources which allows one to carry
through the proof. Furthermore, we argue that the
restriction to this certain class of sources is implicit
in the use of the test functions we choose for the
variational calculation of Sec. IV. The situation
then is as follows. The Dyson-Schwinger equations
used in the next section follow from Eq. (2.5) and do
not require that V be the effective potential (al-
though at the stationary point it clearly is, since the
sources vanish there'®). The variational calculation
of Sec. IV obviously does require that V be the effec-
tive potential in a neighborhood of the stationary
point; and it is, provided we restrict ourselves to a
certain class of sources. But we have done so by our
choice of test functions, and therefore no further re-
striction or apology is required beyond that which is
already obvious when we adopt a variational ap-
proach. These will be noted at the beginning of Sec.
IV.

Equations (2.5) and (2.6) provide us with a means
of determining the physical Green’s functions and
vacuum expectation values of the fields—they are
those for which V is a minimum. V itself, or T, can
be calculated from the prescription derived by CJT.
Define

o 8°S[®]
1 . P e . S
A el
2.7)
D= p)= | O (S[®]—Sim[®])
= | 50()60(x) ) PR

=[i D~ (¢5x,9)]p=0 ,

where S;,; contains all terms which are at least cu-
bic in the fields. The effective action is then given
(symbolically) by

[[4,G]=S[$]+ 5 Tr(InDG ']

+%Tr{@"‘[¢]6} +T3[4,G]

-+const . (2.8)

I',[¢,G] is computed from two-particle irreducible
vacuum graphs in a shifted theory (S[®]
— S[®+¢]) with propagators given by G. Clarify-
ing details can be found in CJT or inferred from the
treatment of SU(2) X U(1), which follows.
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B. Application to SU(2) X U(1) A v
A

The Lagrangian density is that of the standard “
SU(2); X U(1) with the scalar fields omitted, ” ’

Lo=— AL, AW — }B,WB'"

Via Vv
Vaa

.1 - h: tributing to V.

+12R 2 Y.zB |R FIG. 1. Two-loop graphs contributing to ¥,
i and for leptons Yzg=—2, Y z=0, Ypy=—1. It
A will be more convenient to have .¥, written in terms

L, ——7" i . . 0

+i 2 — YaB 4 of the different fermion flavors rather than the

; ; ; ki ok right-handed singlets (R,) and left-handed doublets
Auy=0,A4,—0,4,+84€’ A'{‘Av R (2.9) (L,). Defining

B“vza”Bv_avB" Ya=Ypr+Yar

(2.10)
Xg=Yr—Yor ,
The U(1) hypercharge, Y, satlsfles o= IL +Y/2
so that for quarks Y,z = 3 , Yyp=— ;, Y= ;, £ takes the form
]
Lo=—7AL, AW — B, B*+iT ¥
84 = ;.| 175 8 - _ | Vi+X17s &5 - y2+ 27s
A Grigi| — 2 |y 428 LA LML LL — B |/ )
+2 A > +2¢1B > ¢1+2¢2 123
(2.11)
U2
L2 ]
For simplicity, Eq. (2.11) is written for only one fer- Once we have the action, the calculation of the ef-
mion doublet. To ., we must add gauge-fixing fective potential proceeds as in CJT or II A, with
terms for both the 4’ and B fields, two slight differences. We must allow for B —A4;

mixing and must therefore include a nondiagonal

__1 py2_ L ip iv
ZLo=—7(9,B""—7(3,4%)(8,4™),  (2.12) source K, p and the accompanying propagator A,p.

and ghosts for the 4 gauge-fixing terms. This leads In addition, there were no ghosts in the O(2) X U(1)
to the action case, whereas they are present here, at least at this
S= [ d*{Lox)+.Ls(x) stage.

B The generating functional is
—i Tr[In(8,,0> —€e*4*#3,)]} . (2.13)

W[K]=exp(iZ[K])

= f[d<1>]exp iS[®]+i fd xdy | — 2 A, (x)K,{“'(x,y)A »+7 B (x)KE¥(x,y)B, ()
3

1-—1

+ B, (x)Kp(x,p) )A3(y)— 21//,, X)K 4o (X, W, () } . (2.14)

The symbol @ is used to represent all the fields. The source terms for single fields, e.g., J,B* which usually
appear, can be neglected in this case because none of the fundamental fields acquires a vacuum expectation
value and because we shall not be using W to generate anything other than vacuum graphs, for which we ex-
pand W[J=0,K =0]. The effective action is obtained by Legendre transforming Z,

I'[G,A i, Ap, A yp1=Z[K]— | d*x d*y{Tr[Ky,1(x,9)G,(x,y)]
4 Ya
+5 AA,W(x,y)Kl{W ,y)+2AB;w ’y S-'V(x’y)
+A 43X, )K G (x,p)] (2.15a)
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8T 8T | 8T
= —-K y o =— —K y o T =— ,
5Ga = oy T By T (2.15b)
SZ _ . 8Z _i, ®Z _, :
8Kyy @ 8Ky 2V 8Ky P

From Egs. (2.15b) and (2.14), it follows that
Ga(x’y )= <0 | T(‘d}a(y)t?ja(x)) | 0)connected ’ (2.16)

and similar relations for the A’s, which leads to the identification of the G’s and A’s as propagators.
For the present case, the prescription for calculating T, Eq. (2.8), becomes

I'[G,Al=—i Tr[@¢a"G +InG, 1]

+2 2 TI’[@ —IAA,+IIIA _1]+_TI'QAB AAB+~lnDetAAB_I+F2[G A]+const
i=1,2

2.17
I, is calculated from vacuum graphs and is described below. The matrix Az has elements

A Agp
Agp Ap

AA3_1 AAB_

1
’ AAB - AAB—I AB—-I > (2.18)

Bgp=

and the matrix 9 4p is similar. The 2, calculated from Eq. (2.7), are given (in momentum space) by
D o(p, ) =218 (p —9) D o(p) ,
i@w_l(p)=p =iS~(p),
iD= (p)= —(pgh’ —pkp¥)=iD~"p) ,
iD 5~ "™ (p)=0
iD " (p)=iD~ " (p)+iF " (p,

d'k kM(p+k)
2m)* kXp +k? ’
where we have chosen to work in the Landau gauge. The ¥ ~! contribution to & Ai‘l is due to the ghost term.
Substitution of these &’s into Eq. (2.17) and use of Eq. (2.6) leads to the effective potential

(2.19)

g—l(p)/,w_ _2g 2 f

V[G, A]_—zzf Tr[lnG“(k)— ~1(k)G4(k)]

—f Tr[lnAB(k D~ (k)Ap(k)+1nA 45(k)+1nAg, (k)]
i d4k i —1 —1 i
+52f r )4Tr{1nAA(k)—[D (k)+ % ~1(k)]AL(k)} 4+ V,[G,A]+const , (2.20)

where V,[G,A] is computed from the two-particle irreducible vacuum graphs occurring in the expansion of
the generating functional Z.

Z[0]=—i(vac graphs)szfd“x:—Vz fd4x , (2.21)

where the propagators in the vacuum graphs are replaced by the G’s and A’s. The lowest order in which DSB
could occur is two loops; the relevant graphs are therefore those of Fig. 1. After a little algebra they are given
by
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Va=V3a+Via+Vyr,
d*k,d*k

V3A=_—| e [ (27)8 LISk AT )

X [ALgky) ARk k) + AR gk Ky )Adg(ky) — 2004k )AL (K| +K5)]

d‘*k d“k (2.22)
V4,,_ (1 8 [ LT AL AR ey ) — Al ARH(K,)]
igA d4k1d4k2 . . — 1——’}/ .

V=g [ o T |Gk | =5 (Glka)riy, |7 || AR —ka)

z d*k,d*k +x +x

gB D e L A e A e L

L d*k,d*k _ x

g“gB zf o 2T | Gtk )y, | —2 |Gk, y—z—” B (ki —ky)

G=G'y; jk=1.2.

In Eq. (2.22), we have used perturbative vertices only (the Hartree-Fock approximation). If the SU(2) X U(1)
symmetry is broken, with the fermions and gauge bosons acquiring masses, these vertices do not satisfy the
Ward-Takahashi identities. In ¥y, this does not matter provided we work in the Landau gauge. Then the
Goldstone pole contribution to the ¥V vertex, which is proportlonal to the boson momentum g*, vanishes
when contracted into the boson propagator A,,(q). For covariance purposes we must still retain the nonpertur-
bative part of the vertices when Dyson-Schwinger equations are derived for the vector propagators, but this
will be done in the treatment of the LA in the next section. The non-Abelian terms V4 and V,, are a different
matter. Use of the Landau gauge does not eliminate the nonperturbative contributions to the vertices. We re-
turn to this point in Sec. IV.

III. LINEARIZED TREATMENT

Having obtained the effective potential, Egs. (2.20) and (2.22), we can use the stationariness conditions of Eq.
(2.5) to derive the Dyson-Schwinger equations for the propagators,

) gB d*k Y1+X17s Y1+X1Ys v
Ky, | 2| A —
“p)=5""p)+=- f<zﬂ)4 w|m (Gt |7 4p—k)
2
84 d4k By
4 (2m)* 27# Gy(k)y, Ay(p—k)
1—ys —7Vs v
+'}’p, 2 G](k))’v Aﬁg(P—k)
8488 d*k 1—ys Yi+X17s 1—7vs Yi+X17s
+ 2 (277_)4 Yu ) G (k)y, 2 ) v 2 Gl(k)’}/p
X AH3(k—p), ‘ : (3.1a)
2
AE"‘"(p)=D—“”(p)—‘g: I (2 )4 > Tr[ G, (k)y$aGak—p)Th,] (3.1b)
—1uv, 848B v
A" (p)=——— > T1[Go(k)y4aGalk —p)Ts ], (3.1¢c)

4 (2 )4
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4
M) =D~ Wp) + 9~ ) 2igy? [ AGllog — AR)]
T

2
84 d'% M "
- 4 (277)4 ?Tr[Ga(k)YAaGa(k_p)FAa]
2 [ K R IABOM P +h)— AT KIABp +k
—8a® [ & kakplAH DN P + 00— AT KA P +)
— ASHK)AZ(p +K)+ 2080 K) A (p + k)1 + [Awapp +K)+Awapp — k)]
X [kPkYALL(k) — kPkABY (k) — kYK AR K)1} (3.1d)

A" (p)=D~"¥(p)+Z ~*(p)

4
k a a v v, v
+iga* [ (‘217)4 {[AWa(k)+A%5,(k)1gH —[Ag(k) + ALK ]}

2 4 . .
*‘gA_f 9K 5 (TG (ol Gilk —p)Th ]+ (10:2))

4 2m)* 4
2 4
K okl AU + )+ 2050010%80p 0

—AP()AP(k +p)— AFOARY (P +K)]+[A 13,5P +K)+A 3,40 —K)]

X [k kPO )+ kPRYASE (k) — kPKeAR (k) — K kA8 ] +(AP- W)} . (3.1¢)

Much of the notation in Eq. (3.1) requires explanation. In (3.1e), fermions 1 and 2 are in the same weak doub-
let. The equation for G, ! is obtained by interchanging all subscript 1’s and 2’s and changing the sign of the
g4&p term in (3.1a). The sums over a in Egs. (3.1b)—(3.1d) run over all fermions; the sum over i in (3.1¢) runs
over all fermion doublets. We have of course identified W*=(1/V2)(4,+id,) and have used
Ay =4, =Ay. For the ¥, V1, vertices, where V is one of the vectors, we have introduced

'Y =v%, + T, (nonpert) , (3.2)

where y#, is the perturbative vertex and I', (nonpert) is the additional piece required by the Ward-Takahashi
identity. As discussed above, the nonperturbative piece is not required in the equation for G —1. The perturba-

tive vertices are

7’” Ya —|—an5

v =7

where the subscript 4 refers to 4°.
We then write G, ! and A, ~! in the form

G, (p)=S"Yp)—id,(p®)p +iB,(p*)+iC,(p*)ys—iD,(p*)pYs ,

w_ P'p”
g P2

(3.4)

b

Ay~ B(p)=D ~¥¥(p) —iPH'ry (p?), PH'=

Agp"(p)=—iP*mp(p?)
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and substitute into Eq. (3.1). Linearized in the standard manner,*~® Eq. (3.1a) leads to

Ag(plp=—— (‘;;’;4 (,,_lk)z k+2<p—k)%{ik;‘2—’
X aa(k)kng—zuaz(k) {(Xa2+pa 1444 (K)]—2x,y, D, ()]}
+2g,42{2[ 1+ 4y (k) +Dy (k)] /ety (K )k > —pp*(K)]
+ [144,(k)+Da (k)] /e (k) — (k)] l ,
Balp)=— e Yor Yo [ (Z:; (p—lk)2 aak?—p Ry 2 (3.5)
Calp)=~ 2 gy Vur Yoy, [ (‘2’;’; (p—-lk)2 o Gk

i d*k 1
D"(P)"‘_ls 2m* (p—k)?

852
ag(k)k?—p Uk)

X

k+2(}d—k)k.—(&:¥
p—k)

{zxaya[l+Aa(k)]—‘(xaz+ya2)Da(k)}

+28,2{ 2[ 1+ 4y (k) 4Dy (k)] /[y (k)2 — 1y X(k)]

+ [14+A4,(k)+D,(K)] /[, (K)k*—p2(k)]1} ‘ )

The subscript a can refer to any fermion, with b
then denoting its isodoublet partner.

It is consistent and convenient to take
Ag,Ay,D,,D,=0+0(g?). The equations for B, and
C, are then of the standard form

3i
Fa(P)= —TgBZYaL YaR

d*k 1 1
F,(k),
J m* (p—k)? ki—p2k) *

(3.6)
b

}*p+q
AMAAACAAA- V:Wi’ A3, B

q
I a

FIG. 2. Notation for fermion-vector vertex in Eq.
(3.10).

(K)=[144,(k)P—D,(k)* , p,*(k)=B,(k)*—C,(k)*.

I

where F is B or C. It is a good approximation to
neglect the k dependence of u,*(k) in the denomina-
tor,'” letting p1,%(k)~m,? there. Then Eq. (3.6) has
the solution®>%17 :

F,(p)=f,T(147,)T(2—7,)

2
XoFy |1, 1=14,2; PRE IPZI<ma2»
a
2 —Ta
F,(p)~f, (~—L2] , P —> o, (3.7)
ma
172
1 3g5’
_ — 1 _—
=2 M| Yo Yar Yer ]
3g5°
~——YuYur
6477'2 aL *aR

provided Y,; Y, >0. The fact that r, is small justi-
fies neglecting the k dependence in the denominator
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and also means that integrals like that occurring in
Eq. (3.6) are dominated by very large k,
| k2| >>m,2, p2. It is easy to see that it is this re-
gion which leads to the 1/r, (and therefore 1/g?)
divergence of the integral as gz’— 0. Combining
the definition of u,*(k) in Eq. (3.5) with the form of
B, and C, from Eq. (3.7), we have

=2,

2
o (k)~m,? |_L2 ] (large [p*|),
mg

(3.8)

where b, and c, are the constant f, in Eq. (3.7)
The absence of g,° from (3.6) results from its pure
left-handed coupling.

The Y, Y,r>0 requirement has interesting
consequences. For one thing, if a fermion has no
right-handed component, then Y,z =0 and it will be
prevented from acquiring a mass (in the LA). If we
consider the standard quantum-number assignments

for quark and lepton doublets, then
I

1+‘}’5
2

a(q)“yAa +TaaZ

1—
[B,(p)+C,(p)]— l——z—-

4
9

, u
2
1 4
Yo Yor= 9
2, e
0, wve. (3.9)

We therefore see that the neutrino does not acquire a
mass; but, embarassingly, neither does the down (or
strange or bottom) quark. In fact, from
Q=I; +Y/2 we deduce that for fermions in a left-
handed doublet and right-handed singlets, only one
member of a doublet can acquire a mass if the
charge of the Iﬁ:—i—% fermion is in the range
Q€jo,1].

We then consider the gauge-boson propagators
and masses. If we were to use the perturbative ver-
tices in Egs. (3.1b)—(3.1e) we would find incon-
sistencies in the gauge on different sides of the same
equation. We could extract the correct result by
keeping only terms proportional to g*¥, but it is
more reassuring to use vertices which satisfy the
Ward-Takahashi identities in the presence of
dynamically generated masses. Referring to Fig. 2
for notation, the fermion—gauge-boson vertices for
A5(T4), WE(Ty ), and B(T'p) are [cf. Eq. (3.3)]

[B,(p+q)—C,(p+q)]

» 14 1—
I",fya,,(q)=y‘ﬁz+§—2— 275 [B.(p)+C,(p)]— [——— [By(p+9)—Cylp+4q)] (3.10)
3 ) _Qi Ya+XaVs
IBa(q) =74+ p 5 [Ba(p)+75Ca(p)] = | = |[Balp +q) +75Calp +4q)]
When Egs. (3.4) and (3.10) are used in Eq. (3.1d) for the (inverse) A4° propagator, it takes the form
v igAz L 2
pH 1rA(p)=——4— (2 )4 D Tr{G,(k)y%aGalk —p)[Via + T 4e(—p, nonpert)]} +0(g*)

in the LA. (All vector self-couplings are nonlinear and are therefore neglected in the LA.) The integral in Eq.

(3.11) is proportional to 1/g52, so that 7, ~(g2)°.

The integrals I} and I}, are divergent and require regulari-

pnp

zation. We shall employ dimensional regularization throughout the paper. A subtraction scheme will not be
required since all poles in (n —4) will occur in nonleading orders. Using (3.3), (3.4), and (3.10) in (3.11) yields

k% k —p)'5

y 84
e =—Tr[yay"m”<1—rs>] b [

Q2 >" [k*—p X (R)][(p—k)*

. (3.12)
o2k —p)]

The masses have disappeared from the numerator due to the chiral form of the vertex. Introducing Feynman

parameters, this becomes
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w8 2 [ oy K[ dal2kik® — k% + a1 —a)(pghY—2pHp") + s KIgh]

X[k2+a(l—a)p?—p, (k)] 72

f"z f f doap k) [k2+all —a)p?—p2(k)] 2 (3.13)
where we have used p,(k —p)~u,(k), a safe approximation for small r,. The first integral would be a familiar
one encountered in perturbative QED'® if u,(k) were a constant. The k dependence of u, complicates the
analysis, but it proceeds in the same manner. From Appendix B, (B15) and (B16),

(2m)"

2 I3 (27" K [ dal2ktk*— kg™ a1 —a)(pgh —2pHp") 41, A KIgH ] [K 2+ a1 —a)p? —pu, (k)] 2
=8.8""3 e 2 f)[k 2+ a1 —a)p? — 1, XK)] 2
4gA2 2 v N d"k ) ,
—- =" —p'p" 3 [ daai-a) [ O lati—ap? (1420 g k)]

X[k24+a(l—a)p?—u2k)] 3.
(3.14)

The first term has no n =4 pole. The integral is proportional to 1/r, for n =4, and so the contribution to

I;;)‘” is of order g? and hence nonleading. The second term does have a pole at n =4, but the integral leads to

no powers of 1/r (for n =4) and therefore the second term is also nonleading. That leaves

L3 faa [ 4

which is finite and proportional to (g2)° for n =4. For future convenience we define

o )n,u.a k) k2 +all—a)p?—u2 (k)] 72, (3.15)

4 .
MAp)=—i [ da [ (‘; ’;Ma (K)[k?+a(l—a)p?—pu,2(K)] 2 . (3.16)

Turning to the second integral in Eq. (3.11),

2
(n), gA d"k
=" 3 T
a

s ][k“P +Ba(k "p)_ca(k —P)?’s]

I

1—
[k +B, (k) —C, (k)ys]p* [ >

i ]
p2
—Ys

[Ba(k)+C, (k)] 5

—[By(k—p)—C,(k—p)]

145
2

X[k =p)—pa (k —p) 1~ ' [k*—p, (k)] !

=_gL£:2f

Wk —p W —p 2 —p VP2 —g. 2 1 22 -~
2 p (27 )n[y’“ It P) Ha (k P)k ][k Ha (k)] [(k P) Ha (k— p)]
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After Feynman parametrization and use of
Lok —p)=p4(k), which can be obtained by expand-
ing about p =0 for large k, this becomes

.2

184 bpv

1;,':,?“:72;{— S M Ap). (3.17)
a

Using that and Eq. (3.15) in Eq. (3.11) yields
g4’
P¥r(p)= TP""Z M, (p) . (3.18)
a

The calculations for 75(p) and 745 (p) are very simi-
lar. The results are

2

8B
m5(p)=—"— 3 x,*M,(p) ,
’ 2 2 (3.19)

8488
2 2 Xa TzaMa Z(P) .

a

Tap(p)=—

It is easy to see that 74(p) can also be written this
way, and we therefore obtain the mass matrix for
the neutral gauge bosons,

2, 2 3
—_— 8B Xq —848BXaTaa
M¥p)=5 3 M,Xp)
P’=3 ; a'P "gAngaTga gA2
(3.20)
_
4
ﬂW(p)=—ig§Zfdaaf d k4
a (2m)

where we have used the fact that only one member
of a quark or lepton doublet acquires mass in the
LA.

The W and Z nmasses are given by
My =my(My?). Since the integrals in (3.21) and
(3.22) are controlled by very large k, we can use
My*~my(p?=0). The integrals are evaluated in
Appendix B (B17) and result in

2 1 84 mg
w=7">5 ’
3 832 a YaL YaR (3.23)
2 2 2
1 84 +gB mg
My =— =Mpy?/cos’0 .
z 3 ng a YaL YaR v

The standard I =% breaking is thus reproduced, and
each quark contributes

qu/(3 sinzquL Yor )=3mq2/(4 sin’0)

(m12/6silnzt9 for leptons) to the Z mass squared.
The I = pattern of breaking is due to the fact that
only fermion-antifermion intermediate states are

For fermions with quark or lepton quantum num-
bers, a convenient simplification occurs, since
X =x,7og=+1 for such fermions. In that case di-
agonalization of M%(p) yields the following eigen-
values and corresponding eigenvectors:

m(p)=m,p)=0,

Vi =B¥cosf+A4sind=4Y ,

mP)=T2(p)=7(8 +8:) S M Ap), (321)
a

V4 =B*sind— A4 cosd=Z* ,

sinf=gp /(g > +gp%)'"* .

We have thus obtained a massless photon and a
massive Z°, and have reproduced the usual mixing
pattern. In addition, the Z mass is given in terms of
the fermion masses.

The W mass will also be determined by the
dynamically generated fermion masses. Starting
with Eq. (3.le), inserting Eqgs. (3.4) and (3.10),
linearizing, and proceeding as we did for the neutral
vectors, we obtain

ARk +a(l—a)p?—au X k)], (3.22)

r
considered in the equation for the gauge-boson self-
energies in the LA.

It is instructive to compare these results with
MAC expectations and to see whether they make
physical sense. For simplicity, we consider one left-
handed quark doublet plus two (or one—it does not
matter) right-handed singlet(s). Considering only
S =0 states, we see that only the U(1) interaction
can provide the attractive potential, since SU(2),
does not couple to right-handed fermions. The ff
potential is then proportional to — Yz Yy, and is at-
tractive only for Yz Yy >0, exactly the condition
for mass generation obtained from (3.7). Pursuing
the matter further, of all ff' or ff' spin-singlet
states, the MAC’s are i#gd;, dpug, and
(tguy titpug). The condensate is (Zpuy +il ug),
giving mass to the u, but not to the d. The other
three states are the aspiring Goldstone bosons which
give three gauge bosons mass. The W’s obviously
get mass from iizd; and dpug; and (guy —i ug)
couples to the combination (—g,43+gpB), but not
to (gpAd3+g4B), producing a massive Z° and mass-
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less y. Exactly analogous results are obtained for a
lepton doublet plus singlet(s). The LA results are
therefore consistent with the MAC hypothesis. If
the symmetry does break we would expect the pat-
tern of breaking produced by the LA.

If we inquire no further, things look very promis-
ing. Starting with massless fermions and gauge bo-
sons, we have obtained massive fermions, properly
mixed vector bosons, and a relation between the Z or
W mass and those of the fermions. With three gen-
erations and assuming the top quark mass dom-
inates the sum in (3.23), one obtains

2sinf
my~ V3

For Mz =93 GeV, this gives a top mass of about 50
GeV. The tt vector meson would have a mass of
about 2m, —binding energy~99 GeV (Ref. 19), not
too far from the Z mass.

Unfortunately, this attractive facade crumbles
under closer scrutiny. The fact that the I;=—+
quarks have failed to acquire a mass is not viewed as
particularly devastating. It is still possible that they
may gain a mass when the treatment is refined or
when other interactions are included. The first ma-
jor problem arises when we begin counting the num-
ber of symmetries which have been broken and the
consequent number of Goldstone bosons required.?
We want no physical Goldstone bosons, both be-
cause none are observed experimentally and because
the variational method used in the next section is
weakened considerably if they are present. There
are, however, only three gauge bosons acquiring a
mass, and consequently only three Goldstone bosons
will disappear. We therefore wish to break the (glo-
bal) symmetry associated with only three generators.
The breaking of SU(2) X U(1) to U(1) results in three
broken generators. Therefore any additional broken
symmetries will result in physical Goldstone bosons.
The only choice of fermion representations we have
found which does not have the additional broken
(chiral) symmetries is the case of only one left-
handed doublet and one right-handed singlet. This
appears to preclude construction of a realistic
theory, except perhaps for the case of preons. How-
ever, we can still study the mechanics of DSB in a
model which is realistically complex, even if it is not
realistic because of Goldstone bosons or too few fer-
mions.

There is an additional obvious shortcoming of the
LA. The integral equations for the fermion masses
(3.5) and (3.6) are homogeneous, and therefore they
admit the trivial solution, m =0, corresponding to
the symmetry remaining unbroken. This is symp-
tomatic of the LA and similar approaches. Even if
one believes the approximation, all that can be deter-

Mz =0.54M . (3.24)

mined is the functional form of the symmetry-
breaking masses if they are nonzero. It is impossible
to determine whether the breaking occurs. Since we
have an effective potential, we will be able to deter-
mine whether the zero or nonzero mass solution cor-
responds to the lower energy density, and conse-
quently whether or not symmetry breaking does
occur. We will find that even ignoring non-Abelian
effects—as the LA does—whether DSB occurs is
critically dependent on the fermion quantum num-
bers Y,z and Y,.. The neglect of non-Abelian
terms is itself another potential flaw of the LA. We
shall address it in some detail in the next section.

IV. VARIATIONAL CALCULATION
A. General and Q;,

Thus far the effective potential has only enabled
us to derive Schwinger-Dyson equations which we
could have written down in the first place. To solve
these equations we merely resorted to the same
linearization procedure used in the past. The effec-
tive potential does enable us to go beyond this ap-
proximation. The V of Egs. (2.20) and (2.22) is a
functional of the propagators G,, Ay, and its
minimization yielded the intractable equations (3.1)
satisfied by these functions. If we knew the func-
tional form of G,(p), Ay(p), then the minimization
of ¥V would yield algebraic equations for parameters
occurring in these functional forms. This approach
was advocated by CJT, who implemented it for
O(2) X U(1). That was one motivation for obtaining
the linearized results in the preceding section: They
will provide the set of parametrized test functions
for G, and Ay,. CJT showed that use of the linear-
ized results as test functions assured the absence of
divergences in their calculation. We shall assume
this feature carries over to the present case—unless

“compelled to conclude otherwise.

There is, of course, a drawback to the variational
approach—we have no absolute assurance that our
test functions constitute the optimal set. If we find
that our propagators raise the vacuum energy densi-
ty when the symmetry is broken, it is still possible
that there is some other set of propagators giving a
lower energy than the symmetric vacuum. If we
find that the symmetry-broken vacuum has lower
energy than the symmetric vacuum, then the sym-
metry does break; but it is still possible that there is
some other vacuum, corresponding to different
propagators and physical masses, which has still
lower energy. (Recall?! that use of the LA solutions
as test functions automatically restricts the form of
sources via K; =6V /8G;.) By restricting ourselves
to such test functions (sources), it is in principle pos-
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sible that we may overlook the true vacuum, but the
LA solutions do constitute a good parametrization
of the propagators. They have the general form one
would expect for massive propagators, and the func-
tional form of the masses eliminates logarithmic
divergences from V. Furthermore, although they
are obtained from linearized Dyson-Schwinger
equations, to leading order in g2 they do satisfy the
full (sub)set of Dyson-Schwinger
(3.1a)—(3.1e)—at least in the Abelian sector. (For
vector self-coupling terms, things are still unclear
due to the aforementioned gauge-invariance prob-
lems.) It therefore may not be such a serious con-
straint to restrict our attention to those particular
functional forms for the propagators.

Referring to (3.4), (3.8), (3.21), and (3.22), the fol-
lowing forms are used for the propagators:

i

G,(p)=——"—,
a(p) P—M4(p)
0, r,<0
M P)=\B () +Colplys, 1a>0,
2 -7, (4.13)
Ba(P)=ba - P 2 ’
2 |77
(P)=ca ["_Lz ’
m,

m02=ba2-ca2 ’

2 —2r,
=m2|_L2_
a m 2

- 2
Yo= 88 Yo Yar »

647>

AP(p)= —iPFY———— L
p°—m(p)

2 —2r,

) (4.1b)

)

m(p)= 3, 7,

a
|

QG=i2f

Qp=— f(z ~Tr{In[Ay ~'(k)D
Q=1 [ (‘; ’;4Tr{1n[A ~{(k)D(k

equations

1
AY(p)= —iP¥V———,
2= e
2 —Z'a
(=3¢ —fn%] , (4.10)
1
A‘;"(p)z—iP'w? . (4.1d)

The variational parameters are then m,, §,, by, and
Cq, although in practice b, and ¢, only occur in the
combination m,?>=b,>—c,%. The p? dependence
given is for large |p?|, which is all that is needed.
The p dependence of 7(p) and {(p) was not given ex-
plicitly in Sec. III, but was obtained in Appendix B
(B17).

The effective potential for the broken symmetry
vacuum, Egs. (2.20) and (2.22), contains numerous
divergences. A more manageable quantity to calcu-
late is the difference between that and V evaluated in
the symmetric (perturbation) vacuum. Defining

Q=V[G,A]—V[sym], 4.2)

we shall see that Q is finite, at least in the order to
which we calculate. If we use Eq (2.20) for V, we
will obtain an expression for Q in terms of propaga-
tors in the 4°-B basis, whereas the trial functions
have been given in the W-Z-y basis. Writing Q in
terms of the physical fields, and breaking Q into
smaller pieces, we get the form

Q=[Q6+Qw+Qyz ]+ Qyy+[Qag +Q34]
=Qin+ Qv+ Qg - 4.3)

The free-field terms are given by

4
k4 Tr{In[G, " (K)S(k)]+S~ (K)G, (k) 1} ,
K)+D Y k)Ay(k)—1+F ~NKk)[Aw(k)—D(K)]} , 4.4)

k)]+In[A, ~!(k)D(k)]

+D N R[ALK) +Az(k)]—2+F ~H(k)[sin®0A, (k) +cos’08 (k) —D(k)1} .

For the interaction contributions, the V’s are given by
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d*k,d*,
ValG,A]=54 f_(_z_)é_{AW,,(k [ AYylky)+2A%,(k, )sin?0+2AY,(k,)cos?6]
—Ap kAW (ky)+ 28k, )sin’0+ 28 (k; )cos?6]} (4.5a)
2 4 4
184 d kld k2
Vi = ARk Awaglks)d sk +ky)
M= f (27} K {LAR (k) Apwaglks)d sk +k;
+ ARk ) gk )A s Ky Ky )+d Pk VA gl k) Aty +k3)]
AR KA sk d gl +ky)+ ARk 5 (ky ) A gy + K )
+d"(k ) Awystky) Awaglk+k3)]
_Z[A‘{V AWas(kz)dﬁy(kl-f'kz)'*'AfV k1)dos(ky)Awgki+k,)
+d78(k1)AWaa(k2)AWﬁy(k1+k2)]} )
d*(k)=sin?0A%"(k) +cos’0A (k) (4.5b)
d*k,d*k,
Vyr="e 8’ 2f o MU — k) TH G (e (1= 75)G3 e (1))
4
i8485" d’k,d k2 Ay — k) TH[(1 47303026 (k1 7,Ga k)7,
2 1 i
32g4*+88%) G

—(1=734%,)%G, (k1 )7,G,(—k3)y,]

i(g4>+85%) d*k,d*k,
+ f

5 p AL )Tr{ (c08%0 — 730 y4sin?0)*Gy (k1 )7,,Go (K2 ),y
a T

—(c0820+73,%,5in%0)*G, (k1 )y, Go(— k)7, ]
(4.5¢)

where the sums on a are over all flavors and the sum 1 /
on i is over all doublets. The corresponding ’s are Tr{ln[G,~ (k)S(k)]} = —Tr 2 k2 2 a(k)k
formed by subtracting V evaluated in the perturba-

can be written (in n dimensions) k2 —p k)

tive vacuum, i.e., with n o 2(k)
=—In |1— y
2 k2
4.7
k k),
Ga(k)— S(k) (4.6) where we have used the fact that
Afk),Az(k),Ap(k)— D(k) . _ M (K)Y M o (k)—,uaz(k)yy Therefore, in #» dimen-
sions,
. . ;oo Ak pa’(k)
The next step is to insert the functional forms of Q("’ _ e >
Eq. (4.1) into (4.4) and (4.5), thereby obtaining an ex- 2 (2m)" k
pression for  in terms of the variational parameters 2k)
mg,7,,6,. Beginning with Q, the logarithmic term + Ha ] . (4.8)
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Appendix B contains the evaluation of various in-
tegrals encountered in the dimensional regulariza-
tion of Q. They are somewhat different from those
normally encountered, due to the k2 dependence of
p2(k). Using (B4), (B8), and (B11), Q& is given by

1+2r,
1-2r,

Q%”:%Z(n—1+2ra)
a

><f pat(k)
21r)" [kz—u xR

(4.9)

The expression derived for ¥ or  includes contri-
butions through two loops. The same is true for
Q®. We shall, however, retam only the most singu-
lar contribution to € as g? or 7, goes to zero. In do—
ing so, we neglect terms of order 7,In(m,;? /m, )
compared to one, where m; and m; are two of the
dynamically generated masses. Since

aw=_i [ (d"’;n Tr{ 9~ (W[ Aw (K)—D(K)]}
d"k,d", (ks Ky P

— g, ey) | — 14— 2
20 [ o k) ki*ky?

3,
64m2 2

such an approximation should be safe for quark,
lepton, and weak-boson masses.

The integral in Eq. (4.9) is convergent in four di-
mensions for gg?40. The most singular contribu-
tion to Q diverges like g ~2 for gz2— 0 and arises
from the large-k region of the integral. The large-k
approximation for u?(k) is therefore justified and we
obtain, (B10),

ro= 2Y, Yor ~1073,

(4.10)

The calculation of Qp proceeds in the same
manner, except for the presence of the ghost contri-
bution. That is given by

Yky+ky) k2 —mlky)]} 0. (4.11)

The two terms in parentheses differ only in the angular integration and consequently lead to the same depen-
dence of the integral on (1/g%). Considering just the first term,

[ d™k,d",

(2,”.)211 ﬂ(kl ){klz(kl +k2)2[k12'_‘ﬂ'(k1 )]} -

=|f 4k, —L k) (k2 [k 2=k )]}~
Y @ar P

The k, integral is proportional to gz 2. The K integral is independent of g2. Therefore, Q < g,%gp

(4.12)

[ e

-2 2)0
)

(g

and the ghosts do not contribute to the singular part of Q. The remainder of the calculation of Qy proceeds as

that for Q¢ until

3 (k)
f [k2 P
1 TaTp My? My’
g8’ ap Yoo Yor+ Yo Yor | m,?

—2r,

(4.13)

There are two small qualitative differences from the Q¢ result, one of them potentially interesting. Because
(k) is a sum of contributions from different fermions, there will be cross terms in 7 if more than one fermion
acquires mass. The more interesting point is that the scale for the momentum dependence of (k) is set not by
the W mass, but by the fermion masses. This leads to factor of (M Wz/maz)—% in Q. Forr,— 0,

(My?/my) " el —2r,In(Mp2/m,?) ,

so that in the present calculation such factors are ignored. However, it is tantalizing to observe that a calcula-
tion of Q to the next order (in g?) would include such terms, and therefore minimization of Q could yield con-
straints on r,In(My2/m,*). That would provide a mechanism for large disparities in masses. For example, if
rinM?/m?~0(1), then M /m ~exp(1/2r)~10?, an enormous difference in mass scales.
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Returning to the calculation at hand, {, is almost identical to (. Inserting (4.1c) and (4.1d) into (4.4)
yields

1 ga gb
. 4.14)
285> % Yor Yor + Ypr Yor

Combining (4.10), (4.13), and (4.14), we obtain what we call the kinetic contribution to Q,

QVZ =

4
m 2w,y +
Q'kin=— 12 a + 12 a'lb gagb ) 4.15)
88 “a YarYar  28p” 25 Yar Yar + Yor Yir

For the case of only one fermion doublet, this reduces to

Qyin(1 doublet)='—2—1———(Mz4+2MW"‘—4mf4) ) (4.16)

485" Y s Yyr
where f denotes the fermion which acquires mass.
B. Qyyp and linearization revisited

Qyy arises from the fermion loop graphs of Fig. 1(c),

Q¢V=Q¢W +Qyz+Qy, ,

fﬁgy=’g‘ zf il dzfz (A8 Kk —ky)TH[ G (e )y, (1—y5)G k(1= y5)]
—DH(k—ko)Tr[S (k) (1—y5)S (k)y(1—7v5)1} ,
ﬂff’=i—(§%g8—2) [ %{Awkl_k2)Tr[(cosze_ﬁay,,sinze)ZG,AkI)y#Ga(kz)yv @17
—(COS20+ Ty x,80%0)°G, (k1 )7,Ga( —k2)7,]
— DMk, — k)Tt (cos*0 — 7oz y,5in*0)2S (k1 )v,S (k2 )y,
— (0520 + T3y X45in%0)2S (K, WS (—k2)1,1}
ap— Eag’ o p dKd%

32(g4+g5H) 4 (2m)**

X {Tr[(1 +Tgaya )ZGa(kl )VuGa(k2 )y, —(1 _Tgaxa )zGa(kl )YpGa( —ky)y,]

—Trl(1472030)’S (k1 17, (k)1 — (1 =72, %0 )28 (kS (— ke )73,]]

The W, Z, and y calculations are all virtually the same, and so we do only Qyw in any detail. Using the expli-
cit variational forms for the propagators,
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2 n n n v
g d"kd"k,d" ks Kbk
Oy =— 53 [k —ka—ks) [ = | Tk 1-75)]
i 3

X ({[k12—pii’(ky ko2 —phak) k32 —m(k3)]} ~ =k, %k, %52

=_gA2§f%z3—8"(kl—kr—k3) ]kl-k2+2f‘—'kk—3f}'fi]
X (LK1 =i D]k —pi (2] ks> —m(3)]} !
X[Bi2(D)+B:222)+7(3) =B 2(DE22) =B X DR(3) —1,X2)7(3)] (4.18a)
plus terms which are regular at g>=0, and where
w(=plky) , RX)=p*G)/kj*, #(j)=n(j)/k?. (4.18b)

The integral of Eq. (B14) is then used to regulate the integrals arising from the first three terms in the final
brackets. That results in

d"k,d"k,d"k kikikyk
93’&’:_&‘22 f 1(217):»: : 8"k —ky—k3) |kyky+2 : k3 22 :
i 3

X [k 2—pi (D] k> —pi ()] k32 —7(3)]} !

X B ADEA2) + 0 DR +0:,X2)7(3)] , 4.19)

which is finite for n =4. Using (B19)—(B21) and the fact that only one fermion in the ith doublet acquires
mass, (yy is then

QL8 M’ T 420
wW=—"7"7% ) .
Y 3 g5 b Yo Yor (Yor Yor + Y Ypr) (4.20)
Similarly,
2,2 2 4
1 84" 188 mg [ 16 m,
Yyz=—7 + (Qpsin?6—1I,) —2— |
U3 gt G YaYa YaYe+YuYw g’ § (. © (Yo Yor)? (4.21)

16 1 m,*
Qp=——c0s03 Q,2———— ,
v 3 ng ; ¢ (YaLYaR)2

where we have used Q =I; 3+ Y /2 and have done some algebra. The m,* contributions to Qy, and Qyz were
absent from Qyy due to the pure left-handed coupling of the W [cf. Eq. (3.6)]. The fact that (y, is propor-
tional to the charge squared is reassuring, but its sign warrants further comment. The fact that Q, > 0, which
indicates that the photon-fermion interactions tend to restore the symmetry, seems to clash with earlier results
on U(1),!* and with one’s intuition that an attractive force favors condensation and symmetry breaking. The
apparent conflict can be resolved by comparing Qy, to Qyz. The term in 7 which favors DSB goes like
Mzixm fz. It is absent from €, because the LA gives us a propagator for a massless photon. The fact that
Qy, >0 then indicates not that interactions tend to prevent DSB in U(1), but that they tend to prevent it if we
require that the photon remain massless. In the present case that choice is made for us by the LA (or MAC),
in which the photon does not couple to the condensate. ‘
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We are now in a position to learn a lesson about the linearized approximation and similar approaches leading
to the same homogeneous integral equations for the symmetry-breaking masses. Since non-Abelian effects are
inherently nonlinear, they are neglected in the linearized approximation. Consequently, the linearized equa-
tions of the preceding section would arise from an effective potential containing only the kinetic and ¥V parts

of ). We shall call this the Abelian approximation to Q; for the case of one fermion doublet it is

QAAE‘Q'km""Q'gbV ’

1
Q,4(1 doublet)= (Mz*+2Mp*—4m %)
4gp° Yy Yip 4
2 2
1 mf 84 2
3gp% (Y Ysr)* | g5° v

Minimizing Q .,

9 0
Q= Q,.,=0,
oM, AA oM, AA
yields
2
1 84 1
Myl=—"~——m
VU3 gy Y Y
2 2
+
M22=l £4 ng 1 mf2=MW2/cos20 y
3 gt YuYm

2
1454
4}

(4.22)

Mz*—16Q/(Qs —I*)m?

(4.23)

as in (3.23). Thus, the mass ratios of the linearized approximation do indeed correspond to an extremum of
Q4. However, they do not necessarily correspond to a minimum. Using the expressions for My,* and M2 in

terms of m?, Q44 becomes

mf4 _1_6_ Qf(Qf—If3)

g4 +(g4>+gp?)’

gl'iz‘Q'aa=

Y Y 3 YuYp

In the case of leptons and quarks,

Qf(Qf—Ifs)/( YfL YfR )=‘,1{

for the fermion acquiring mass. If we use
sin?0=0.22, then
+0.050m f4 (leptons)
85’ Quy= (4.25)

-9, 8mf4 (quarks)

Therefore, whether a nonzero fermion mass raises or
lowers the effective potential depends on the fer-
mion quantum numbers. The symmetry will break
(in this approximation) for a quark doublet; it will
not break for a lepton doublet. This demonstrates
the utility, even necessity, of the effective potential
in such a calculation. The LA (or MAC) is virtually
the same for the lepton and quark cases. The effec-
tive potential, however, reveals that for the LA solu-
tion the symmetric (massless) vacuum is a minimum
of the vacuum energy density in the lepton case and
a maximum in the quark case.

(4.24)

36( YfL YfR )2 gB4

[

The form Q=wom f4 requires some explanation.
The original Lagrangian has only dimensionless
parameters g4,8p; and we are calculating (), which
has dimensions (E)*. In a higher-order calculation
renormalization would be required, and the renor-
malization point would set the scale, replacing one
of the initial dimensionless parameters through di-
mensional transmutation. The present calculation
of Q goes through the two-loop level and leading or-
der in g2, which is the lowest order at which DSB
can occur and which does not require a subtraction
procedure. Consequently, an energy scale is not pro-
vided by renormalization, and one of the dynamical-
ly generated masses must serve this purpose and
cannot be determined in the present calculation.

It is worth noting that the Abelian approximation
is not just of academic interest. In the context of a
renormalizable nonlocal nonpolynomial effective
Lagrangian, Cornwall'? has argued that the gauge-
boson loop graphs which contribute to
Qg4 =034 +Q44 must vanish to leading order. In
that case the full effective potential reduces to the
Abelian approximation, Eq. (4.22).
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C. Non-Abelian terms and the full

Finally, we confront the non-Abelian terms aris-
ing from the graphs of Figs. 1(a) and (1b). The
equation(s) for the effective potential, (4.4) and (4.5),
used the perturbative vertices only (the Hartree-Fock
approximation). This is justified in ¥y, where the
Goldstone pole part of the vertex does not contrib-
ute in the Landau gauge. The same is not true for
V34+V44. The Goldstone pole parts of the vertices
can contribute to these non-Abelian graphs even in
the Landau gauge. To obtain the nonperturbative
vertices would require derivation of the appropriate
Ward-Takahashi identities and construction and use]

of triple and quartic vector vertices satisfying these
identities, for all g, not just g—0. We have not done
this and, consequently, we cannot verify the argu-
ment of Ref. 12, that the non-Abelian terms
Qng =034 +Q4, do not contribute to Q to leading
order. Since this point has yet to be verified by a
full gauge-invariant calculation, it may be useful to
determine the effect of such terms if they do not
vanish. We shall use the Hartree-Fock approxima-
tion to calculate Qy,. The perturbative vertices
should be sufficient for extracting qualitative
features arising from the non-Abelian terms (if they
do contribute). The quartic coupling graph is given
by

1d"k
)= 2 d—(k——)z;i[AI;V,,(kn[A:VV(kz)JrzsinZGA;v(kz)JrzcosZOA;v(kz)]
—3DE (kDY (k) — Ak A% )+ 2 8in*0AL" () +2 cos0A (ky)]
+3D,, (k| )D*(k,)} (4.26)
which upon substitution of (4.1) becomes
NG gA f d"k,d"k, (k1°k,)? #(1) 7(2) 2 cos264(2)
Qug=— 2 - 27 2 2 2 2
(27) " kl k2 [k] — T 1)] k2 —m(2) k2 —§(2)
dnkldnkz (klk
pf 2T 2 gy L2 k2]
+e [ = [ pTae )[ 2—m(1]
7(1) 2 (1) 0089 A 2 4.27)
— ] (1)+8(2) .
2 —a@ T Y T TR

The first integral is convergent for n =4. In the second integral the sin0 term does not contribute to O (1/g 2),
The first and last terms do contribute and require regularization, (B14). Upon performing the integrations, the
second integral is found to be —2 times the first. The result for Q44 is

2 2
Q=284 Ta my +2005° 06, (4.28)
2 gp* Yor Yor b Yor Yor
For the cubic coupling graph
Q(n) a)(")+co(”)+w(")
_ B AR Tkadhs e KSKPLp1,2,3)
@y = 2 f (277_)2” 3 1 2/ R 1L gB\ 154 ’
. 2 n n n
o _ 84~ ¢ dadTkad Ry o KKBLLp(1,3,2)
(00) ) f (27’_)2” 3 1 2/ 1L g\ 159y (429)

Lop(1,2,3) = [AR(DAwag(2)dy5(3)+ AR(1)d 45(2)A yryo(3)+d (DA wag2)A pys(3)—3D™(1)D o5 2)Dys(3)]

dP¥(i)=sin®0A}" (i) + cos?0AR(i) ,
d"k d”kzd "k 3
M= —ig, f

x k‘fkl[A{y (1)Apas(2)dgy(3)

—————8"k3—ky—ky)

F AR 45(2)A g 3) +d7(1)A pras( 2)A rp(3)— 3D™(1)D 5(2)D g, (3)] -
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From symmetry, @™ and 3" are equal. Consider only . Substituting explicit forms for the propagators, it
becomes
(kyky)?

po2 (kyky)?
1 k32

, .
w(zn)=_gL(27T)—2"f d"kd"k,d" k8™ k3 —ky—k;) 2 2
2 kl k2

X {sin®0[S (W, W,y)+S (W,y,W)+S (v, W, W)]
+cos’0[C(W,W,Z)+C(W,Z,W)+C(Z,W,W)]} ,

S(W,W,y)={[k*—m(1)][k2—m(2)]k3} " A1) +7(2) —A(1)F(2)] , (4.30)
C(W,W,Z)={[k*—m(1)][k2—m(2)][k;>—£(3)]} !
X[A(1)+7(2)+E3)—A(DAR(2) —R(1EB) —A(2)E(3)] .
All the C’s and S’s are proportional to an expression of the form
{EM%)EM M)
i] |

The integral of the Y, »j parts of the integrand is convergent for n =4, whereas the >,; part must be regular-
ized. Using (B14), we find that

3 M) -3 MAOMAG) |-+ 3 MAOMY) . 4.31)
i is£j i]
The isj terms which arise in the regularization of the 2,1@ %(i) integrals require further regularization, but

can be shown to be nonleading for g2—+0, allowing us to write (4.31).
For n =4, therefore,

2 2 2
84 _ (kl'k3) (kl'kz)
3= — =7 (2m) $ [ d*k,d%, [klz———k?— k—lzk—z-z—}
X {sin?0[S" (W, W,y)+S"(W,y, W)+S'(y, W, W)]
+cos?0[C' (W, W,Z)+C"(W,Z,W)+C(Z,W,W)]} ,
S(W,W,p)={[k*—m(D][k,>—m(2)]k3*} "' R1DA(2) , 4.32)
C'(W,W,Z)={[k2—m(D)][k>—m(2)][ k32— E3)]} " [H(DR2)+2(1DEB) +7(2)E(3)] .

That can be evaluated using Appendix B, (B28)—(B39),
w0y =984{ S (mr,m) + [ L (1,8) + L (&,7)]cos?6)

T, p +2 cos?0
=lg—— : Tot2eo06 433)
2g Yo Yar 5 Ypr Yir
For w3, regularization yields
(o3=g42[sin20(f1 +J2+J3)+00529(j4+fs+j6)] N
kikykyk (kyky)?
i =2m) 8 [ d%1d*kad k84 ky +hy —ky)— 2 |12y,
ks ki%k,
(4.34)

A =S"W,W,y), Ay=S"W,y,W), A;=S"(y,W, W),
A =C'(W,W,Z), As=C'(W,Z,W), A¢=C'(Z,W,W).
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The .#; can all be written in terms of integrals in Appendix B, (B40)—(B45), and all vanish to leading order.
Consequently, w3 vanishes, and

842 T mp +2 cos?08,

Q3A =2w2= -
g5t S YarYor § Ypr Yir

(4.35)

Combining this result with that for Q,,, (4.28), yields

2 2
5 84 T, T +2 cos“0&,
Qyi=—— . (4.36)
M2 gs* ? Yo Yor % YL Yor

The full effective potential would then be
85 0 =gp*(Qyin+ Qyy +Qyy)

__2 ma4 +l 27,y + 64l
S YuYar  * 5 Yo Yar+ Yoo Yor
2
1
——cot29 (27 +sec?6E)
% YaLYaR (Yo Yor +Yor Yor)  ° b
4 2
16 'ﬂ'b+2008 0§b
23 0,(0, — I} ———+ 2 cot?0 (4.37)
} ? GG (Y YR 2 YLYaR b Ypr Yir

With Q(m,%m,,&,) in hand, we can consider two types of questions. For the one-doublet case, we can see
how much of the LA surv1ves in the presence of Qy,. For other numbers of fermions, we can consider wheth-
er the minimum of Q(m,%,,¢,) corresponds to broken (nonzero masses) or unbroken symmetry (zero masses).
If there are two or more fermion doublets, there will be residual Goldstone bosons if the symmetry breaks, and
these are not included in our calculation of Q. Consequently, (>0 for nonzero masses does not necessarily
mean the symmetry is unbroken. On the other hand, Q <0 for nonzero masses is sufficient for DSB, since

Q(true) < Q(test). (There has been recent work on inclusion of bound-state effects in the effective potential,

but the methods are still in the development stage.)

1 16,22

We first address the one-doublet plus one-singlet case. () reduces to

Mf4 ﬁQf(Qf—If:‘) _

1

2 4 4
Q(1 doublet) = My " +M3")
B YuYm |3 YuYm A Y 7 F
2 2 2 2 2
m My “(My*“+2cos“0M,*)
— eot——L—— (2My* +5ecPOM ) + S ot ————2 ———— = (4.38)
(Y Ypg) (Y Ypg)

Minimizing Q with respect to Mz and My, yields
(5+ YfL YfR tanZG)MW2+5 COSZQMZZZ %mfz ’
| (4.39)
10c0s?0M >+ Yy Yyg tan®0M 52 = sec’0m 2.

Comparison with (3.23) or (4.23) shows that the
non-Abelian terms have destroyed all the attractive
features of the LA results. Noting that each term in
(4.39) is positive, we see that it requires vector
masses which are much smaller than the fermion
mass and, furthermore, My2/Mz*£cos?0. In addi-
tion, when the solutions to (4.39) are substituted into
Q, one finds Q=om f4, o >0 for sin?0=0.22. Since
for one doublet plus one singlet there are no physical
Goldstone bosons, we can conclude that the symme-

try does not break, for either quark or lepton quan-
tum numbers. These results depend on use of the
Hartree-Fock approximation for the three-vector
and four-vector vertices. Inclusion of nonperturba-
tive effects in these vertices could change details like
coefficients in (4.39) or even whether () is positive or
negative for a given vallue of sin’0. However, in or-
der to regain the J =+ breaking and other LA re-
sults, Q34 + Q4 would have to vanish. In that case,
one is back to the Abelian approximation of the
preceding subsection.

Turning to the question of whether we can find
cases for which DSB does occur in the presence of
Qpn4, the answer is yes. For example, for a color
triplet of quark doublets plus accompanying right-
handed singlets, Q(test) < Q(sym)=0 for
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sin%0 <0.17. Such a theory has nothing to do with
reality (it would have massless Goldstone bosons),
and furthermore our test functions may not be the
true propagators of the theory. Nevertheless, since
Q(true) < Q(test) and Ql(test) < Q(sym), we have
found a case in which SU(2)XU(1) does break
dynamically. We have also found other cases for
which DSB occurs, but none is any closer to reality
and so we shall not pursue the matter.

V. DISCUSSION

A. Results

As stated in the Introduction, there are funda-
mental problems which prevent us from construct-
ing a realistic model. Nevertheless, from the models
we have considered we are able to distill features of
DSB which we believe will be relevant to realistic
applications and which are not generally appreciat-
ed.

The LA is consistent with the standard model in
most respects. The 43 and B fields mix in the usual
way to form the y and Z°, and the ratio of W to Z
masses is “correct.” The vector masses are related
to (and larger than) the fermion masses. One pe-
culiar feature is that fermions with Y; Yz <0 do not
acquire mass, where Yx(Y}) is the hypercharge of
the right- (left-) handed fermion. Thus not only
neutrinos but also I°= —  quarks remain massless.
All these features can be understood in the frame-
work of the most-attractive-channel hypothesis.

When the effective potential is calculated as a
function of the physical masses and then minimized,
we find that the LA results can be drastically altered
by the inclusion of nonlinear effects, in particular by
the contribution to the effective potential of the vac-
uum graphs involving only the SU(2) gauge bosons.
Provided these graphs do not vanish when the full
nonperturbative vertices are used, we can extract
qualitative features of these non-Abelian effects
from the Hartree-Fock approximation. As in the
calculation of the B function for the running cou-
pling constant, the vector loops enter with the oppo-
site sign of the fermion loops and consequently tend
to preserve or restore the symmetry. For a given
choice of fermions the vector loops greatly reduce
(or eliminate entirely) the range of sin%0 for which
the symmetry breaks and lead to entirely different
mass ratios than those obtained in the LA. For
cases in whlch the symmetry breaks, we no longer
have I = breaking (My /Mz5cos6), and the vec-
tor mass&s are much smaller than the fermion
masses.

It is, however, likely that the vector loops do van-
ish when the full nonperturbative vertices are used.

Besides the arguments already mentioned,'>?* it
would be consistent with the fact that in a Bethe-
Salpeter approach to DSB for a simple non-Abelian
gauge group, the vector self-couplings can be shown
not to contribute to mass generation.”* (They could
still contribute to the effective potential, and so the
Bethe-Salpeter results are suggestive at most.) If the
vector loops do vanish to leading order, the effective
potential reduces to the Abelian approximation.
The mass ratios of the LA would then be repro-
duced (at least in simple cases) by finding the ex-
tremum of the effective potential, but whether the
symmetry broke would depend on the fermions—
e.g., for a given sinf and one fermion left-handed
doublet, DSB could occur if the fermions were
quarks, and not occur if they were leptons.

Therefore, regardless of the fate of the vector
loops, whether DSB occurs at all depends crucially
on how many fermions the model contains and what
are their quantum numbers. The obvious moral is
that the LA (or similar approximations) gives no in-
dication whether the symmetry breaks—beyond not-
ing that it does not break if there is no attractive
force; one needs to look at the effective potential to
tell whether symmetry breaking does occur.

B. Critique

Having asserted the inadequacy of the LA, how
reliable do we consider the present results? The ef-
fective potential was calculated to the two-loop level
and then in the variational calculation only the lead-
ing terms in g*(~ 1/g?) were retained. The approxi-
mation of keeping only the most singular term as
g2—0 is justified. Neglected terms are suppressed
by a factor of (3g2Y, Yg /327%)~ 1073 times possi-
ble logarithms of ratios of masses squared. It is true
that we have not shown that the next order in g2 is
free of divergences. To that extent an act of faith is
required, that nothing too pathological occurs.

Use of the loop expansion is also quite safe.
There is a potential problem when deriving nonper-
turbative results as we have done, that the usual per-
turbative ordering of the loop expansion could be
destroyed. An N-loop graph will have an explicit
gZ(N =1 (for cubic mteractlons), but each loop in-
tegral could lead to an 7, ' 1/g2, cf. Q ov and Qpy.
However, Cornwall and Shellard23 have shown (for
Abelian theories and argued it for non-Abelian
theories as well) that in fact the N-loop graphs
which would lead to " are not two-particle-
irreducible for N >2, and therefore graphs with
three or more loops cannot contribute to the singular
part of . The proof was done for nonvanishing
bare mass, and therefore it is not directly applicable.
However, since a nondynamical fermion mass will
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not change the ultraviolet behavior of the loop in-
tegrals, we expect the result to hold in the presence
of massless fermions also. They may make a hope-
less morass of the infrared behavior, but the singular
contribution to () originates in the region where all
loop momenta are very large, and so it should escape
unscathed. If that is the case, we have calculated all
1/g? contributions to Q.

The momentum dependence of the coupling con-
stants has been ignored. Because only gy enters into
the generation of the fermion mass in the LA, the
momentum dependence of g,% should not be impor-
tant.?> Use of a constant Abelian coupling constant
is standard (and necessary). It has been shown that
renormalization-group effects prevent DSB in a sim-
ple Abelian theory.?* A justification for such an ap-
proximation can be constructed on the basis of the
very slow variation of the coupling constants in
SU(2) X U(1) up to around 106 GeV, at which point
other interactions could come to the rescue in the
tradition of deus ex machina. This is hardly satisfy-
ing, but appears to be the best one can do.

The major loophole in the calculation is the ques-
tion of gauge-invariant vertices for the triple and
quartic vector couplings. General arguments indi-
cate that the relevant graphs will not contribute to
the effective potential when the full vertices includ-
ing nonperturbative corrections are used. If con-
firmed, that would reduce the full effective potential
to the Abelian approximation. The LA mass rela-
tions would be unchanged, and Q,, would deter-
mine whether the symmetry breaks, DSB would
occur for a number of simple (interesting) cases. If
Q34 and Q4 do contribute to €, then one loses
1 =% breaking and the LA mass ratios, and the
range of parameters for which DSB occurs is greatly
reduced.

C. Outlook

We have encountered significant problems which
have prevented construction of a realistic model
with DSB within SU(2)XU(1). The fundamental
problem, which indicates that such a model may not
even be feasible, is the presence of Goldstone bosons
from chiral symmetry breaking if we require a real-
istic fermion spectrum. There is also the technical
problem of deriving and using multivector vertices
which satisfy the Ward-Takahashi identities in the
presence of DSB. Lurking in the background are
questions of renormalization-group effects, behavior
of higher orders, . . ..

Despite these difficulties, prospects for practical
applications of this DSB formalism are not entirely
bleak. In theories other than SU(2) X U(1), it may be
that the interesting fermion representations do not

require “extra” Goldstone bosons (and are amenable
to the weak-coupling approach we have used). In
that case, it would be worthwhile to try to overcome
the technical problems and attempt a realistic calcu-
lation. Even for SU(2) X U(1) the issue is not entire-
ly closed. For one thing, it is far from certain that
quarks and leptons are fundamental. If they are not,
then it is the preon representations and quantum
numbers that are relevant and not those of quarks
and leptons, as considered here. Another possibility
is that the inclusion of other interactions could
ameliorate some of the difficulties present when
SU(2) X U(1) is treated in isolation.

To summarize, then, Goldstone bosons pose a
basic problem. Even in their absence, there are
grave potential difficulties. It is very important to
confirm that the vector loop graphs can be neglect-
ed. If present, they ruin the “good” mass ratios and
tend to prevent DSB. The choice of fermion repre-
sentations is crucial in determining whether DSB
occurs. On balance, a realistic model for DSB in
SU(2) x U(1) looks improbable, but perhaps not yet
entirely hopeless.
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APPENDIX A:
V AS THE EFFECTIVE POTENTIAL

That the usual effective potential V' (¢) is the vac-
uum energy density was proved by Symanzik.?®
CJT adapted the more accessible version of Cole-
man’> to show that ¥[¢,G] is the energy density for
static sources (though in their DSB calculation they
did use nonstatic sources). We wish to extend that
treatment to nonstatic sources which are invariant
under time translations.

The outline of the problem is as follows. Given a
Hamiltonian H, we wish to find the state |¢)
which minimizes the expectation value (¢ |H | ¢),
subject to the constraints (¢ |¢¥)=1, and
G (x,x +2z)=(¢ | D(x)®(x +z)|¢) is independent
of time x,. In order not to clutter things up with ir-
relevant details, we shall ignore noncomposite opera-
tors, assume spinless particles, and impose the first
constraint by hand. Using Lagrange multipliers to
impose the second constraint, we have
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Mingue (¥ | H | )} =min [(1/; 'H—{——;-f d’x d*2[D(R+7Z,x0+20) X (2)D(x)

DR 47, tg+20) (2D, 10)] [¢> | (A1)

On the other hand, for space-time-translationally invariant sources, we have

[[Gl=—VIG] [ d*x =Z[¥]—7 [ d*x d*2 ()G (x +2,x) . (A2)

Therefore, if we can show that

Z[ﬁf]z_fdxo<¢ iH—%f d3x d“z¢(i’+2,to+xo)zf(z)q>(‘i,t0)1:/;)

=— [dxo(y|H'|9),

then we will have shown that minimizing V[G] is
equivalent to minimizing (¢ | H | ¢¥) subject to the
desired constraint.  The standard way to show this is
to note that the vacuum-to-vacuum amplitude in the
presence of sources is given by

#0,7/2|0,—7/2) y=eZ1¥] (A4)

where 7 is the time over which the sources act
(7— ). In addition, of course,

0,7/210,—7/2) 5= 40,7/2 | e THT|0,7/2) 4
___e—irE(.Zf) , (A5)

for sources which are local in time. Banks and
Raby!* made the point that for nonlocal sources
%, H' will have explicit time dependence in the
Schrodinger representation, and there will not be
stationary states of H', preventing us from identify-
ing Z[#'] with [dxo( —H').

To appreciate this better, and to seek a way to cir-
cumvent it, let us consider a simple quantum-
mechanical system consisting of a single harmonic
oscillator at one point in space, in the presence of a
source which is nonlocal in time. The role of the
field operator @ is played by the oscillator displace-
ment x, and so we consider the Hamiltonian
H'=H,—7", where H, is the simple harmonic-
oscillator Hamiltonian, and 7" is defined by
|

0Ly, (=7 (OB, (0

(A3)

—
(B(ty) | 7| W(ty))

=21 [ dx [ di'Re[K (')p*(t0,%)
XxWP(to+1t',x)] . (A6)

Hermiticity is most convenientlyensured by defining
7~ by its matrix elements; certain things are just
more cumbersome in quantum mechanics than in
relativistic field theory. The parameter A is dis-
played explicitly because our interest lies in the
neighborhood of the extremum (7" ~K
~8V /8G =0) and we therefore need only treat low
orders in A. As promised, 7~ and consequently H’
have explicit time dependence. We then search for
states | ¥) such that

(o
forall |®). Letting

b5, 0)=F (Dhn(x) ,
¢(x,t)=2 ¢j(t)hj(X) , (A8)
J

i%"P>=(<I>|H’|‘I/) (A7)

Hyh,(x)=E,h,(x),

we obtain

—2ARe [£*(0) [ dt'K () {(n +5 W'+ 0+ 5[(n + 1)(n +2)]24h, 4ot +1)

+50n(n =D, ot +20]%) | . (A9)

We then expand ¥, (¢) about A=0,
Ua (=3 PPOA
i

(A10)
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and consider the case where the oscillator was in the unperturbed ground state at some time

t*, Y(x,t*)=1Yo(t*)h

1/)(0)(t) =‘¢&0)(t) —e —lEo(t—t‘) ,
but
if*(t%r/z&‘ At)=f*(DEod§ (1) —Rel /* (e ™70 "
RE)=[7 drkne ™" .
We therefore need K(Eq)=0 if we are to have a sta-
tionary state. If K(E;)=0, then

—iEy(t —t*%)

6 (t)=Core
o, (A12)

and we can obtain a similar result for 1/1‘2) There-

fore
P(x,t)=ho(x)exp[ —iEy(t —t*)]

satisfies Eq. (A7) up to terms of order A’ for all ®,
if K(Ey;)=0. It then follows that Eq. (AS) does
hold in this case,

(W(7/2) | W(—7/2)) =(W(7/2) | e "H'T | W(7/2))

__,—IiTE(K)
=e” ", (A13)

E(K)=(W(t)|H'|¥(t)) =E, .

Consequently, the identification of V[G] as the ef-
fective potential does go through if we restrict our-
selves to sources which satisfy K(Ey)=0.

What does this result mean? For the quantum-
mechanical case it means that if the source has no
Fourier component of the oscillator’s fundamental
frequency, then the ground state remains a station-
ary state with energy unchanged.”’ In the quantum
field-theoretic generalization of this, it is not im-
mediately obvious what should correspond to Ej,
but we shall see that it does not matter.

To understand the effect of restricting ourselves

to only a certain class of sources [K(E,)=0], we re-
call that, Eq. (2.15b),
|
SV[G,A] _ SV[G,A]
8G(P) |gacewarana) 98B |gra)aca)
_ SV [G,A]
8A45(p)
G(LA),A(LA)

to leading order in g2, for all values of the parame-
ters mg,m,,6,.  Therefore, for the sources
Ky,Kp,K, 5, we ensured that K(E;)=0 when we

. From Eq. (A10), we then obtain

K(Ey)],

(A1)

8C[G]

K(xy)=5 8V[G]

G(x,y)  8G(x,p)

The condition on K, therefore, means that we mini-
mize V by varying G, but consider only those G such
that

SV[G] —lEOzO
S dns e =0. (A15)

We obviously risk overlooking the true minimum in
this manner, but the risk may not be too great—it is,
in fact, related to the risk taken in choosing test
functions for the variational calculation. If we set
out to minimize V'[G] we wish to choose functional
forms for the propagators which satisfy the DS
equations

(A14)

V1G] o, (A16)
8G; |6,=9,(ap)

where the &; are the test functions and the a; are
the parameters upon which the &; depend. But
(A16) may be satisfied for a range of «;, say
a;€(a;,a; +8;), and the preferred values for the «;
(=af) must then be determined by minimizing
V(9(a;)]=V(a;). Since ajela;,a;+8;), Y(a;)
must satisfy Eq. (A16) in a neighborhood of «j, and
therefore (A15) is obviously satisfied and the func-
tion ¥ (a;) which we are minimizing is the vacuum
energy density. We then note that our test func-
tions, Gy (m;), do satisfy Eq. (A16)—at least in the
Abelian sector. In particular, if we use Eq. (4.1) in
Eq. (3.1), we find

=0, (A17)

r
chose to use the LA results as test functions.

The question of K4 and the non-Abelian sector is
not so clean, unfortunately. Equations (4.1a)—(4.1d)
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do not satisfy Egs. (3.1d) and (3.le). The failure Using ,u,,(k)——-ma(—kz/maz)_r“ and going over to

looks suspiciously like a consequence of the gauge Euclidean space,

noninvariance of the vertices in the presence of vec- i —n,

tor masses, and this suspicion is strengthened when oll)= —ma f dz 1

we note that if gauge invariance does lead to the 2+

vector loop graphs being absent from (), then they _ i m! B(2—Ir,,Ir,) (B2)

also do not contribute to the DS equations to leading
order. In that case the LA solutions do satisfy
8V[G,A]/8A 4(p)=0, and the K4(E,)=0 constraint AP 2
has also already been imposed by our choice of vari- 7a=38p" Yar Yor /(6477),
ational test functions. i m}
Il )__ —_—. (B3)
31 gp*Yor Yar
This result differs from the ! =4 result of Ref. 8(a),
but they have used the incorrect approximation

where B(x,y) is the Euler 8 function. For small

APPENDIX B: INTEGRALS

This appendix is devoted to results for various in-
tegrals encountered in the calculation. Because of
the momentum dependence in the mass, there are a f d*ku(k)f (k)~m? f d*ku(k)f (k) .
few departures from standard results, particularly in
regularizing integrals which would be divergent in
four dimensions. We shall evaluate a few represen-
tative integrals in detail as illustrations. For the

The first integral encountered which requires reg-
ularization is

remaining integrals we merely tabulate the results. 2k)
. . . . d"k Ha
The one convergent (in four dimensions) integral I(n,a)= f —In |1— 2
which recurs throughout the calculation, appearing (2m)
first in the LA, is 1 s
L= [ Kk, 20T~ ) = 20 Ud Q]Il("’“) - B
0 (277_)4 a ’
I>0. (BD Integrating by parts in the usual manner yields
J
2
o (k)
1(na)———fdk0kofd|k] |k|" o d [ln 1_,uk2
2
- - o (k) - Ak
—1[ako [d|K| K] |(n—2)|K[*~mn [1—Fe +|k{"‘2d[‘%l In 1_”k(2 ) J
(BS)
Using the explicit form for p,%(k) and regrouping,
2
~ = o inls Mo (K)
I(na)=— ) [ dkod | K| | K| e (B6)
and therefore
2
Ha“(k)
I(n, a)———(l 2r,) . B7
+2rg f k2 'uaZ(k) (B7)

The integral on the right-hand side of (B7) is still not convergent for n =4. We proceed as above and obtain

d%  paik) 2(1+42r,) d"k o (k)
I,(n,a)= = . B8
2E= o K Ak) | n—2—ar, I Gy K — XK B8)
The right-hand side of (B8) is well behaved for n =4; and so, defining I;(a)=I;(n =4,a),
14+2r, ~ d'% ta*(k)

I (a)= ’
2 1-2r, I 2m)* [K2—p 2K

142r, (B9)

I(a)=— I(a) .
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The remaining integral is equal to Iy(! =4) for small r,,

~Iy(l=4), (B10)

li d*k __ Ha'k) _J d'k _ Ka'k) pa’(k)
Qm* [K2—p X0 Y 2m* Kk —p k)] k2—p (k)

since the second term in brackets leads to a convergent integral even for r, =0. Therefore, for small r,,

h@a— i i ————m"4
@)~ —————— P .
6 g5 Yy Yo 3 g5°Yor Yop (1Y
A large number of the two-loop integrals encountered are of the form
I9G,j,k;a,b,¢;0,8,7)= [ d"k1d"k,Fk o, |
Ak apy =il )k kg kg ks Viky ey [ (K )2k )k s D)k 2 — )% ey = )P k32— ~Y . (B1)

k3=k1+k2 ’

where the subscript on the 7’s in the denominator represents both the flavor and momentum subscripts,
m=m(k,). Integrating by parts and assuming r, is small,

s 1. . _ __1_ d d
I (i, ksab,c;0,B,y)=— -~ [ d"k,d, klﬂm+k2” T Fi .5
2
=—lfd"k A"k FiE. op, |20 +2j +2k —2a —2b 2 _2a—F1
n abc ;aBy 12—771
28 ke’ ks’ (B13)
B k22—-1TZ yk32—7T3 '
Writing k?/(k?—m)=1+/(k®—1) and regrouping, we obtain
(")(l,],k a,b,c;o,By)=(n+i+j+k—a—b—c—a—B—y)"!
L. T m T3
X | d™d"k,Flk .5, | + (B14)
f 14 ko Fabeiapy |07 5 +Bk22~172 7k32_77_3
In the calculation of vector masses in the LA, we must evaluate
_—zfdaf )4,ua (K[k2+a(l—a)p?—p2k)] 2. (B15)
Going to Euclidean space and letting x =k /m,,
2 2\~ | .2 p* -
M,“(p)=m, x*t+a(l—a)+—+1
a
myg 2 =27,
=7 B2~ 2r,,2r,) [ da |all1—a )J;—+1 (B16)

For large p and small r,,

—2r,
M, (p)~—7 2 mg? 1’22 , (B17)
385" Yar Yor
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where we recall that p? is a Euclidean momentum here. For p?=0, M,%(p) is of the form I(I =2) of (B1) plus

nonsingular terms.
Other integrals needed in the LA treatment of vector masses are

d"k
27)"
4 f d"k

T n—4

IP@=[ [k +a(l—a)p?—p, Xk)] 2

[a(1—a)p? — (1427 ) 2K [k 2 +a(1 —a)p? —p X (k)] 3,
)" (B18)

[ L ok — kg2 4 a1 —ap?—p, (k)] 2
27"

=g"a(1—a)p P (a)—gh¥ "

4r, n
1+ ]f (Z#I;"uaz(k)[k2+a(l—a)pz-p.az(k)]‘z.

Integrals arising in the evaluation of {, include

d*k,d*k,d*k
f__1_(2;528—384(161—kz*—k:;)kl-kzﬁ,i(1)7?-(3){[](12_”‘12(1)]k22[k32_7r(3)]}_1

2

4 mg Tp
= , (B19)
9384 Yor Yor % Yo Yor + Yor Yer
d*k,d*k,d*k
f 1(27)23 384(k1_kz—k3)k1'k3k2'k3ﬁa2(1)1/7\'(3){[klz_‘ua2(1)]k22[k32__77.(3)]k32}—1
2
1 mg, T
= , (B20)
9g3* Yar Yar % Yo Yor + Yor Yir
d*k,d*k,d*k Ko kakok
[ =Gy Bl ko ko A DR) ks 42 13322—3 ([ki®—pa (DS —pa*(2) T2
-1 %0, @)
8B
d'kd'k, 4 m? |2
— 5 Ha (Vg ) [k —p 2D Pk —p(2)](k -l— e
f (27T)8 'ua( )[La( ){[ 1 ‘u'a( )][ 2 ,u'a( )]( 1+k2)} 9834 YaLYaR ’ (B22)
d"k,d"k, . . 2
J Wua(l)uam[[kl — 1 Dk —p M) [ ey + k)2 —E(1+42)]) !
SO L . . b L (B23)
9884 Yor Yor 9gB"' Yor Yor % Yar Yog + Y Yz ’
d*kd*k
f F M 2‘[Ja(l)ﬂa(Z)g(1+2){[k12_‘ua2(1)][k22_#a2(2)][(k1+k2)2__§(1+2)]2}_1

(27)8

2
4 mg gb
=— , (B24)
9g5* Yo Yar % Yor Yor + Yo Vg

where (B23) required regularization.
For Q4 the finite integral is

Ta 93

Py 2 - 3
ALk =Dl = m )N} 7 =5 3, o

f d*k,d*k, (kqky)?
(271.)8 k12k22

Yor % Yy Yor

(B25)
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For the integrals in the evaluation of Q3,4, we introduce some notation. Let

A (X1, X, X)) =[(k2 =X )k =X, ) (ks —X3)] "X, X;

d*kd*k,d*%; _, (B26)
J == 8kt —ka)f (ke ky ka)=11F (ke Kaska)]
where the X ’s can be 7, §, or O, (W,Z,y), where 7; =m(k;), and Where)?,-=X,- /k;2. Thus, for example,
d*kd*k,d %k -
Ik (W,7,2)]= [ ——la—)zs—sﬁ"'(kl+k2—k3)k,21’?(k1)§(k3) [k 2=k D2y —E(k3 )"
T
(B27)
Then the integrals of (3, can all be written in terms of
Ik ’Ap(X1,X5,X3)]=—45(X1,X;) , (B28)
(kyky)?
I ——lk—%—An(Xl,Xz,Xﬁ]=—f(X1,X2), (B29)
2
(kyk3)?
1 —}{—fAn(Xl,Xz,Xs)]=—4ﬂxl,xz), (B30)
3
p|Fkakiks? | oz F(Xy,X
W n(X,X5,Z3) |=—-F(X,X,), (B31)
I[k’A13(X1,X5,X;3)]=—45(X1,X3) , (B32)
(kl’k2)2
I "_kz—Als(Xl,Xz’Xz) =—47(X,X3), (B33) -
2
(kyks)?
I ~—‘k23—A13<X1,X2,X3>]=—f<x1,xs>, (B34)
3
g |kakiks? Xy |=—2xX
k12k22k32 13X ,X5,X3) | =—F(X,X3), (B35)
Ik 2 423(X1,X5,X3)]= —4[ S (X3, X3)+ 7 (X3,X,] , (B36)
(kl‘k2)2
I TA23(X1,X2,X3) =—4y(X2,X3)—y(X3,X2) ) (B37)
2
(ky-k3)?
1 —;c 23 A23(X1»X2,X3)]=—.5”(X2,X3)——4Y(X3,X2), (B38)
3
(kl‘kzkl‘k3)2
I k 2k 2k 2 A23(X1’X2,X3) =—y(X2,X3)—y(X3,X2) N (B39)
17K2°K3
kl‘kzkl‘k3
1 —7—'2—A12(X1,X2,X3) =07 (B40)
3
(kyky)’ky ks
I|————FA4,(X,X,,X5) |=0, B41
k12k22k32 12( 1,42 3) ( )
kikayky ks
I _kz_“An(Xl,Xz,Xs) =—-S(X1,X3), (B42)
3
(kyky)kyk
1 Ilclzlzczzklﬁ 3A13(X1,X2,X3) l=—f(X,,X3) , (B43)
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kyikykik;
=7 AnXnX5,X3) | = +3500,X;),
3
[(kl‘kz)skl'k3

Ay (X1,X2,X3)
k12k22k32 23\A 142,43

where
1 1

=+35(X,,X3) ,

(B44)

(B45)

1
y(X,,X1)= _—42Xianb
9gB a,b

and only the most singular term (1/gz* is given.

Yor Yor Yor Yor + Yo Yir

, X;=m, & or0, (B46)
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