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Analysis of deep-underground muons
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We compare results of Monte Carlo simulations to results from two deep-underground

muon experiments. The primary goal is to obtain information about chemical composition
of primary cosmic rays with energies around 10' —10" eV. We also check consistency of
the two experiments and study the transverse-momentum distribution of the parent muons.

I. INTRODUCTION

Recently reported data on near vertical muons ob-
served in the Homestake underground detector' can
be compared with muons under similar slant depths
but from large zenith angles. The latter data were
obtained some time ago at the shallower Utah
muon detector. The data sets overlap and comple-
ment each other also in the range of transverse mo-
menta explored, so the comparison of both sets of
results with a single calculation seems worthwhile.
The Utah data alone have been studied extensively
in earlier calculations of a similar type.

Rates of underground muons are sensitive to
models of the primary-cosmic-ray spectrum and
composition and to properties of hadronic interac-
tions. A number of experimental quantities give
useful constraints on the interaction model. First,
the muon flux can be studied at a given depth as a
function of zenith angle. This can be used to test
whether the data show the sec 8 dependence expect-
ed from muon production by decay of pions and
kaons. If detectable fractions of the muons ori-
ginate from rapidly decaying particles, such as
charmed mesons, it would add an isotropic com-
ponent to the sec 8 angular dependence.

A second experimental distribution for which the
predictions are sensitive to the interaction model is
the decoherence curve. For two "small" muon
detectors of areas A ~ and A2 with a rate of R coin-
cident events per unit time, the decoherence curve is
defined as D (r) =R /A &A 2, where r is the separation
between the two detectors (r is the separation per-
pendicular to the direction of the muons). Of
course, the decoherence curve can be measured in a
large position-sensitive detector by dividing the
detector into many "small" detectors (detectors with
smaller dimensions than the separation r and the
typical separations between the muons). The mean

separation of the pairs depends quite directly on the
mean transverse momentum of the parent mesons
and the distance from the detector to the production
point of the muon,

The normalization of the decoherence curve is
also of interest. It is sensitive to the spectrum and
composition of the primary cosmic rays. The pri-
mary composition has different effects on the muon
flux and the decoherence curve normalization. The
muon flux tends to be dominated by the proton part
of the primary composition, while the other nuclei,
if present, give very large contributions to the
decoherence curve.

A third type of data which is available is the rates
of events with n muons in a detector. These rates
depend on all the factors mentioned above which in-
fluence the normalization and mean separation of
the decoherence curve.

We present here a comparison between Monte
Carlo calculations and the data from Utah and
Homestake. In order to compare the results of the
two experiments, we focus on the data from Utah
which are at comparable slant depths to the vertical
data from Homestake. Because of the large zenith
angle, muons observed at Utah have traveled about
2.8 times as far as those at Homestake. Homestake
data thus tend to complement the Utah data because
large effective separations, which would not be con-
tained in the central Utah detector, can be seen in
the Homestake detector because distances are scaled
down by a factor of 2.8. There is also a region of
overlap between the two data sets. Moreover, the
data obtained with an outrigger detector extend the
Utah data to large distances, overlapping the full
range of the Homestake detector.

The plan of the paper is as follows: Section II de-
scribes the details of the simulation and models
used. A discussion of the extent to which possible
sources of prompt muons could contribute to the
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measured quantities is given in Sec. III. Section IV
deals with the lateral distribution of the muons and
Sec. V with the rates of multiple muons. A general
discussion and the conclusions are given in Sec. VI.
Our results allow us to study the sensitivity of the
various observables in underground muon experi-
ments to primary composition. With the present
data we are not, however, able to distinguish among
a range of reasonable primary compositions.

II. DESCRIPTION OF MODELS AND
THE SIMULATION

We consider two standard primary compositions,
which bracket a range of other reasonable possibili-
ties to be discussed later. They are the following:

(1) A low-energy (LE) composition with differen-
tial spectral index of 2.71 for all species and five
mass groups in the ratios

p:He:CNO:Mg:Fe = 1:0.035:0.0018:0.0005:0.000 15

at the same energy per nucleon.
(2} An extrapolation of the result of the Maryland

group in which the relative fraction of primary
heavy nuclei increases with energy. In this model
(MD), the iron-group nuclei have a spectral index of
2.36 and the other groups have an index of 2.71. On
a total energy per nucleus basis, the iron group make

up about 65% of the primaries above 2 PeV. For
consistency with the all-particle spectrum, we as-
sume that all components steepen to a differential
slope of 3 at 2 PeV.

The interaction model used assumed total inelas-
tic cross sections to increase with energy and energy
independence of the Feynman-x and pz distributions
of produced particles. The K/m ratio was assumed

1

to be —, and energy independent. The transverse-

momentum distribution for pions, integrated over x,
was of the form pT exp( —KpT), with pr in GeV/c.
The "seagull effect'* was incorporated, making (pT )
dependent on x. For x & 0.2 the exponent in the pz.
distribution was calculated to be 2pT/(x+ —,} while

for x & 0.2 we used a constant exponent of 4.44pT.
The simulation was performed in three stages.

The first one consisted of the cascade simulation it-
self: a three-dimensional Monte Carlo simulation of
atmospheric cascades where the energy and spatial
coordinates of every produced muon with energy
greater than 1.5 TeV were saved. This portion of
the program was run for protons with energy be-

tween 2 and 10000 TeV, divided into ten energy seg-
ments. The spectral index in each segment was 2.71
and the number of showers simulated per segment
was chosen to provide a sufficient number of muons.

In the second stage of the simulation the muons

produced in stage I were propagated through the

rest of the atmosphere as well as through the rock to
the detector level. The deflection in the Earth' s

magnetic field was added to the multiple-Coulomb-

scattering deflection which was calculated in depth
bins corresponding to 5% energy loss. The muon-

energy-. loss simulation took into account the pro-
cesses of e+e pair production, bremsstrahlung,
ionization loss, and muon nuclear interactions. The
output of the second stage consisted of the coordi-
nates of the muons surviving to the level of the
detector.

Stage III of the simulation procedure accounted
for the detector response to muons and calculated
observable values as rates of muons in the detector
with multiplicity n, separation distributions between

muon pairs, etc., for different primary-cosmic-ray
compositions and spectra. The compositions were
constructed through proper weighting of the energy
segments used in stage I, using superposition to
simulate muons generated by primary nuclei heavier
than protons.

Although the number of events generated per en-

ergy segment was carefully chosen to provide ap-
propriate statistics some calculated quantities still
have significant statistical errors. This applies espe-

cially to the normalization of the decoherence curve,
where the contribution of a single event of very high
multiplicity n weights heavily by producing
n (n —1)/2 pairs.

III. PROMPT MUONS

The muons produced by decay of charm and

higher flavors could be of significant importance for
the high-energy muon experiments if the production
cross section of charmed baryons in the fragmenta-
tion region is an appreciable fraction of the A pro-
duction as indicated by some experiments. Prompt
muons from leptonic decay of such particles would

be weighted heavily in the cosmic-ray experiments
with the steeply falling primary spectrum.

In our calculations we assumed that the charmed
baryon production is —, of the A production at

vs =25 GeV and that it has the same Feynman-x
dependence do/dx ~ (1—x). We took

o,h, (mb) =0.361n(s/80 GeV ),
with the argument of the logarithm motivated by
the assumed diffractive production. We also as-
sumed that the branching ratio 8& for a quark fla-
vor to emit a muon and muon neutrino is 10% and
called this set of assumptions model 1 for prompt-
muon production.

Model 2 has the same branching ratio of 8& ——0.1

and production cross section given by Eq. (1) below
s =4400 GeV and constant (0.7 mb) above. Model



1450 J. W. ELBERT, T. K. GAISSER, AND TODOR STANEV 27

)0

l

I

40

'o
Ol

)
E

LL

U
ggl
Ol

C
M

)0
I )0 )00

E„(Tev)

I

)000

FIG. 1. Comparison of the integral flux of ordinary
atomospheric muons (from m and K decays) with that of
prompt muons in three different models for production of
heavy Aavors.

3 has a production cross section as in model 2 but
8 =0.03.

Model 1 leads to a total 0.=6 mb in pp collisions
at 1000 TeV. This generous estimate can be as-
sumed to include some additional production of
heavier flavors at high energy. Model 3, alternative-

ly, represents a minimum background for prompt
muon production.

Figure 1 compares the integral muon energy spec-
trum at sea level of ordinary (m and E produced)
muons with the spectra of prompt muons produced
by the models described above. Prompt-muon pro-
duction will dominate above 10—100 TeV and could
play some role even in the experiments discussed
here.

The classic cosmic-ray prompt-muon experiment
examines the zenith angle dependence of high-
energy muons to look for an isotropic component I„,
superimposed on the background I„«of ordinary
muons from decay of pions and kaons. The latter is
proportional to sec 8, where 8 is the zenith angle of
the muon. The muon flux is given by I, +I„«sec 8
for 8&60'. Note that the background of ordinary
muons is suppressed at high energies as the decay
path gets longer.

In Fig. 2 we show a comparison of the fitted
values of I„/I„,„at different zenith angles as mea-
sured in the Utah experiment with the prediction of
models 1 and 3. The model predictions represent
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FIG. 2. Comparison of data to model estimates for
prompt to ordinary muons obtained from angular depen-
dence of the flux. Solid line shows model 1 and dashed
line model 3 for prompt muon production.

the ratio of prompt to total muon fluxes. The
present Homestake detector is not designed to mea-
sure angular distributions, but Fenyves et al. ' have
shown that the data are consistent with no isotropic
component for angles out to )45'. Comparison
with the models of Fig. 1 shows that the Homestake
data is also consistent with models 2 and 3 but is on
the verge of being inconsistent with model l.

Since a typical energy for muons to survive to a
slant depth of 4200 m water equivalent (m.w.e.) is
about 2.3 TeV, even in model 1 prompt muons are a
small part of the total flux of muons at this depth.
They could, however, play a bigger role in multiples,
which on average come from higher primary energy.
In Ref. 8 we estimated that for model 1 one in six
doubles includes a prompt muon, but this result de-
pends on the assumed composition. If the composi-
tion is low in heavy primaries then prompt muons
could be relatively more important since ordinary
multiples are produced preferentially by heavy nu-
clei. This estimate was for doubles only, neglecting
the significant effect of the finite detector. More-
over, correlations due to the fact that charm and
higher flavors are produced in pairs should be taken
into account.

IV. LATERAL DISTRIBUTIONS

It is conventional to parametrize the decoherence
function in the form exp( —r/ro). Table I gives the
resulting numbers for ro The exp.erimental values
of ro are about 1.5 times the calculated values. A
modification of the interaction model which could
produce this effect is the increase of all pT values by
a factor of 1.5. This brings ro into agreement with
the experimental value. It is also in good agreement
with results obtained in independent calculations
which were compared with the Utah data. ' The
scaling up ofpT by this factor is not the only way ro
could be increased. The effect of a high-pT tail
should also be considered.
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TABLE I. Calculated and measured decoherence values.

Experiment

Utah
Utah
Homestake

Depth

(g/cm~)

4000
4800
4400

(deg)

62.5
62.5
0

rp

(calc)

(m)

7.4
4.6
2.2

rp

(expt)

(m)

10.1
7.9
4.4

rp(expt)

rp(calc)

1.4
1.7
2.0

In Fig. 3 the calculated decoherence curves for
both MD and LE compositions, scaled by 1.5, are
compared to the experimental decoherence. The
shaded areas cover 1cr from the unexpanded
decoherence curve. The expansion by 1.5 is still not
sufficient to match the Homestake decoherence. It
is difficult to draw conclusions on the composition
from the normalization of the decoherence. It is ob-
vious, however, that our standard compositions are

limits for the relative amounts of protons and heavy
nuclei, which could fit the data.

V. RATES OF MULTIPLE-MUON EVENTS

To obtain the rates R„of events with exactly n

muons in the detector we have simulated the de-
tailed triggering and data collection characteristics
of the Homestake detector. In the Utah case we
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FIG. 3. Comparison between data and calculations for the decoherence curve. Shaded area shows results if the p& dis-

tribution measured at Fermilab and CERN ISR is used. The two lines show results when all distances are scaled up by a
factor of 1.5, corresponding to an increased p~. Dash-dot is for MD composition and dashed line is for LE composition.

(a) Utah, 4000 m.w.e., (b) Utah, 4800 m.w.e., and (c) Homestake vertical.
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sample events within the 8 m&10 m fiducial detec-
tor in terms of which the original data were present-
ed.

Accounting for the detector changes significantly
the character of the calculated muon flux. To illus-
trate this we show in Fig. 4 the relative rates of
muons of multiplicity n in an infinite detector at
Homestake level and in the Homestake detector it-
self in the case of the MD composition. The finite
detector sharply reduces the observed muon multi-
plicities. It also decreases the contribution of heavy
nuclei to the number of muon groups (as a result of
the wider spread of the latter in comparison with the
proton produced groups) and correspondingly in-
creases the average primary energy required for the
generation of a muon group. The first two lines of
each group in Table II give the average energy per
nucleon responsible for production of singles, dou-
bles, and triples an infinite detector as well in the
Homestake detector for proton and for iron pri-
maries for the MD composition. The next two lines

give corresponding values for the Utah detector at
both slant depths. The ratio of the contributions of
p and of Fe primaries R (p/Fe) to the total observed
rates of doubles and triples is also shown.

We find absolute trigger rates about 35% higher
than reported at Utah and about 20% below the
nominal result at Homestake. Overall rates depend
on absolute normalization of the primary spectrum
and on details of topography and rock density,
which are not yet fully folded into the Homestake
results. Moreover, the absolute geometrical accep-
tance of the Homestake detector is very difficult to

IO
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IO I
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FIG. 4. Calculated rates of multiple muons for 8=0'
at the Homestake depth for Ml3 composition. See Sec. II
for definitions. Solid line and points for an "infinite"
detector; dashed line and open points for the real detector.

calculate. We therefore consider this satisfactory
agreement.

In Tables III—V we compare simulation with data
for ratios of rates of multiples to rates of singles in
the detector. Results are shown for the unexpanded

TABLE II. Detector response (assuming MD composition). All lateral separations have
been scaled up by 1.5. Energies in this table are in TeV/nucleon.

Detector

Infinite
Homestake

Utah 4800 m.w.e.
Utah 4000 m.w.e.

Infinite
Homestake

Utah 4800 m.w.e.
Utah 4000 m.w.e.

(E)~ (TeV)

60
80

100
70

460
800

550
370

(E)F. (TeV)

Inclusive singles
20
40

50
30

Inclusive doubles
32

100

80
80

R (p/Fe)

13.5
7.7

10.3
9.0

0.73
0.63

0.94
1.00

Infinite
Homestake

Utah 4800 m.w.e.
Utah 4000 m.w.e.

1450
1900

700
420

Inclusive triples
53

170

180
125

0.025
0.28

0.35
0.28
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TABLE III. Comparison of simulations with data for ratios of rates of multiples, to rates
of singles in the detector. Utah, 4000 m.w.e. slant depth at 62.5' zenith angle.

Experiment
MD (00 detector)
MD
MD (expanded)
LE (expanded)
Y2 (expanded)
Y3 (expanded)
J19 (expanded)
J21 (expanded)

R2/R i

0.015+0.002
0.071
0.025
0.019
0.014
0.024
0.016
0.016
0.022

R3/R )

0.0019+0.0003
0.017
0.0061
0.0035
0.0018
0.0050
0.0023
0.0022
0.0035

R4/Ri

0.0004+0.0001
0.011
0.0018
0.0012
0.0005
0.0020
0.0007
0.0006
0.0011

MD composition and a set of compositions with ex-
panded pz. In addition to the standard composi-
tions we show the calculated ratios for two models,
suggested for explanation of other high-energy
cosmic-ray experiments in Ref. 13 (shown here as
Y2 and Y3) and two other trial compositions, of
which the main feature is the decrease of the aver-

age mass number for E &100 TeV/nucleon. The
relative amounts of nuclei with different mass num-
bers in these compositions are shown in Figs.
5(a)—5(d). The Y3 composition has a fixed magnet-
ic rigidity (R, —10s GeV/c) beyond which spectra
steepen due to an energy dependent increase in rate
of leakage out of the galaxy. The corresponding
breaks can be seen in Fig. 5(b) at total energy
=(A/2)R, for A & 1. There is also an extragalactic
proton component in this model above 10 GeV.

%e note that the Utah and Homestake detectors
respond differently to expansion of the pr distribu-
tion. The introduction of the higher pr values into
the model lowers the probability of obtaining higher
multiplicity events in the Utah detectors. In the
case of the Homestake detector, however, there is
not very much sensitivity of the rates to the p~
value. This is presumably because particles with

small separations are not resolved by the detector.
As pT increases, there is compensation for particles
"lost" outside the detector by pairs inside the detec-
tor becoming separately detectable.

VI. DISCUSSION AND CONCLUSIONS

An inspection of values in Tables III—V shows
that we have been unable to find any composition
that explains the whole set of experimental data.
The MD composition is not in terrible disagreement
with the double/single ratio for all experiments. On
the other hand, the LE composition explains quite
well the triple and quadruple rates in all experi-
ments. Taking into account the somewhat higher
mean energies required for production of multiplici-
ties higher than doubles this picture would seem to
suggest a composition that is rich in heavy nuclei at
energies around 100 TeV/nucleon and close to the
LE composition for higher energies. '4

Three of the compositions (Y3, J19, and J21)
have this feature. However, they still fail to explain
the experimental data, especially the doubles rate in
Homestake. The energy response of the detectors is
very broad and every attempt to decrease the

TABLE IV. As in Table III. Utah, 4800 m.w.e. slant depth at 62.5' zenith angle.

Experiment
MD (oo detector)
MD
MD (expanded)
LE (expanded)
Y2 (expanded)
Y3 (expanded)
J19 (expanded)
J21 (expanded)

Rg/R i

0.017+0.004
0.076
0.027
0.018
0.013
0.024
0.014
0.014
0.019

R3/R i

0.0016+0.0007
0.020
0.0051
0.0035
0.0018
0.0057
0.0022
0.0020
0.0036

R4/R i

0.006
0.0022
0.0016
0.0008
0.0027
0.0009
0.0008
0.0012
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TABLE V. As in Table III. Homestake vertical (statistical errors only).

Experimental
MD (ao detector)
MD
MD (expanded)
LE (expanded)
Y2 (expanded)
Y3 (expanded)
J 19 (expanded)
J21 (expanded)

R2/R i

0.040+0.002
0.040
0.030
0.024
0.015
0.034
0.018
0.018
0.028

R3/R )

0.003+0.001
0.011
0.0038
0.0050
0.0022
0.0085
0.0028
0.0031
0.0044

R4/R i

0.0005+0.0004
0.0033
0.0006
0.0008
0.0002
0.0020
0.0006
0.0002
0.0005

amount of triples and higher multiplicities corre-
spondingly lowers the rate of doubles.

Since, in a superposition model, the efficiency for
muon-pair production should be proportional to A

(Ref. 15) we have paid most attention to the adjust-
ment of the relative amount of protons and iron nu-

clei in the primary flux. Figure 6 shows the energy
dependence of (g,.w;A; ), a quantity which should
reflect the ability of a composition to produce muon
pairs. Actually the finite detector modifies the A

dependence and increases the relative contribution of
the intermediate groups of nuclei. A good example
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is the Y2 composition, which does not look especial-
ly attractive on Fig. 6 but still produces more dou-
bles than the MD composition.

J21 composition becomes a pure proton one at
E =10 TeV. The iron-group nuclei are cut off at
about 200 TeV/nucleon. We could try to cut the
iron earlier in order to match more closely the whole
data set, but this will be in contradiction with the in-
dications of the large-emulsion-chamber results on
atmospheric interactions. '

The results summarized in Tables III—V illustrate
the level of sensitivity of deep-underground data on
multiple muons to primary composition as well as
difficulties associated with the finite detector size,

: uncertainties in knowledge of rock density and to-

pography (which affect multiples more than singles),
and the problem of carrying out an adequate num-
ber of simulations given the limitless variety of pos-
sible primary compositions.

We are currently developing and applying' a
semianalytic summary of Monte Carlo results which
can be used to survey expectations for multiple
muons at various depths and angles, including those
of existing and proposed proton decay detectors.
We have already used these results to confirm the
third line of Table V here. This semianalytic sum-
mary should make it possible to explore a wider
variety of composition models than can easily be
done with the pure Monte Carlo. We will also study
the possible advantages of a surface array in coin-
cidence with the underground detector. This would
have the advantages of defining the primary energy
range responsible for a given type of event and thus
tnove toward the goal of establishing the energy
dependence of the composition. For those events
seen by both detectors, one would obtain the ratio of
multiples to singles for high-energy events. In con-
trast, the total rate of singles is dominated by the
very numerous lower-energy protons whose showers
are too small to be seen at the surface. A crucial
question to be answered is the rates at which
underground/surface coincidences can be observed
at various depths and angles.
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