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We have measured the elastic cross section for pp, pp, 7I.+p, m. p, K+p, and K p scattering at incident momenta
of 70, 100, 125, 150, 175, and 200 GeV/c. The range of the four-momentum transfer squared t varied with the beam
momentum from 0.0016 & —t & 0.36 (GeV/c)' at 200 GeV/c to 0.0018 & —t & 0.0625 (GeV/c)' at 70 GeV/c. The
conventional parametrization of the t dependence of the nuclear amplitude by a simple exponential in t was found to
be inadequate. An excellent fit to the data was obtained by a parametrization motivated by the additive quark
model. Using this parametrization we determined the ratio of the real to the imaginary part of the nuclear amplitude
by the Coulomb-interference method.

I. INTRODUCTION

Dispersion relations for nuclear scattering are
based on the assumptions of unitarity, analyticity,
and crossing symmetry and on the energy depen-
dence of the total cross section. Measurements
of the real part of the elastic nuclear amplitude
provide a means of checking the validity of these
assumptions and allow a glimpse at the behavior
of the total cross sections at higher energies.

We have measured the elastic differential cross
section for pp, pp, m'p, m p, K p, and K p scat-
tering. The measurements were made at Fermi-
lab with incident momenta of 70, 100, 125, 150,
175, and 200 GeV/c. The high spatial resolution
of our apparatus allowed a very accurate deter-
mination of the scattering angle and thus of the
four-momentum transfer squared t. The t range
of the measurements depended on the incident mo-
mentum and varied from 0.0018&-t & 0.0625
(GeV/c) at 70 GeV/c to 0.0016 &-t ~ 0.86 (GeV/
c) at 200 GeV/c.

The real part of the forward nuclear amplitude
has been measured extensively for pp scattering
up to CERN ISR energies. The real parts of m p
scattering have been measured up to 140 GeV/c,
while those for p' p andK'p scattering are known'
up to 52 GeV/c. The real parts for K pand pp scat-
tering have not been measured ' above 15 GeV/c.
Our experiment measured three reactions simul-
taneously (pp, m'p, K p and pp, v p, K p) and
measured all six reactions with the same appara-
tus.

A. Differential cross section

In the t range studied in this experiment the
differential cross section is determined by both

the Coulomb and nuclear scattering amplitudes. '

do/dt= & lfc+f, l (1)

At small -t the Coulomb amplitude is dominant
and is given by the expression

fc =(2z,e /c)G, (t)Gp(t) exp(tz, Q)/t, (2)

where z,e is the charge of the incident particle a.
G,(t) and G~(t) are the electromagnetic form fac-
tors of the incident particle a and the target pro-
ton. We use the dipole form for the protons and
the monopole form for the pions and kaons'.

G,(t) =1/(1+v, lt )',

G,(t) =I/(I+2v. ltl),
Gz(t) =I/(1+2« ltl),

vp
—~,'/12m',

v, =x, /12k

(3a)

(&b)

(sc)

(3d)

(3e)

vz =ere'/12tt',

where the values of x are the electromagnetic-
form-factor radii obtained from Refs. 7-9. The
values of the radii used throughout the analysis
are

xp ——. 0.805 fm,

r, =0.711 fm,

r~ =0.565 fm.

(sg)

(3h)

Since the form factors are a small correction to
the Coulomb amplitude at small -t, we ignore
the experimental uncertainties of the electromag-
netic radii. In Eg. (2) the Coulomb phase shift
0 is given by West and Yennie as

0= ul n1l.124 /[5( )0+4v, +4vt lt l't, (4)
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where o' is the fine-structure constant and b(0) is
the nuclear slope at » =0. We define b(») below.

Traditionally, real-part measurements have
been analyzed with the nuclear amplitude param-
etrized as an exponential with a constant slope &.
However, recent results from experiments at
I"ermilab, ' SLAC, and the ISR (Ref. 14) show
a more complicated t dependence of the nuclear
slppe. To explpre this behavior we employ two
parametrizatipns for the nuclear amplitude and
refer to them as the exponential and form-factor
parametrizatipns. We define the exponential nu-
clear amplitude as follows. '

o.,= (4ve'/c') G.'G, '/»', (8a)

oq ——o'o&,&G,G~(&, pcosQ+ sinQ) exp[(B»+ C» )/2]/»,

(8b)

o'„= (o...'/16mb')(I + p') exp(B»+ C»') . (8c)

Similarly the form-factor parametrization of the
cross section is given by the sum of the three
terms below:

&, = (4~e'/c')G. 'G,'/»', (9a)

ol»f &o——„&G, G&'(e, p cosQ+ sinQ) exp(u»/2)/»,

(9b)
f„'=(o„,/4m8)(i+ p) exp[(B»+ C» }/2j, o~~=(o„ /16frg )(1+p )G, G exp(u») . (Sc)

where 0.„& is the total cross section and where &
and C are the constant nuclear slope and curva-
ture. The real and imaginary parts are assumed
to have the same functional dependence on t and
spin effects are neglected. Thus we define p as
the ratio of the real to imaginary part of the nu-
clear amplitude at t =0.

A s we have shown in Ref. 11, the nuclear amp-
litude can be parametrized by a form suggested
in the theoretical models of Chou and Yang ' and
versions of the additive quark model (AQM).
These models attribute the major part of the
small -t elastic-cross-section variation to the
hadronic form factors pf the target and the pro-
jectile. These form factors are assumed to be
the same as the electromagnetic ones. In the
AQM form factors describe the spatial distribu-
tion of clothed quarks, ' in the very small -t re-
gion, the scattering is dominated by single quark-
quark scattering. Specifically we use the form
for the nuclear amplitude suggested by Bialas
et al. and Levin and Shekhter. We define the
form-factor nuclear amplitude as follows. '

f„"= (o .../4')(i+ p)G, (»)G,(») exp(u»/2), (6)

where o„„G,(»), G~(») are defined above and u is
the reduced nuclear slope. We discuss below the
sensitivity of our results to the precise values
of the electromagnetic radii used. In the AQM
(Ref. 18) the radius of the clothed quark is given
by x, =(2@ u)" . Again we assume the real and
imaginary parts have the same functional depen-
dence on t, neglect spin effects, and define p to
be the ratio of real to imaginary parts.

In summary, we can write the differential cross
section as the sum of three terms:

AT/d» = oc + gy +0'q
q

where g~, zl, and g„are the Coulomb, inter-
ference, and nuclear contributions, respectively.
The exponential parametrization of the cross sec-
tion is given by sum of the three terms below:

In both cases the magnitude and sign of p can be
determined from the interference term. While
the Coulomb term is sharply decreasing (1/» )
and the nuclear term is nearly flat, the inter-
ference term is distinguished by a 1/» dependence
and has its maximum effect on do/d» in the range
0.001~-»~ 0.003 (GeV/c) . However, the accu-
rate determination of p requires considerable
care in the determination of the nuclear slope in
the forward direction. We have paid particular
attention to the problem of determining the cor-
rect nuclear cross section in the forward direc-
tion.

We define the nuclear slope b(») and the nuclear
curvature c(») as follows:

b(») = d( lno„)/d»,

c(»}= —,'db/d» .
(IOa)

(Iob)

Thus for the exponential cross sectipn b and c
are

&'(»}=B—2c I» I

c'(») =C.
(11a)

(11b)

B. Dispersion relations

In 1954 Gell-Mann, Goldberger, and Thirring
used causality arguments in the context of quan-
tum electrodynamics to show that the transition
amplitudes can be analytically continued to com-
plex values of the energy and to obtain dispersion
relations for the amplitude. However, for S-

Fpr pp the form-factor slope and curvature are

»,"(»)=u+8~, (1+~,I»I) ', (12a)

c", (») =4~,'(I +~, l» I) '. (12b)

For either mp or &p the form-factor slope and
curvature are

&". (») =u+4~.(1+2~. I» I) '+ 4~~(I+ ~, l» I) ', (»c)
cff(») =4v. (I+2v. l»l) '+»:(1+~,l»l) '.
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matrix theory it is difficult to rigorously establish
the connection between causality and analyticity.
S-matrix dispersion relations are thus based on
the reasonable assumption of analyticity. In ad-
dition crossing symmetry and the optical theorem
are used to relate the real part of the scattering
amplitude to the integral over the particle and
antiparticle total cross sections. However, the
contour of integration also includes contributions
from pole terms due to intermediate and exchange
states and from unphysical cuts along the real
axis due to inelastic reactions.

The dispersion relations for mp elastic scatter-
ing (by virtue of the pion's spin-zero and nonexo-
tic channels} have been proved from axioms of
field theory. For pp and Rp elastic scattering,
dispersion relations have not been proved in gen-
eral but have been shown to be valid to all orders
in perturbation theory.

For mp scattering the principal pole and unphysi-
cal cut contributions are small and well under-
stood, while for Kp and pp they are substantial
and have large uncertainties. On a practical
level the integration over the total cross sections
is made difficult by regions at low energies where
the total cross sections have not been measured.
At high energies the total cross section varies
slowly, while the integral over the total cross
sections is sharply peaked. Thus by means of a
Taylor-series expansion, derivative dispersion
relations show that the real part becomes a local
function of the total cross section and is insensi-
tive to its value at very high energies.

We compare our results with the calculations of
Hendrick et al. , Hohler et al. , and Dumbrajs
and Lipkin. ' The first three calculations use
analytic dispersion relations and a detailed fit to
total-cross-sanction measurements. Hendrick
et al. and Hohler et al. extrapolate the total cross
sections to very high energies using a ln (E} de-
pendence, while Dumbrajs uses a [ ln(E)] depen-
dence. Lipkin employs derivative dispersion
relations and fits the total cross sections at
Fermilab energies with a two-component Pomeron
model. This model gives the total cross section
as rising with an & ' dependence.

II. APPARATUS AND DATA ACQUISITION

The experiment was performed in the Meson
Laboratory at Fermilab. The apparatus and data
acquisition are discussed in the preceding arti-

11cle. Using the four Cerenkov counters we deter-
mined that the contamination of the kaon signal
by pions and protons was less than 0.5%. Sur-
rounding the target were two u-shaped scintillation
counters, RV1 and RV2, with a 1-cm-thick lead
sheet between them. These counters were used

200 GeV/c

11888/11/11111

=0.40 0.20

5cm

IOcm

FIG. 1. Veto-plane geometry. The small rectangle
represents the counter P; the shaded region denotes the

projection of the downstream spectrometer magnet onto

the veto plane, and the X indicates where the beam axis
enters the page. The circles are the loci of particles
with 200-GeV/c incident momentum that scattered from
the beam axis with the indicated values of

~
t

~

in units of
(GeV/c) .

to detect converted ~ rays and recoil protons with
kinetic energy greater than 250 MeV. We used
RV1 and RV2 to help separate inelastic reactions
for scatters with -t less than 0.2 (GeV/c) .

The scintillation counter V was much smaller
than the one described in the preceding article.
Figure 1 shows the placement of this counter rela-
tive to the beam center and relative to the pro-
jection of the aperture of the last spectrometer
magnet onto the veto plane. The beam was focused
on the veto, such that the veto would detect un-
scattered beam tracks. The size of the veto
varied with momentum such that scatters with
-t less than 0.001 (GeV/c) were also vetoed.
However, primarily because of multiple scatter-
ing in the beam line, only about 95% of the beam
could be focused on the veto at a given momentum.

Most of the 5/o beam halo was rejected by the
analog calculator, HFSD (hardware focus scatter
detector). The HSD test required that either the
vertical or the horizontal proj ection of the scat-
tering angle correspond to a scatter with -t great-
er than 0.001 (GeV/c) . In Figs. 2(a) and 2(b)
the HSD efficiency in the horizontal projection is
shown as a function of q, (q„ is defined below) at
70 and 200 GeV/c. At 200 GeV/c and -t =0.0016
(GeV/c) the combined HSD efficiency of both
projections is better than 99%.

For most of our running the accelerator oper-
ated at 300 or 400 GeV with a repetition rate of
10 sec and a 1-sec spill time. The beam contained
typically 5X10' particles per accelerator pulse.
Approximately 400 triggers were recorded per
second; out of these 80 were beam events, 20
were PAE's (prescaled accepted events), and the
remainder scatters. The relative fraction of
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differential cross section. The three contribu-
tions to the differential cross section, a&, oi,
and a„, have corrections each with a different
functional dependence on t. However, oi and
o„have to be determined from the data. Assum-
ing the theoretical cross sections, Eqs. (8) and
(9), the corrections due to multiple scattering in
the I H2 were found analytically. The resolution
and acceptance corrections were then included
numerically via a Monte Carlo simulatipn. The
corrected theoretical cross sections were then
fit to the data. The details of this analysis are
found in Ref. 28. Below we provide a brief de-
scription.

To facilitate the analysis, the variable q was
used:

.6-
LLj

U
LL
LLJ

.2-

.0 .02 .0 .02 . I

q (Gev/c)

FIG. 2. HSD efficiency in the x direction as a function
of q„at (a) 70 GeV/c and (b) 200 GeV/c. The error bars
indicate the statistical uncertainty of the curves.

-.06 .06

The significant effects of multiple Coulomb
scattering and resolution near t =0 suggested
that the comparison between data and theory be
made by modifying the theory to include the ef-
fects of the apparatus. The sum of these correc-
tions is largest at small -t and is between 4 and
6% near -t =0.0016 (GeV/c) . These correc-
tions depend strongly on the t dependence of the

events recorded involving a particular particle
type (m, K, or p} was scaled to result in apparatus
live time of 60/o.

Data were also taken with the liquid hydrogen
removed from the target assembly. These data
were used to subtract the contributipn of small-
angle scatters that occurred outside the liquid-
hydrogen (LH2} target, but due to our finite angu-
lar resolution were reconstructed inside the tar-
get region. The target-empty and target-full
runs were interspersed and taken under the same
conditions.

III. ANALYSIS

A. Overview

do/dq =-2(- t) ' d&r/dt,

(is)

where P~, is the incident momentum and ~ is
the scattering angle. The horizontal and vertical
pro3ections of q were called q„and q„. There are
two major reasons for this choice of variable.
First the angular resolution of the apparatus,
~8, is approximately constant as a function of the
scattering angle ~. However, the t resolution
of the apparatus is proportional to ~ be and thus
varies by a factor of 14 over the t range of inter-
est at 200 GeV/c. Since q is proportional to 8,
the q resolution is approximately constant in q
and the data could be subdivided in uniform q bins.
Second, the cross section dv/dq over equal q bins
is a more slowly varying function than do/dt over
equal t bins. Thus the binning of do/dq populates
the bins more uniformly. This reduces the sen-
sitivity of the fitting to the integration over the
bin and to the migration of events between bins
due to resolution and multiple scattering. While
the analysis was made using q and do/dq, we
present our final results in terms of t and do/dt
for convenience.

B. Event reconstruction

The data-reduction process kept only events
with a single unambigupus track throughout the
apparatus. Typically each proportional wire
chamber (PWC) had one unambiguous coordinate
about 95/o of the time. However, the lack of
redundancy in these PWC's allowed only 50/o of
all the recorded events to be fully reconstructed.

In the alignment procedure unscattered beam
events were used to determine the relative syatial
position of the PWC's. The PWC's on the block
were aligned assuming a straight trajectory, while
the PWC's downstream of the spectrometer mag-
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nets were aligned assuming no momentum loss.
The center of the beam distribution at the second
focus PWC was defined to be the central beam
momentum. We determined the central value of
the beam momentum using the differences between
the refractive indices for pions, kaons, and pro-

'V

tons in the DISC Cerenkov counter. In Table I
the central beam momentum and percent error
used in the analysis are presented.

Several spatial and kinematic quantities were
calculated for each reconstructed beam or scatter
event. The incident momentum was determined
from the displacement from the beam center in
the PWC at the second focus. The high-resolution
PWC's (stations 1-4) were used to measure the
scattering angle and the position of the scattering
vertex. PWC stations 3, 4, and 6 were used to
determine the outgoing momentum and the track
position in the veto plane.

Beam events were also used to determine the q
resolution of the apparatus. This resolution is
the sum in quadrature of three parts'. the PWC
angular resolution, the q width of multiple scat-
tering in the LH2, and the q smearing due to mul-
tiple scattering in the PWC's. In Fig. 3(a) we
show the momentum dependence of the q resolu-
tion with LH2 in the target. The multiple-. scat-
tering contributions are constant as a function of
momentum, while the PWC q resolution varies
linearly with momentum. By comparing the tar-
get-full and target-empty distributions, the dif-
ferent components can be evaluated. In Ref. 30
we reported on measurements of the widths of
multiple-Coulomb-scattering distributions for
hydrogen and other nuclei. We find that our mea-
sured hydrogen width is in excellent agreement
with Moliere's pr ediction.

The missing-mass squared of the undetected
recoil particle m„ is given by

m„= t + mp + 2m'~~, .

where m~ is the mass of the target proton and ~E
is the energy loss. In Fig. 3(h), the resolution

TABLE I. Momenta used in the analysis.

9
X=g„
o=g

Y

6
O
X)

5

b

00 50 F00 i50 200 250
BEAM MOMENTUM (GeV/c)

3-

)
(3 2

b

Oi

0 50 IOO I 50 200
BEAM MOMENTUM (GeV/c)

(b)

250

I'IG. 3. Apparatus resolution as a function of momen-
tum: (a) q resolution and (b) recoil mass squared. The
circles and x's were determined from the data, while
the lines were computed from the predicted resolution of
the apparatus. The solid line is the constant contribution
due to multiple scattering, while the vertically striped
band is the angle-dependent PWC resolution. The hori-
zontally striped band is the sum in quadrature of these
two contr ibutions.

of the m„ is shown as a function of momentum.
From the reconstructed spatial and kinematic

quantities, the position of apertures, the target,
and the veto counter V were determined and the
appropriate cuts selected. A brief description of
the most important cuts is given in Table H.
These cuts were applied to both the data and
Monte Carlo distributions.

C. Monte Carlo simulation

Nominal
momentum

(GeV/c)

70
100
125
150
175
200

Beam
momentum

(GeV/c)

70.00
100.00
124.77
151.44
174.33
200.80

Momentum
uncertainty

Mp, /p)

0.0036
0.0030
0.0016
0.0033
0.0037
0.0038

A Monte Carlo simulation determined the spatial
acceptance of the apertures and the migration of
events due to PWC resolution and multiple scat-
tering in the PWC's. The Monte Carlo events
were generated using beam events to determine
the incident phase space. Since we found no sig-
nificant difference in the phase space of pions,
kaons, and protons, the Monte Carlo incident
phase space was based on all three particles.
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TABLE II. Principal cuts used in the analysis.

Cut no. Description

(2)

(4)

(6)

The limiting aperture of the high-resolution P%'C's was the sen-
sitive area of station 4. Tracks were required to be within its
reduced area.

The spectrometer-magnet channel cross section was a rectangle
with rounded corners as shown in Fig. 1. The limiting aperture
of the spectrometer magnets was its most downstream exit.
Tracks were required to be within its reduced area.

Tracks in the veto plane were required to be outside an enlarged
veto region. See Fig. 1.

The longitudinal position of the interaction vertex was required to
be within the target region.

The recoil mass squared m„as defined in the text was required to
be in the neighborhood of the proton mass squared.

Since stations 1 and 2 defined the incident-beam phase space, an in-
efficient or inactive PWC area was of no consequence. In station 3
the redundancy of x, y, u, and v Ineasurements made such ineffi-
ciencies negligible. However, in station 4 there is no redundancy
and tracks were required to be outside of inefficient or inactive
areas.

The final aperture of the apparatus was station 6. All tracks were
required to be within its sensitive area.

Thus only one Monte Carlo distribution at each
momentum and beam charge was used.

The polar and azimuthal scattering angles and
the longitudinal position of the scattering vertex
were generated from a uniform random distribu-
tion. Multiple scattering in the PWC's was in-
cluded as the track was propagated through the
apparatus. The PWC spatial resolution was
simulated and spatial and kinematic quantities
were reconstructed. The same cuts applied to
the reconstructed data quantities were also ap-
plied to the Monte Carlo-reconstructed quantities.
In I"ig. 4 a typical acceptance is shown as a func-
tion of q. At q = 0.040 GeV/c [ -f =0.0016 (GeV/
c) ] the acceptance is typically 50% and rapidly
rises to a maximum of V5 to 60/o. At & =1 mrad
the vertical apertures of the magnet and PWC
stations 4 and 6 combine to sharply decrease the
acceptance. At larger angles (8=2.5 mrad) the
acceptance flattens out between 10 and 15%%u~. The
statistical accuracy of the acceptance distributions
is better than 0.2% per q bin and is approximately
ten times smaller than the statistical error of the
data.

Because of the sharp behavior of the acceptance,
extensive studies and checks were made for sys-
tematic effects. The most important of these
were detailed comparison of the data and Monte
Carlo distributions of kinematic and spatial quan-

N (qq) = N„(qg) R, /N~, (15a)

I.O

.8—

UJO~ 6-
Q
LLjo 4-
O

ACCEPTANCE

200 GeV/c

.2-

0.
0. .2 4 .8

q {GeV/c)

FIG. 4. Apparatus acceptance as a function of q at
200 GeV/c.

.6

tities. At each energy and beam charge the ma-
jority particle's data distributions were com-
pared with the Monte Carlo distributions weighted
by the appropriate cross sections. We found that
these distributions were in very good agreement.

D. Target-empty subtraction

The normalized target-full and target- empty
distributions, N and N, were obtained as fol-
lows:
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(15b)(q,.) =N„(q,.)R, /N,

where N~(q&) and N" (q&) are the number of full-
and empty-target scatter events that passed all
the cuts and had q in the range q; —&q/2 ~ q
& q; + hq/2; N, and N, are the number of full-
and empty-target reconstructed beam events.
The bin size of the distribution, ~q, varied
from 0.002 GeV/c at 70 GeV/c to 0.005 GeV/o at
200 GeV/c. The sampling rate R, is given by

correction due to the interference term, and &„

is the double-nuclear-scattering correction.
These corrections are given as follows.

~o = (4~'/
I

&
I }[1+0.043 ln(0 161&I/w')], (»c)

~, = (~'/ f I) + (1.333~'/P), (17d}

&„=DLo...'(1+p')/64~@'Y(0) exp[(at + Ct')/2],

(17e)

e„"=DLo„,'(1 + p )/64mb 5"(0)G,(t)G (t) exp(- ut/2),
R, =N, .~ /N„ (15c)

(17f)
where N, is the total number of reconstructed
scatter events and &,., is the total number of r e-
constructed scatter events that are also beam
events. Typically R, was ~5 for target-full runs
and ~ for target-empty runs. The ratio, N, /R,
is the total incident flux corrected for dead-time
corrections and absorption losses in the apparatus

The data scattering distribution So (q, ) is given
by

So (q~) =[N (q t) N(q —)]/(DL &q),

where D is the number of protons per unit volume
of LH2 and ~ is the target length. The target-
empty correction N~ is largest at 200 GeV/c
where it is 30% of N at /=0. 0016 (GeV-/c), but
rapidly decreases to zero at f= 0.01 (GeV/c-) .
The statistical error of N and N are dominated
by the statistical errors of R, and R, which are.
typically 1% and 3/o, respectively, and are inde-
pendent of t. In summary, So(q;) is the differen-
tial cross section for scattering in the liquid
hydrogen as measured by our appara, tus.

E. Corrections to theoretica1 cross sections

The theoretical cross sections given by Eq s.
(8) and (9) were modified to include the following
corrections. multiple scattering, resolution,
acceptance, HSD efficiency, and radiative losses.

Since our multiple-Coulomb- scattering distri-
bution width is in very good agreement with Moli-
ere's prediction, we extend the Moliere formalism
to include the interference and nuclear contribu-
tions. This transforms the theoretical cross sec-
tions of Eqs. (8) and (9) into Moliere distributions,
SMs and SMs, due to multiple scattering in the liquid
hydrogen. In the t range of interest these distri-
butions are approximated by

S;,=o, (l —e, ) '+o', (1+~,) +o„'(1 + e), (17a)

Su's=o, (l —~o) '+o", (1+e,)

(19)~MS

where g,'. is a function only of the parameters to
be varied and h,. is a function only of q. In Ref.
28 g,'. , g, , p&, and h,

". are explicitly defined. We

found that a series expansion of 100 terms was
sufficiently accurate (1 part in 10 ). The integra-
tion over the Monte Carlo events is performed
only once and S„,,„,R(q;) is written as

(q;}=Q g,. (p, B, C, „,)(P;.(q,.}), (20)

where ge is the 1/e width of the projected Cou-
lomb- multiple- scattering Gaussian distribution.
D and I-, as defined above, are the number of
protons per unit volume of LHq and the target
length. Since L is 52.7 cm, then w is 3.68 MeV/
c. At' -t =0.0016 (GeV/o), eo and e, are 4%%u~ and

1/o corrections and rapidly decrease with increas-
ing -t. The double-scattering correction &„ is
less than 1% in our t range. The details of the
multiple-scattering corrections are found in Ref.
28.

The theoretical cross section corrected for
acceptance and resolution, Q~,„,R(q, ) is given by

q .+Qq /2 aoi
MSs, A, R( $q) dq 2'q d'q SMs (q "}R(q",q'),

q )-Lh, q/2 P

(18)
where R(q", q') is the probability that a scatter
generated with q=q" passed all the aperture and
kinematic cuts and was reconstructed as a scatter
with q =q'. The function R(q", q') is numerically
generated by the Monte Carlo simulation. It
would be extremely time consuming to evaluate
the above integral every time a parameter was
changed in the fitting procedure. To avoid this,
the cross section SMS(q) was expanded into a series
such that the parameters of the fit are decoupled
from q. For the exponential case we write sym-
bolically

+P'(1+~ff ), (17b) where

where && is Bethe's result in Bef. 31 due to pure
Coulomb scattering, &I is the multiple-scattering

q .+b,q/2

(0;(q~)) = dq' 2q "dq "h&(q")R(q", q') .
q .-hq/2 0
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A similar procedure was followed for the form-
factor cross section.

The theoretical cross section with all pur cor-
rections is given by

th(ql) = MS .A, RI.I + ~ d (qf) j/ HSD(qf) (21)

The fitting procedure consisted of minimizing
the following X, :

X'=Q [S,(q)) -&„S,.(q;)]'/os', (22)

where the summation index i indicates the ith q
bin, o, is the statistical error of So(q, ), and A„
is an arbitrary normalization parameter. The
Ip was minimized by the program MINUIT (Ref. 33)
with the statistical errors on the parameters cal-
culated by the subroutine I%ESSE.

To remove the effects of multiple scattering,
resolution, acceptance, and normalization, the
corrected-data cross section do /dt is given by

doD/dt = (do/dt)(so (q ~)/[A„S~ (q ()]),'(23)
where do/dt is the cross section given by Eq. (9)
and S~(q,) is S~(q, ) evaluated with our final pa-
rameters. Because of the extensive length pf the
corrected-cross-section tables, we do not publish
them here, but do include them in Ref. 28.

IV. RESULTS

A. The nuclear slope

Since the determination of p is strpngly cor-
related to the determination of the nuclear slope
at small -t, we first discuss the structure of the
nuclear cross section. As mentioned above re-
cent experimental results have observed sub-
stantial deviatipns from a constant exponential
slope for -t & 0.025 (GeV/c) . As we show below,

where e,~ is the radiative correction and EHao is
the total HSD efficiency. We use the calculations
of Sogard to determine the loss of events,
from the elastic peak due to the radiation of pho-
tons. In this experiment the correction is signi-
ficant only for pions, ' it increases from zero at
t = 0 to about 5% at —t =0.36 (GeV/c) for the
missing-mass-squared cut used in the analysis
and for the width of the elastic peak. The HSD
efficiency E„» is 0.99 at -f = 0.0016 (GeV/c)
and rapidly becomes 1.0 with increasing -t.

The scintillation counters AV1, RV2, VII2, and
VH3 were used to remove a 2 to 3/„nonelastic
background. The final missing- mass- squared
distribution showed that the inelastic contamina-
tion of the elastic peak was less than 1%. No

additional correction for inelastic contamination
was made.

F. Fitting procedure

the nuclear curvature C is approximately 5 (GeV/
c) for all six reactions. In the absence of direct
experimental evidence below -t =0.025 (GeV/c),
we assume that this curvature extends down to
t=0. Thus even in the small t range, 0.0~-t
& 0.10 (GeV/c), the variation of the nuclear slope
b(t) is 1 (GeV/c) which has a significant effect
on the determination of p.

The nuclear curvature at large -t is demon-
strated in Fig. 5, where do/dt for pp scattering at
200 GeV/c is shown. The theoretical curve was
obtained by fitting the data in the range 0.0016
~-t ~ 0.09 (GeV/c) with the exponential cross
section Eq. (8) and C =0. We note that the ex-
perimental cross section does not decrease as a
simple exponential. Similar behavior is observed
for all six reactions between 125 and 200 GeV/c
(below 125 GeV/c our t range is too small to ob-
serve curvature). By fitting the data with EII. (8)
and allowing & and C to vary, we get a much bet-
ter representation of the data. In Table III we
present & and C for all six reactions at 200 GeV/
c. The data were fit in the range 0.01 ~-t ~ 0.3 6
(GeV/c) with the exponential cross section Eq.
(8) and p fixed to our final value (presented in the
next section). We see that the values of C are
nearly particle independent and are approximately
5 (GeV/c)

However, the following considerations suggest
that an alternative formulation for the nuclear
cross section should be used. We find that our
values of B and C depend on the t range of the fit.
There is also considerable evidence from other
experiments that a constant curvature does not
describe the data well. In addition pur re-
duced t range at lower momenta does not allow
a very accurate simultanepus determination of
both 8 and &, althpugh the values of B and C were
consistent with those found at 200 GeV/c.

2—IO

(3
m IO
E

b I

0.0 0.1 02 03
—t [(GeV/c}']

04 0.5

FIG. 5. do/dt vs t for pp elastic scattering at 200 GeV/
c. The theoretical curve is the exponential cross sec-
tion with t" =0 fit to the data in the ~ange 0.001.6 & -t
~0.09 (GeV/c) .
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TABLE III. Exponential fit ~ at 200 GeV/c.

Parameter Kp
Reaction

7I. P Kp

J3 [(GeV/c) ]
C t(GeV/c) 1

A„
q2"/OOF '

12.64+ 0.12 10.72 + 0.15 9.60 + 0.22
5.06 + 0.44 6.08 + 0.54 4.37+ 0.79
1.10+0.01 1.11+0.01 1.10 ~ 0.01
1.09 1.57 1.19

13.27 + 0.24
4.54 + 0.97
1.10 + 0.01
1.07

10.85 + 0.14 9.51+ 0.19
5.87 + 0.51 3.38 + 0.69
1.11+ 0.01 1.05 + 0.01
0.86 1.18

The range of the fit was 0.01 «-t «0.36 (GeV/c) .
"The number of degrees of freedom DOF was 97 for all six fits.

We found in a related experiment' on elastic
of pp, m'p, and m p scattering at 200 GeV/c with
a high-statistics sample in the range 0.025 «-t
~ 0.62 (GeV/c), that the AQM formulation fit the
data rather well. Similarly we find with this ex-
periment that the form-factor cross section, Eq.
(9) with only one free parameter u, fits very well
all six hadronic interactions. We find that the
X 's for the form-factor fits are comparable to
those of the exponential cross section with both
8 and t" free to vary. Also, the value of u is in-
sensitive to the t range of the fit.

The local nuclear slope b(t) provides a mecha-
nism for making a detailed comparison between
data and theory. Using the values of n from our
final fits at 200 GeV/c (presented in the next sec-
tion), we calculate the form-factor nuclear slope
b"(t) givenby Eq. (12). In Fig. 6 we compare
b" (t) to previous measurements of the nuclear
slope for Pp, m p, and m p at approximately 200
GeV/c. The slope b"(t) is shown by the solid
line and is extended beyond the t range of our
fits by the dotted line. The dashed lines repre-
sent the envelope of the uncertainties of the local
slopes from fits made to our data using the t in-
tervals employed by Schiz et al. Our results are
in rather good agreement with previous measure-
ments.

Our data indicate that the changing curvature is
exhibited by all six reactions from 100 to 200
GeV/c. In Figs. 7(a)-7(f) we compare the form-
factor slope b (t) withthe exponentialparametriza-
tionofthenuclear slope b'(t) of Ayres et al. and
Akerlof et al."at —t = 0. 1and 0.2 (GeV/c)'. We note
the excellent agreement of the local slopes at —t = 0.2
(GeV/c) . At -t =0.1 (GeV/c)' our local slopes
are substantially higher than the values of Ayres
et al. and Akerlof et al. , indicating that the cur-
vature is increasing with decreasing -t for all
six reactions.

The form-factor cross section provides an ele-
gant explanation for the large curvature that we
measure at low -t and the small curvature that
Ayres et al. and Akerlof et al. measure at higher

-t. For instance, in pp scattering the form-fac-
tor curvature c"(t) equals 4.9 (GeV/c) at t =0.2
(GeV/c), which is in good agreement with & = 5
(GeV/c) . At t=0.4 (GeV/c)', the curvature

IO-
IJ

12,—

PP
THIS

b (t) EXFERIMEeT

~AKERLOF et al ~

~ AYRES et al.
~ BARBIELLINI et al.
4 BARTENEV et al
+ BURQ et al.
& SCHAMBERGER Jr. et al, -

0 SCHIZ et al.

X)
(D

E9

0.2 04,. 0.6
—t (GeV/c)'

FIG. 6. Local slopes as a function of t for pp, 7r'p,

and 7I p elastic scattering. The data are from Akerlof
et al. , Ref. 12; Ayres et a/. , Ref. 12; Barbiellini et al. ,
Ref. 14; Bartenev et a/. , Ref. 35; Burq et al. , Ref. 14;
Schamberger et a/. , Ref. 36; and Schiz et a/. , Ref. 11.
The solid line is the form-factor slope, 5 f(t), as deter-
mined from the values of ~ in Table IV and is extended
beyond the t range of the fits by the dotted line. The
dashed line represents the envelope of the uncertainties
of the local slopes from fits made to our data using the
same t intervals employed by Schiz et al.
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FIG. 7. Local slopes as a function of momentum at —t
=0.1 and 0.2 (GeV/c) for (a) pp, (b) x'p, (c) K'p, (d) pp,
(e) 7r p, and K p elastic scattering. The slopes from this
experiment are calculated using b~f(t) with the values of
@ from Table IV. The slopes of Ayres et al. and Akerlof
et gl. (Ref. 12) are calculated using b (t) with their values
of B and C.
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has decreased to c (t) =2.3 (GeV/c) which is in
good agreement with previous measurements of
C in this t range. Calculating c"(t) for other
reactions, we see that the curvature is almost
particle and momentum independent. This is also
in good agreement with previous measurements.

Because of the short lever arm and low statis-
tics at large -t of this data, we are unable to fit
for the nuclear form-factor radii. However, in
our previous result ' we were able to fit for the
proton and pion nuclear radii. The fits tended to
give values of proton radius 7% smaller than the
electromagnetic values, while the pion radius was
consistent with the electromagnetic measurements.
For kaons we have no such independent check and

/
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FIG. 8. Sensitivity of the parameters to the upper
limit of the t range of the fit at 200 GeV/c for pp, m'p,
K'p, pp, zp, and Kp. The form-factor cross section
and the exponential cross section with C = 0 were fit to
the data over the t range 0.0016 (GeV/c) &-t ~—t~~.
(a) the resulting slope parameters z and & are arbitrarily
superimposed. In (b) the resulting values of p are shown.
For both (a) and (b) the dashed line is drawn through the
values found in Table IV.
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TABLE IV. Results for pp, 7t. p, K p, pp, m p, and K p scattering.

Momentum
(Ge V/c) 70 100 125 15p 175 200

pp scattering

p

+pstat & +psys
u [(GeV/c) ]~ [(GeV/c)']
AN

gt t (mb)
X'/DOF
DOF
.Events in

thousands

—0.115+ 0.015
0.013, 0.008
0.460

1.006+ 0.008
38.280
0.703

104

157

-0.074+ 0.018
0.016, 0.007
1.035 + 0.142
0.141, 0.018
1.037 + 0.011

38.460
1.003

124

178

—0.024 1 0.014
0.013, 0.005
1.247 y 0.092
0.092, 0.006
1.031+ 0.007

38.600
0.769

120

229

0.008 +
0.010,
1.369 +
0.059,
1.035 +

38.690
1.065

137

385

0.012
0.006
0.059
0.007
0.005

—0.011+0.019
0.017, 0.007
1.539 + 0.087
0.087, 0.007
1.038+ 0.008

38.850
1.150

92

0.019 + 0.016
0.014, 0.009
1.839 + 0.049
0.048, 0.004
1.106 + 0.005

38.970
1.P15

112

7t.'p scattering

p
+pstat ~ ~psys
u [(GeV/c)2]
gu [(GeV/c)']
AN
0 tpt (mb)
X2/DOF
DOF
Events in

thousands

—0.025 + 0.016
0.012, 0.010
0.300

1.021+ 0.008
23.220
0.736

1p4

107

—0.003 +
0.018,
0.505 +
0.198,
1.041+

23.330
1.009

124

120

0.020
0.009
0.200
0.026
0.014

0.052 + 0.014
0.013, 0.005
0.870 + 0.120
0.119, 0.011
1.054 + 0.009

23.43P
0.930

120

147

0.058+
0.011,
0.867+
0.083,
1.048 +

23.500
0.986

137

187

0.014
0.008
0.084
0.013
0.007

0.035 + 0.018
0.015, 0.009
0.970 + 0.097
0.096, 0.012
1.044 + 0.009

23.710
1.260

92

100

0.053 + 0.017
0.014, 0.009
1.152+ 0.062
0.062, 0.007
1.103+ 0.007

23.840
1.549

112

K p scattering

p

&pstat &psys
u [(GeV/c)21
Qu [(GeV/c) ]

AN

at t (mb)
y2/DOF
DOF
Events in
thousands

0.013 + 0.026
0.023, 0.011
0.400

0.998 + 0.017
18.520
0.807

104

25

0.065 + 0.026
0.025, 0.009
1.291+ 0.309
0.308, 0.022
1.068 + 0.021

18.880
0.928

124

0.061 1 0.023
0.023, 0.005
1.070+ 0.219
0.218, 0,010
1.026 + 0.016

19.180
1.316

120

0.067 + 0.021
0.020, 0.009
1.209+ 0.155
0.154, 0,015
1.043 + 0.013

19.360
0.865

137

54

0.029 1 0.024
0.022, 0.009
1.246+ 0.140
0.139, 0.012
1.005+ 0.014

19.680
1.272

92

p.071 + 0.021
0.019, 0.009
1.784+ 0.090
0.089, 0.009
1.096 + 0.010

19.900
1.301

112

Momentum
(GeV/c) 70 125 15p 175 200

pp scattering

p

+pstat ~ +psys
u [(GeV/c) ]
Du [(GeV/c) ]

AN

~t.t (mb)
X2/DOF
DOF
Events in
thousands

0.010+ 0,018
0.017, 0.006
2.080

0.944 + 0.008
43.050
1.252

1P4

58

0.012 + 0.020
0.019, 0,006
2.370+ 0.139
0.138, 0.011
1.062+ 0.011

41.71P
0.995

12P

95

-0.001 + 0.028
0.027, 0.005
2.427 + 0.160
0.160, 0.007
1.026 ~ 0.013

41.790
0.952

137

0.067 + 0.039
0,038, 0.007
2.942 + 0.187
0.187, 0.006
1.016 + 0.020

41.650
1.025

92

0.029+ 0.030
0.028, 0.011
2.591+ 0.097
0.097, 0.004
1.112+ 0.012

41.440
1.068

112



REAL PART OF THE FORWARD ELASTIC NUCLEAR. . .

TABLE IV. (Cont inued).

Momentum
(GeV/c) 70 125 150 200

71 p scattering

P

&Pstat &P 8ys
u [(GeV/c) l

m [(GeV/c)'l
+N
~„, (mb)
X2/DOF
DOF
Events in
thousands

0.027 + 0.016
0.013, 0.010
p.310

0.934+ 0.008
24.000
1.106

104

107

- 0.035 + 0.017
0.015, 0.009
0.868 + 0.115
0.114, 0.016
1.066 + 0.011

24.070
1.015

120

175

0.027 + 0.018
0.017, 0.007
1.033 + 0.102
0.102, 0.006
1.058+ 0.011

24.11P
0.958

137

0.054 + 0.016
0.013, 0.009
1.306+ 0.071
0.071, 0.010
1.030 + 0.009

24.230
1.270

92

216

0.064 + 0.020
0.017, 0.012
1.331~ 0.060
0.059, 0.007
1.105 ~ 0.010

24.330
0.973

112

187

P

&Pstat &Psya
u [(GeV/c)2]~ [(GeV/c)']
A~
~„, (mb)
X2/DOF
DOF
Events in
thousands

0.171+ 0.040
0.039, 0.012
1.4QP

0.863+ 0.027
20.380
1.016

104

23

0.122 + 0.029
0.027, 0.009
1.610 + 0.170
0.170, 0.007
1.026+ 0.022

20.590
l.Q43

120

97

Z p scattering

0.123 + 0.031
0.030, 0.008
1.909 ~ 0,153
0.153, 0.004
1.013 + 0.023

20.600
1.079

137

73

0.125+ 0.029
0.027, 0.010
2.095 + 0.126
0.126, 0.006
1.008+ 0.020

20.670
1.349

92

0.161+ 0.032
0.029, 0.014
1.959 y 0.084
0.084, 0.006
1.054 + 0.021

20.760
1.147

112

only one experimental measure of the kaon radius.
To first order our values of p are insensitive to
small changes in the radii, since the values of u
will vary to compensate.

To illustrate the stability of the form-factor fits,
the data at 200 GeV/c were fit with the form-
factor cross section in the intervals 0.0016 &-t
«-t . To contrast our sensitivity fits were also
made with the exponential cross section with C
=0. For both types of fits the values of -t
ranged from 0.05 to 0.86 (GeV/c) . In Fig. 8(a)
the fitted values of 8 and u are plotted as a func-
tion of -t for all six reactions at 200 GeV/c.
For convenience 8 and u are superimposed and a
dashed line goes through the value of u from our
final fits. %e note as the range of the fit increas-
ed & decreased, while u remained constant within
statistical errors. The X per degree of freedom
also rapidly increased for the exponential case
but remained near one for the form-factor case.
Since p is strongly correlated to the nuclear
slope, the variation of p follows the variation of
B and u. In addition, the variations of p for
particle and antiparticle will be reversed. This
behavior is shown in Fig. 8(b), where a dashed
line goes through the value of p from our final

fits. For small -t~ the values of p for both for-
mulations converge, although with large uncer-
tainties. At lower momenta the same behavior
is noted, but over reduced t ranges. Results of
fits to the data with the exponential cross section
and & fixed to the values of Table ID are similar
to those with the form factor, but with slightly
larger variations of p and 8 as a function of -t

In summary, we choose the form-factor cross
section, Eq. (9), since it gives a good represen-
tation of the data and makes the determination of
p less sensitive to the fitting range. A fit over a
larger t interval increases the statistical certain-
ty in p by increasing the certainty in the slope
parameter.

B. The real parts

In Table IV we present the results of fitting
the data with the form-factor cross section over
the t ranges shown in Table V. The t range was
the same for all six particles at a given momen-
tum. The parameters p, u, and A.„were allowed
to vary except at 70 GeV/c, where u was held
constant. The value of u at 70 GeV/c was deter-
mined by fitting the values of u from higher mo-
menta to the logarithmic function u& given by
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TABLE V. t ranges for the fits of Table IV. C. Systematics

Momentum
(Ge V/c)

t range
f(GeV/c) ]

+70
—70

+ 100
+ 125
—125
+ 150
-150
+ 175
—175
+200
-200

0.0018—0.0625
0.0018—0.0625
0.0016—0.1225
0.0015—0.1592
0.0015-0.1592
0.0015-0.2025
0.0015—0.2025
0.0016—0,2500
0.0016—0.2500
0.0016—0.3600
0.0016-0.3600

M~ =a+ 5 ln( p„). (24)

The total cross section g„,was held fixed to the
values of Carroll et al.

In Figs. 9(a)-9(f) the corrected-data and form-
factor cross sections are compared over the full
t range for all six particles at all six momenta.
In Figs. 10(a)-10(f) we compare the data and
form-factor cross sections divided by the form-
factor cross section with p =0 over the fitting
interval.

Studies were made to determine the sensitivity
of the results to variations of the more important
cuts. Each of the first five cuts in Table H were
made significantly more restrictive and were ap-
plied one at a time to both data and Monte Carlo
distributions. New fits were made for all par-
ticles at all energies, the resulting values of p,
u, and A„were all within the statistical errors of
our final results. We emphasize that the data
for three particles of like charge at a given mo-
mentum had the same cuts applied. In addition
only the veto cut varied significantly between mo-
menta due to the changing veto size.

We believe that the normalization parameter
A„was needed to compensate for losses of beam
events due to PWC inefficiencies. Although the
Monte Carlo calculation simulated the t-dependent
effdcts of these inefficiencies (Cut 6 in Table Ii),
we had no reliable way of estimating these effects
on the overall normalization. We expect that the
values of &„should then be the same for all three
particles taken simultaneously. In Tables III and
IV we see that the values of A„are in good agree-
ment for the like-charge particles at a given mo-
mentum. At 200 GeV/c the beam area was small-
est and thus more sensitive to these corrections.
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FIG. 9. do/dt vs -t at all incident momenta for (a) pp, (b} z'p, (c}K+p, (d) pp, (e) 7). p, and (f) K p elastic scatter-
ing. The solid line is the result of the fits given in Table IV. The cross sections have been multiplied by the indicated
factor.
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Measurements were also made at 100 GeV/c
with negative-charge particles. But because of
problems during the data acquisition, we have
not included them in our results.

In the fitting procedure we found that the sta-
tistical errors on p, u, and &„are symmetric
and parabolic and that the X contours are smooth
and ellipsoidal. The dependence of p, u, and A„

on each other and other quantities are given by
the derivatives in Table VI for the typical case
ot' m'p scattering at 125 GeV/c. The derivatives
dpldu, dp/dA„, and du/dA„were determined by
fixing the parameter in the denominator to a dif-
ferent value and allowing the other two parameters
to vary. The derivatives with respect to other
quantities were determined by allowing all three
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dp/du [(GeV/c) ]

dp/cu„

Rs (dp/dRs

dp/dfT, (mb )

dp/dh (fm" )

dp/dh& (fm )

p„, (dp/dP~~)

d'u/~ „[(GeV/c) ]

R~(a/dR, ) [(GeV/c) ']

/datot [(GeV/c) mb ]

du/dh, [(GeV/c)" fm ']

du/chal [(CeV/c) fm ']

Pbeam( CPbeam) [(GeV/c) ]

~P(d/tgdZP)

~f1/Co tot (mb )

dA„/Ch, (fm )

dA„/Ch& (fm )

Pb (~./dP~)

0.079

1.218

0.062

-0.053

0.080

0.059

-2.505

12.178

—Q. 172

-0.138

—9.016

—11.340

-5.948

-0.030

-Q. lQ3

0.092

0.075

-1.732

TABLE VI. Derivatives of fitted parameters for 7t'P

at 125 GeV/c.

parameters to vary. The values of these deriva-
tives for each fit are given in Ref. 28. We found
that (dp/du)o„and (dp/d/1„) v~ comprise about
half of the statistical error of p. Since the total
cross sections have uncertainties between 0.1 to
0.25/~, they contribute very little to the syste-
matic error. The main contributions to the sys-
tematic errors come from the uncertainty of the
absolute momentum (Ap/p was about 0.8/z) and
the uncertainty of the target-empty subtraction
(about 8.0/p). The largest error to p from the
momentum uncertainty occurs at 70 GeV/c where
it is 0.008. The largest error on p due to the
target-empty subtraction is 0.008 at 200 GeV/c.
Typically the two errors add in qua'drature to a
0.01 error in p. We believe the systematic errors
are point to point, rather than scale shifts and
are added quadratically with our statistical errors
to give the total error. The statistical, syste-
matic, and total errors for p and u are also in-
cluded in Table IV.

D. Discussion

ln Figs. 11(a)-11(f)we compare our values of

p for all six reactions with previous measure-
ments and various dispersion- relation predictions.
For r'p the values of p are quite consistent with
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TABLE VII. Results of fitting the pp cross sections of Jenkins et al. with the form-factor formulation. The quanti-
ties pJ are from Jenkins et al. , while pff are from these fits.

Momentum
(GeV/c)

b
(Ytot

[(GeV/c) +] (mb) X2/DOF
tm n tmax

[(GeV/c) ]

50
80

199
261
303
398

—0.153 + 0.012
-0.096 + 0.010
-0.034 + 0.009
-0.009+ 0.009
—0.011+ 0.008

0.012 + 0.009

—0.140 + 0.013
-0.075 + 0.011

0.023 + 0.008
0.026+ 0.009
0.028 + 0.008
0.052 + 0.008

0.08
0.64
1.79
2.13
2.32
2.66

38.33
38.33
38.99
39.33
39.59
40.80

1.01+ 0.01
1.02 + 0.01
1.03+ 0.01
1.01 + 0.02
1.Q4 + Q.Q1

1.04 + 0.01

1.36
0.97
1.11
0.96
1.26
1.17

0.0016
0.0007
0.0007
0.0005
0.0007
0.0005

0.0309
0.0293
0.0315
0.0298
0.0316
0.0258

The values of u were obtained from an g+g ln(momentum) fit to our values of u.
"The total cross sections used are those used by Jenkins et al.

the predictions of Hendrick et al. and Hohler
et al. , while those of Lipkin are slightly low.
However for r p the values of p are more consis-
tent with Lipkin, while those of Hendrick et al.
and Hohler et al. seem a little high. For K p and
EP the predictions of Hendrick et al. and Lipkin
fit the data well, while the results of Dumbrajs
are somewhat low. The predictions of Lipkin and
Hendrick et al. are in very good agreement with
the pp real parts.

Our pp results are higher than dispersion pre-
dictions and previous experimental results. We
believe that this is due to the steeper slope we
have measured in the forward direction. In order
to verify this, we fit the data of Jenkins et al.
with the form-factor cross section. Since their
t range is severely limited, we use the values of
u given by the function uz [Eq. (24)]. In Table
VH we present the results of the fits, in which the
X 's are as good as with their exponential fits.
In Fig. 12 we have plotted the refitted real parts
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FIG. 12. p for pp elastic scattering versus momentum
but with the differential cross sections of Jenkins et al. ,
Ref. 1, refitted (see text and Table VII).

of Jenkins et al. and see that they are in good
agreement with our results.

On the other hand, we can fit our data at 200
GeV/c using the exponential cross section and the
slope of Jenkins et al. , &=11.56+0.12 (GeV/c) 2.

Our values of p are then consistent with their pub-
lished results, but only if we use the limited t
range 0.0016 & t& 0.04-(GeV/c) . If we extend
the range of our fit to -t =0.09 (GeV/c), the
steep fall off of our data forces p to be inconsis-
tent. The slopes that Jenkins et al. use come
from a logarithmic fit to a previous measurement
made in the range 0.005& —t& 0,09 (GeV/c) . To
compare slopes we fit our data with the exponen-
tial cross section and C =0.0 (GeV/c) and -t
=0.09 (GeV/c) . We obtain B=l .224+0.17 (GeV/
c), which still leaves a discrepancy in the slope
of 0.73 (GeV/c)

V. CONCLUSIONS

%e find that the real parts for PP, m P, w P,
E p, and E p are in good agreement with disper-
sion relations. The real parts for pp, however,
are higher than dispersion relations and indicate
that p» goes through zero near 175 GeV/c. Hen-
drick et al. point out that the contributions from
pole terms and unphysical cuts for pp and PP scat-
tering are &till significant at these energies.
Since the contributions are the same for both
reactions, it is then puzzling to have such good
agreement between our pp results and the disper-
sion relations of Hendrick et al-. and Lipkin.

As derivative dispersion relations show, the
real part at high energies becomes a local func-
tion of the total cross section. Specifically the
real part is strongly correlated to the first deriv-
ative of the total cross section with respect to
energy. This is reflected in the similarity of the
different computations of dispersion relations
even when they differ in their extrapolations to
higher energies. Our results are consistent with
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increasing total cross sections for all six reac-
tions. In particular, following the cross-section
predictions of I ipkin, we expect the pp total
cross section to start increasing in the neighbor-
hood of 300 GeV/e.
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