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Bosonic chemical potentials for a variety of relativistic field theories are introduced via the methods of functional
integrals with the aim of studying the relationship between Bose-Einstein condensation and spontaneous symmetry
breaking. The models studied include the noninteracting and the self-interacting charged scalar field, scalar
electrodynamics and the Higgs model, and the Weinberg-Salam model: In general the chemical potential acts as an
effective symmetry-breaking parameter although the phase diagrams for the two cases (m? <0 and m?> 0) look very
different. It is found that the symmetry-restoring temperature in the Weinberg-Salam model increases with
increasing electric charge density. Finally, the analysis of Jakobsen, Kon, and Segal of a conserved isotropic total
angular momentum for the cosmic background radiation is shown to be erroneous.

INTRODUCTION

There is an interesting parallel between spon-
taneous symmetry breaking and Bose-Einstein
condensation. Namely, both types of systems
possess bosonic fields which acquire a constant
classical component. This parallel is not exact,
however, since the physics and the mathematical
details of how these constant classical components
arise are different. The aim of this paper is to
elucidate the similarities and differences be-
tween spontaneous symmetry breaking and Bose-
Einstein condensation for a variety of relativistic-
field-theory models in four dimensions. Possibly
the most closely related works in the literature
dealing simultaneously with bosonic chemical po-
tentials and spontaneous symmetry breaking are
those of Norton and Cornwall' and Campbell,
Dashen, and Manassah,2 although their stated
goals are somewhat different.

Parts of this work are also closely related to
the work done in a series of papers by Kirzhnits
and Linde,? although their methods do not expli-
citly invoke bosonic chemical potentials. An in-
teresting technical detail is how the chemical
potentials affect the functional integration when
passing from the generating functional in vacuum
field theory to the partition function for the many-
body system. Particularly interesting is the non-
Abelian gauge theory. For the most part fermions
will not be discussed in this paper.

The noninteracting charged scalar field is stud-
ied in Sec. I. This simple model cannot exhibit
spontaneous symmetry breaking of course, but it
does serve to introduce the functional-integral
method. This method provides an especially
transparent means of viewing an exactly soluble
model.

The self-interacting charged scalar field is
taken up in Sec. II. When the mass is imaginary
the system undergoes a second-order phase trans-
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ition at a temperature 7,. Below T, there is no
“conventionally” conserved charge but above 7,
there is. Nevertheless ¢ is not constrained to be
zero at any 7. When the mass is real there is no
phase transition if 4% <m?, but there is a second-
order phase transition if u?>m? and the transi-
tion temperature increases with increasing ut,
This behavior differs qualitatively from the non-
interacting case, which was first noticed in the
context of nonrelativistic systems by Bogoliubov4
long ago.

The photon gas is considered in Sec. III. Al-
though the photon has no conserved internal quan-
tum numbers, there still are conserved kinematic
quantities such as angular momentum with which
one may associate a chemical potential if the sys-
tem is large but finite. Recent measurements by
Woody and Richards® of the cosmic background
radiation have led Jakobsen, Kon, and Segal® to
postulate that this radiation possesses a conserved
total angular momentum squared. They associate
a chemical potential with this quantity although the
chemical potentials for the components of the ang-
ular momentum are zero. This association is
shown to violate the basic assumptions of statis-
tical mechanics.

Scalar electrodynamics and the Higgs model are
treated in Sec. IV. The introduction of an Abelian
vector field does not significantly alter the results
obtained for the self-interacting charged scalar
field, unless the &* coupling is abnormally small.

Finally the Weinberg-Salam model is studied in
Sec. V. This model is interestingly different
from the previous models considered in that it
exhibits spontaneous symmetry breaking while at
the same time allowing a nonzero chemical poten-
tial associated with electric charge. It is also
technically interesting in the sense that it has a
chemical potential associated with the non-Abelian
vector field. The model exhibits the well-known
second-order phase transition from an ordered to
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a disordered state, but the critical temperature vant couplings are small enough to permit a per-
increases with increasing electric charge density. turbative analysis of the models. Some expected

Final remarks and a conclusion are then given. deviations when this is not the case are mentioned
It is assumed throughout this paper that all rele- in passing. :

I. NONINTERACTING CHARGED SCALAR FIELD

The procedure which allows one to write the partition function as a functional integral over appropriately
weighted field configurations has been discussed extensively by Bernard' for arbitrary relativistic renor-
malizable Lagrangians. This procedure is based, of course, on the original work of Feynman® and Feyn-
man and Hibbs.? It is useful to quickly review that work, especially since Bernard did not consider bo-
sonic chemical potentials.

In vacuum field theory the transition amplitude for going from the state I<I>0) at =0 to the state |® ) at
t=t, is

(<I>1|exp(—th)|fI>0>=Nf[dn][dfb]exp{i ft‘ dtf d%[ﬂ %%—i}(i(ﬂ,@)]}. (1.1)
0 1 4

Here H is the Hamiltonian, 3C the Hamiltonian density, ® represents the fields and 7 their associated
momenta, the integration in ® is over all paths which begin at the state l@o) and end at the state |<I>1),
while the integration in 7 is unrestricted. N is an infinite normalization constant.

Next let ity =B and it=7. Then

<<1>llexp(—BH)iq>0>=Nf [dn][d®] eip{j;)BdT Ld%[m%‘-:i_ﬁc(ﬁ, @)]}. (1.2)

The partition function is Z =Tr exp(- BH), so to get a functional integral representation let [d®] (but not
[d7]) go over all paths periodic in 7 (bosons only):

Z =Tr exp(- BH) =2°: (®| exp(- BH) | ) =N f [dn] f » [dcb]exp{ foﬂ dr f dax[in %‘I—; =3¢(m, CD)]}.
periodic v
(1.3)

If the system admits a set of mutually commuting, conserved, addit_{ve observables N then we may asso-
ciate with them a set of chemical potentials (Lagrange multipliers) 4 Then the partition function is

Z=Trexp[—ﬁ(H+_ﬁ'_1(I)]=Nf [dw]f [d@]exp{j;s dr j; dax[iﬂ%%—[}C(‘n, &) + 1 - (m, d>)]}.

periodic
(1.4)

For fermions U normally depends only on the fields and not on the momenta For example, * may rep-
resent baryon and lepton number densities. In that case (see, for example, Freedman and McLerranw),

Z=N'(8) f [dd)]exp{ fo *ar fv a3, 0, 9) + -ﬁ(w)]}. (1.5)

antiperiodic
Thus im39/37 - 3C is converted back to the Lagrangian density £. Here N'(B) is 8 dependent"_.and the inte-
gral is antiperiodic for fermion fields ¥ due to the anticommutation relations. For bosons 91 normally
does depend on 7. Let us see how this works for a simple soluble model.
Consider a noninteracting charged scalar field with the Lagrangian density
£=0"3*%0,d-m'd*d,
1 , 1 . (1.6)

@:7_2—(q>1+z<1>2), * = —ﬁ—(él-z@z) .
The metricis g =ggp=1, g =g,; =—0,;;, and 8,=9/8t =i3/37. There is a global U(1) symmetry with the
conserved current

J, =i(8*3, & — 33, 3*). (1.

Hence 9N =J,.
The momenta, Hamiltonian density, and number density are given by



428 JOSEPH I. KAPUSTA 24

P2 _3%
1— af ’ 2 at ’
ge=1[(m)? + (m)? + (98,)* + (V&,)? + m?(3,)? + m*(d,)?], (1.8)

N=0ym — 17, .

The partition function is then

Z=N f [dm]dm,] fpemdic [d@l][déz]exp[ J;B dr fv d3x(iﬂ1 % + 4, 952 + w(Bymy — By7,)
- H(m)* + (1) + (V2y) + (V&)
+m?(®y)? +m2(c1>2)2])] ) (1.9)

Following Bernard the integrations over momenta will be done first. Divide up the 7 integration into a
Riemann sum of » fields evaluated at 7 values separated by €, with n€=p, and take the limits n—=, € =0
The space integration need not be done so carefully:

Z=N limﬂ II f : dmy(3)dmy(5) f ) A®,(2)ddy( )

n-e® j=
i=1 periodic

xexp(g j]; A3xGr(R) ®,(R) = ®1(k = 1)] +imy(R) B4(R) = &y(k = 1))

+ eu[ @y (R) T, (k) — By (B)Ty(R)]
—1[m B +[m(R) P + [V, (R)]* + [ VB, (k)

+m?[8,(r) ] +m2[¢2(k)]2})) . (1.10)

Periodicity means that ®,(0) = &,(») and ®,(0) = ®;(»). The momentum integrations may now be done to
yield

Z=N limﬁﬁ f i (?)Uzdél(i)(g;>“2d‘bz(j)

ne periodic
N exp[_ %2: _[, d3x<[r1>1(k) - &= | [83(k) - &y(k - DT

i=1 §=1 7 -
€ €

+ (9o, (B) T + [VE(B)F + (e = 1) [ &1 () + (m* = u®)[&,(R) )
+ 27 { &, (R)[@5(R) = By (k= 1)] = &y (R)[®,(R) — ®,(F - 1)]})] .

(1.11)

We can readily recognize this as the discrete version of

z=[N'®)F f

periodic

2 2
[d,][d%,] exp{-—% Jlar [ dax[(%> + (32 + Gal + Fof 4wl + ()’
\4

, 0P 0d
+2m<c1>1 —2_ 3, ——‘) - u¥(2,)2 +(2,)%]]p. (1.12)
oT oT

Here N'(B) is a B-dependent but u-independent constant whose B-dependent part has been computed by
Bernard. Notice that the term in the large square brackets in the exponential differs from £(®,, &,, 9, &,
B, Bg; 1 =0) + UIUD,, By, idD,/3T , id®,/37) by the amount u*®*&. This is due to the momentum dependence
of 9.

Now consider the partition function. Since the fields are periodic in 7 as well as in X we may do one
integration by parts and ignore a total derivative to obtain

z=IN@7F [

periodie-

[dd)][d@*]exp(fﬁ drf A®x{- ®*[(3g +ip)? -*vz+m2]¢}). (1.13)
0 \4
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The fields may be expanded as a Fourier series,
5 ) G
d=C(+— 26 ,.--.. @n® [ exp(ik * X + iw,T ) p,(K)
+ exp(— ik * X = iw, 7)Y (®)],

(1.14)
_§+ f(21r) exp(ik * X +iw,7),(K)

n--w

+ exp(— ik * X — iw,7) ¢} (K)] .

Here w,,:Z?Tn/ﬁ and ¢ carries the full infrared
character of the fields, ¢¢(0) =y,(0)=0. Without
loss of generality it may be taken as real. Notice
that ¢_,(- K) =9*(K).

Substituting Eq. (1.14) into Eq. (1.13) one finds

Z= @[ [aglaslexslsviut- mE- Ko, Do)

period

- 5(10, D+1P)], (115)

where
D, =(w,+iu)* +o?, (1.16)
wz :E'Z +m2 .

Thus the thermodynamic potential is given by

BQ =—InZ =BV(m® - u®)¢® + L IndetD,
+1IndetD.-2InN'(B) . (1.17)
The logarithms can be written as

IndetD, +IndetD.
a3k .
=V§ f—-——g{ln[w,,—zu)2+wz]
= J (2m)

+1n[w, +ip)? + ']

3
vy [ é—ﬂ’;’g{m[w,f +(w+ )]
+1n[w,’ + (w - w)*}. (1.18)
Bernard has shown that

lnN’(B) =—Inf Vz f @

+ constant independent of 8.  (1.19)
Now notice that

In[w,? + (w+ p)?]= j;

e’ g2

/52 w" +x
+In(w,” +1/8%), (1.20)
and that
In(w,? +1/8%) =—2 InB + In(47?n® +1) . (1.21)

Putting together Eqs. (1.17)-(1.21) results in

Q= V(mz _ 2);2
+1vf a1 (f‘”‘"’z dx
@n? B 1/g2 WL+ K
N f (w-n)z dx2 )
I/BZ w, +x
+vacuum contribution . (1.22)

Doing the sum over %, the integral over x, and
throwing away a pure vacuum contribution results
in

Q=V(im* - uh)et

A’k B 1
= Vf (2m)3 E(exﬂﬁ(w +u)] -

1
e Ty 1) - 29

Notice that the integral in Eq. (1.23) is defined
only for u?<m?. The parameter ¢ should be de-
termined by minimizing . This implies that

e 12
= <t
£=0 if ui<nt, (1.24)
¢ not determined if u=m?*.
To determine ¢ in case p?=n# recall that the num-

ber density is given by
B Y (I = S
p=- V<au)””2“§ +p*(8, 1), (1.25)

where the contributions due to condensate and
thermal particle excitation are evident,

p*(8, 1)
a3k ( 1 1 )
@2m\exp(Blw- 1)]-1 ~ exp[B(w + 1) -1/

(1.26)
If the density p is held fixed and the temperature

' T=1/B is lowered, || will increase until the

point u®=m? is reached. If the temperature is
lowered still further, p*(8, |k |=m) will be less
than p. Therefore ¢ is given by

p=p*B, |l =m)
2m

&= , ' (1.27)
when |p|=m and T<T,. T, is the critical tem-
perature for a second-order phase transition to a
Bose-Einstein condensed state. The transition
temperature is determined implicitly by the equa-
tion ¢ =0 or

p=p*@,, |1|=m). (1.28)

Obviously T, is a monotonically increasing func-
tion of p. The limiting forms are
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T,~(3p)'" as p—,

o 0 2/3 (1.29)
T°~;n—._(§(3/2)> asp~0.
See Fig. 1.

Of course this physics was known long ago, but
it is instructive to see it in a new light especially
for the analysis of the models to come.

II. SELF-INTERACTING CHARGED SCALAR FIELD
Consider a self-interacting charged scalar field
with the Lagrangian density

— ok X _ ‘2 _ Ma* 2
£facpaua1> mE D - Md*)°, (2.1)

1 . 1 .
@:—ﬁ(qnﬂ@z), @*:7_2—(<I>1-z<1>2) .
There is a global U(1) symmetry with the conserv-
ed current
J, =i($*3,d — $9,9*). (2.2)

Following the analysis of Sec. I notice that the
(®*®)* interaction does not affect the momentum
integrations. Thus

8
Z:[N’(B)]ijmmc[al(b][al&b*]exp(f0 d-rfv d3x£m> ,
(2.3)
where
Lo = (0" = 16" d*(9, + 15,
- E* @ — N3*3) . (2.4)

If m° < 0 then the vacuum undergoes spontaneous

TPs

No

NA
- Condensation

Condensation Line

1 L 1 I
OO m
m

FIG. 1. Temperature vs chemical potential phase dia-
gram for a noninteracting charged scalar field, Eq. (1.6).
Bose-Einstein condensation exists only when u=m. The
sample number densities satisfy p3>p;>p;>0.

symmetry breaking. In that case one usually
writes &= &+ ¥/V2 and d*= £+ ¥*/V2 where £2
=—m?/2X. One cannot construct a conserved cur-
rent via the Noether theorem applied to the field
¥ since ¥ —exp(ia)¥ is not a symmetry of the
Lagrangian. This means that one cannot build up
an equilibrium state of finite charge density by
successively adding, one by one, the elementary
excitations ¥ and ¥* to the vacuum. Nevertheless
the current presented in Eq. (2.2) is still con-
served, since its construction depends only on the
symmetry of the Lagrangian (or alternatively the
equations of motion) and not on the symmetry the
vacuum happens to have. Such currents we shall
refer to, for lack of a better name, as “uncon-
ventionally” conserved currents. States with a
definite charge can indeed be constructed even
when the symmetry of the vacuum is spontaneously
broken.**'2 We may treat the cases m?<0 and
m?>0 simultaneously by not specifying any num-
erical value for m?.

Since £, is not quadratic in the fields there is
no known method of evaluating the path integral
exactly. Hence one must resort to approximation
techniques. There are two especially relevant
techniques for relativistic many-body systems,
as discussed by Linde.> The first technique is
concerned with the evaluation of the effective po-
tential and involves summations of infinite num-
ber of selected Feynman diagrams. See also
Dolan and Jackiw'® and Weinberg.!* The second
technique is more concerned with finding the
quasiparticle spectrum of the system. Both tech-
niques can determine the transition temperature,
if there is one, and the results agree in lowest
order. The quasiclassical-quasiparticle techni-
ques will be mainly used in this paper. Some in-
adequacies of this approach are discussed later in
this section and in the Appendix.

The Lagrange equations of motion for £, are

(3* +2ipdg— u* +mP)d =-213 &* (2.5)
and its complex conjugate. Write
1 \
d=8+ 7= +idy),
2 (2.6)
1 .
*=¢+ 'ﬁ(¢1—2¢2),
where { represents the condensed part of the fields
and ¥y, ¥y the fluctuations. Now substitute Eq.

(2.8) into Eq. (2.5) and take the Gibbs average
(***) to obtain

tlp? —m? =208 - M3 + @) ]=0.  @.7)

This has made use of the fact that the field fluc-
tuations have been defined so that
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@) =y =0, (2.8)
and it has been assumed that there is no mixing,
(1) =0. (2.9)

This last statement will be verified shortly.
Equation (2.7) has two possible solutions,

£=0 (2.10)

and

=-2!X[u2 - m? = M3 +(%H)]. (2.11)

If m*<0and u=T=0 then Eq. (2.11) becomes >
=-m?/2) which is the well-known result in the
o model. As the temperature rises the field fluc-
tuations will increase until £—~0. At that point
there is a symmetry-restoring phase transition.
In order to investigate Eq. (2.11) in more detail
the quasiparticle spectrum must be determined.
To this end assume that {# 0, linearize the equa-
tions of motion with respect to ¥ and ¥, and take
the Gibbs average:
[(30 +im)* = 7 +m® + 60" + NZ(y®) +( ) Kby =0,
(2.12)
[(3g +ip)? = 5+ m® + 208" + M3 + (1) Ki) =0.

What do the propogators for ¥, and ¢, look like?
In the notation of Eq. (1.14) we can write

dd -
P = E%Zﬂ:fﬁg [exp(ik ‘X +iw,T) ¢ (E);z.w (&)

+exp(—ik* X - iw"7)¢*(1z)\/'%2b*(ﬁ)] ’
(2.13)
. 28 L )
x5 (‘z?ﬁ‘[ expli - 5 + ,7) B a8
+ exp(- Kex— iw,T) *(E)\;z—_w* (k)] ‘
Using Eq. (2.13) and the masses m, and m, im-

plied by Eq. (2.12) one arrives at the effective
quasiparticle action

Zf @ [(w,? + B +my® = u?) [ ¢,(K) + ,(K) |2

Z)I ¢n(E) - an(E) IZ]
(2.14)

+(w, 2+ K+ my? -

where
WI.12 =m2 + 6)\§2' + 7\(3<¢12> +(ll)22>) ’ (2 15)
my® =m® + 2088 + MY + () . '

Comparing with Eqs (1.15) and (1.16) one sees
that the quasiparticles possess u-dependent effec-

tive masses and chemical potentials given by
(m1 f)z - FL ’
(m$F1)? =my? - u?, (2.16)
pstf =ustt =0.
Since

o (4% 1 1
W= ] @y 2wx[exp[B(w1,- #)] -1

1
T explBlwr + 1] = 1] ’
(2.17)
wy =K + (m )2,

and similarly for (,%), it is evident that the self-
consistent quasiparticle approach is highly non-
linear. However, it is possible to obtain a simple
formula for the transition temperature.

At the transition temperature £ =0 so that m,*
=u? and also mzz =p? by symmetry. By Eqgs.
(2.16) and (2.17) one finds

W'y =W =75 T (2.18)
Together with Eq. (2.11) this says that the transi-
tion temperature is given by

=3, (2.19)
When m* <0 and ¢ =0 then T 2 =-3m?/)\. This is
an old result $13:1% When m® > 0 positivity re-
quires that u®> m?. Thus the transition tempera-
ture increases with density, as expected in a sec-
ond-order transition from an ordered to a dis-
ordered state. The T-u phase diagrams for the
cases m* <0 and m® > 0 are shown in Figs. 2 and
3. These should be compared with each other and
with Fig. 1.

To show that a second-order phase transition is
indeed occurring is a boring chore in algebra.
However for some spec1f1c cases it is easy For
the case m” <0 see Linde.® For the case m*>0
but T'=0 notice that

A2 =9(8) - Q(0) = £2(m? - u? + 2122 . (2.20)
Then
AQ =— —(“ - 2)2 ’
iAQ 0 at (2.21)
m at pi=m? .
32 2m 2
—a-E‘zAQ === at H =m

The condensed state is favored if u? >m? but not if

u?<m?. Zeroth and first-order derivatives are
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=0

Symmetry Restored

£#0

Symmetry Broken

0

0 »®

FIG. 2. Temperature vs chemical potential phase dia-
gram for a self-interacting charged scalar field, Eq.
(2.1), with m? <0.

continuous, but the second-order derivative is
discontinuous at u? :mz, signaling a transition of
second order.

For T <T, the effective masses in this quasi-
classical approximation scheme are

(,m:tf)z :4)\52 ,

(mstt): =228, = (¥,D) .
One might wonder what happened to the Goldstone
theorem, which requires a zero-frequency excita-
tion at zero momentum when the symmetry is

spontaneously broken (m?< 0 and £#0). This is
a point which is usually skimmed over in the lit-

(2.22)

No 2= l)\(,,ﬁ,_mz)
Condensation

T Condensation

0

o] m
/.L
FIG. 3. Temperature vs chemical potential phase dia-
gram for a self-interacting charged scalar field, Eq.
(2.1), with m?>0.

erature. It has nothing to do with the introduction
of a chemical potential since, for 7=0 but u+#0,
m§it =0. In the Appendix it is shown that this
violation of the Goldstone theorem at finite tem-
perature is a consequence of retaining only some
of the diagrams at a given order of loops in the
meson self-energy expansion, and that it is nec-
essary to include also the lowest-order exchange
diagrams. The formula for the transition tem-
peratures, Eq. (2.19), is unaffected by this since
the quasiclassical approximation already has mst!
=0at T= Tc .

III. PHOTON GAS

The Feynman rules for a guage theory at finite
temperature but zero bosonic chemical potentials
have been extensively discussed by Bernard. The
gauge freedom must be handled with care because
some gauges have more than the physical number
of degrees of freedom. These specious degrees
of freedom never manifest themselves in the in
and out states of scattering experiments; there-
fore, they could never come to equilibrium with a
physical heat bath. The partition function in vari-
ous gauges must be defined with this in mind.

The general result for the partition function is

Z=[NB)]" j;  laa) egp( fo *ar fv d3x£>
Xdet(Z—f;)IbI 5(F%) . (3.1)

Here m is the total number of physical particles
and polarization states, the Dirac & functions
specify the gauge and the determinant relates the
integration measure between different gauges.

If the gauge theory is non-Abelian then it is pos-
sible that the vector fields carry a conserved
quantum number and hence have an associated
chemical potential. See Sec. V.

For a pure photon gas, described by

£ =—3F*"F,,, (3.2)
P =3"A"- 3"A"
there are no conserved internal quantum num-

bers. However, there are some conserved Kine-
-
matic quantities such as angular momentum L,

L= f d’x(- zeameH), (3.3)
where

IREBS = T8 _ 7048 (3.4)
and

T8 — F*,F*8 4 1#8F, F** (3.5)

is the symmetric, traceless gauge-invariant
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stress tensor.”® If a heated gas of photons was
placed in a container rotating about the z axis,

one could describe the thermodynamics of the sys-
tem by associating an effective chemical potential
with L3,

In a recent, very interesting paper, Jakobsen,
Kon, and Segal® are led to postulate that the cos-
mic background radiation possesses a net total
angular momentum squared, based on the mea-
surements of Woody and Richards.® The partition
function can always be written as

Z =Trexp(— BH + 0,K, + 5,K; ++ ), (3.8)

where H, K, K,, . . . must all be conserved, mutu-
ally commuting, and additive observables. By
additive is meant that the eigenvalue of an opera-
tor for a composite system is the sum of eigen-
values of that operator for the components of the
system. It is well known that these conditions on
the observables are necessary in order for nor-
mal thermodynamics to hold.’*''” For example,
in a system with conserved baryon number B,
one associates a chemical potential with B but
never with (B)%.

Likewise, under properly stated circumstances
one could associate a chemical potential with L3
but never with ('I-..)2 since it is not an additive ob-
servable. If the additivity condition was not en-
forced then one could also associate a chemical
potential with [(L)*?, ad infinitum. For the
square of the square of the angular momentum one
would obtain an energy (v) distribution®

v dx
Folv) =2v j; exp(By +6'x°) =1’

which is not the same as one would obtain with
the square of the angular momentum

v dx
ra) =2 [ o

In fact why not have chemical potentials for both
the square and the square of the square of the
angular momentum? This would differ from both
Eqgs. (3.7) and (3.8). This ambiguity is resolved
by the additivity condition.

(3.7)

(3.8)

IV. SCALAR ELECTRODYNAMICS
AND HIGGS MODEL

Consider the Lagrangian density
£=(3"-ieA")d*(3, +ieA,)d - m*3*d
- M®*3)? - $F*'F,, . (4.1)

Here & is a complex scalar field and A" is a vec-
tor field. If m?<0 then spontaneous symmetry
breaking occurs and there is no conventionally
conserved current below a symmetry restoring

temperature. (See the discussion of Sec. II.)
This is the Higgs model."® If m®> 0 then Eq. (4.1)
describes scalar electrodynamics. There is a
conserved current

J,=i[®(3, - ieA,)®* - 3%)3, +ieA,)®]. (4.2)

Thus a chemical potential may be associated with
Jy.. The possibility of Bose-Einstein condensation
exists. As in Sec. II both cases m? <0 and m? >0
will be treated simultaneously.
The momenta conjugate to the components of the
¢ field Eq. (1.6) are
M= aofbl - eA0<I>2 N (4 3)
Ty = 30¢2+ er(bl .

The functional integrals over these moments may
be done just as in Sec. I for the free field. The
momenta for the vector field are given by the
same formulas as in the vacuum. Thus one ar-
rives at

[dA]ld®][de*]

Z= [Nl(B)]4 J;eriodic
X exp( j;s dr j; d39;£e,,)
x det(g—g)a(zr) , (4.4)

where
Lopr =(8" - ieA” = ipn8"0)d*(3, +ieA, +iub,)d
- mPE*® ~ N(*3)? - 1F*°F, . (4.5)
Notice that if one would make the shift

A,~A, - —‘;- 5, (4.6)

then Eq. (4.4) for the partition function would be-
come independent of . The reason for this ap-
parent paradox is that a term eA%J, should be
added to £, whered,=4,5,, is a constant back-
ground charge density. Without a term of this
form to offset the charge density of the scalar field
the system could not be made electrically neutral
(without having i =0) and so thermodynamic equi-
librium could not be established. The necessary
value of the background charge density J, will be
determined by requiring

A¥y=0. (4.7

The equations of motion with the £, of Eq.
(4.5) are

[0 +2ipndg — u? +m? +ie(3"A,) + 2ieA 0"
- PAYA, —2epA)]® =- 2233*D, (4.8)

and
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—0PA =ie($0"* - $%3°9) -
+2¢®(eA” + p8")d* +ed”. (4.9)

The procedure should be familiar by now. Write

1 .
¢:§+_ﬁ(lpl+ld)2)’

@r=t 2= (b i),

(4.10)
<q>> :((I)*):; ’
ry=o.

Substituting these into Eqs. (4.8) and (4.9) and
taking the Gibbs average, assuming no mixing
among the fields, results in

2=0

or

g = -21—7\[ -m? + p? +eXAYA,)

= M3 + ()], (4.11)
and

V== 8”28 + (%) + (%) . (4.12)
]

Z=lim [N'(B)]* det(- 2%)

periodic

The det(- 3%) cancels two specious degrees of free-
dom in the thermodynamic potential but otherwise
is not important for the present discussion. The
gauge fixing term does not affect the results of
Eq. (4.10), (4.11), or (4.12).

The pseudoparticle excitation spectra are now
determined by

(g +in) -7 +m® - XA,A" + 62
+ 3D + (WD) Ky =2 VZeni(Ap , (4.18)
[(3 +ip)? = % +m® - XA, A% + 228
+ (3 + (P Ky =0, (4.19)
[0® + 2287 + (0% +( D) KA =-2V2ent "y .
(4.20)

Evidently if ep&# 0 then there is mixing between
the A% and ¢, fields. Thus it was not legitimate
to set

(1A% =0 (4.21)

in the previous equations. Nevertheless if one is
only interested in locating the transition line de-
termined by ¢ =0 then it is legitimate to neglect
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In order to determine the value of &%, the
pseudoparticle excitation spectra must be found.
At this point it is necessary to choose a gauge.
A convenient choice is the R; gauge!® in the limit
N—wo, In Eq. (4.4) let

F:a"A,_-J%gsz_ﬂi, 7), (4.13)

where f is an arbitrary function. Under a gauge
transformation w,

AV =AY~ 3%,

q)_.eiewézg + _}_2_11)1 -+ -;—_—i—(zbz -+ ﬁewE) . (4.14)

Thus
oF s 26882 ,
g =0 7 e -0 (4.15)

Furthermore, multiplying the right-hand side of
Eq. (4.4) by

exp(lz’l fos d‘rfv dsxf2> (4.16)

and integrating over [df] gives a B and & indepen-
dent normalization correction which can be ab-
sorbed into N’(B)." Hence

V2e 2

[dA][dé][d@*]exp{ j: dr j; dsx[oee“ +eAY, — g(a”A,,— Tzézl)z) ]}

(4.17)

I
the mixing. Following the discussion of Sec. I it
is readily verified that, when {—0,

mgf{ —

Bt =pgtt =0, (4.22)

m§“ =0,

m At =D + (D) < T,

This means that

FT: =) =(9,°) =-KA"A)), (4.23)

so that the transition temperature from an ordered
to a disordered phase is given by

2 12(p? - m?)

=TT (429

T,
This formula is exactly analogous to Eq. (2.19) for
a self-interacting charged scalar field. If m®<0
then p%> 0, and if m?%> 0 then %> m? at the tran-
sition.

The results of this calculation should be com-
pared with the results of Linde®'!® who considered
the Higgs model with the addition of charged fer-
mions. One may check that our formulas for the
transition temperature, Eq. (4.24), agree by eli-
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minating the chemical potential in favor of the ex-
ternal electric charge density via Eq. (4.12). In
higher order the formula for T, may be different
since in one case the electric charge is supplied
by a fixed external source while in the other it is
supplied by a dynamic source of fermions. Of
course it is also possible for the symmetry-re-
storing temperature to be altered by the presence
of some conserved fermion number even at zero
electric charge density.'®'%°

At this point it is worth commenting on the con-
nection between the methods used here and the
methods used by Kirzhnits and Linde. Here we
have proceeded by introducing a chemical poten-
tial, multiplying by the time component of a con-
served current, and inserting it into the partition
function. This is the canonical procedure in sta-
tistical mechanics. An exact result is that the
gauge field is shifted by an amount 5,0t/e. This
is the same pu which appears for the scalar field,
whose derivative is shifted to 9, +i1d,;. On the
other hand Kirzhnits and Linde have essentially
restricted their considerations to chemical poten-
tials associated with conserved fermion currents
only.

Actually the result Eq. (4.24) depends on a re-
lationship between the coupling constants, A>>et,
If A <é* then radiative corrections in order e* can
significantly alter the excitation spectra. In the
case m? <0 it is known that if A<19¢*/327° a dy-
namical symmetry restoration takes place at zero
temperature.a'21 It would be interesting to examine
the effects of radiative corrections when u#0,
but that is beyond the scope of this paper.

More génerally the question of what happens in
the Higgs model at finite temperature if the coup-
lings are not perturbatively small has been studied
by Banks and Rabinovici.?* Their calculations
are based on a lattice approximation. It would be
very interesting to investigate the effects of bo-
sonic chemical potentials in the context of their
methods. ’

V. WEINBERG-SALAM MODEL

Consider the Weinberg-Salam model®"?* of
electromagnetic-weak interactions described by

£ =(D"8)"(D,d) +*d'd - N8'd)?
_%guvguu_%f:‘ff:u, (5‘1)
which is based on the gauge group SU(2)XU(1), and
where

a ’
DV:a,,+igA,“,%+i%Bv,

g"=9"B" - 3"B*, (5.2)
fo'=0"Ag- ¥AL-ge€,, AV A

Of all the models considered in this paper this
model is certainly the most interesting for two
reasons. Firstly, the Weinberg-Salam model is a
realistic model in the sense that it provides a good
description of all the relevant experimental data at
the present time. Secondly, this model has the
capability of exhibiting spontaneous symmetry
breaking and Bose-Einstein condensation simul-
taneously but independently.

It is known that the standard model with one
Higgs doublet undergoes symmetry restoration
above some critical temperature.® However, it
has recently been shown by Mohapatra and Sen-
janovié® that an extension of the model with three
Higgs doublets does not have its symmetry re-
stored at any temperature. Hence one must be
careful about making incorrect general statements
about symmetry breaking in the electromagnetic-
weak interactions.

The standard model has four conserved cur-
rents above the symmetry-restoring temperature,
since the gauge group SU(2) X U(1) has four inde-
pendent generators. Below the critical tempera-
ture there is only one conventionally conserved
current, the electromagnetic current,

J,= %[(Ducp)*(ﬁ +D& - 3'(r; +(D,8))

- €Pre Al 1 Ev.e. (5.3)

The last term above shows the contribution of the
electron to the charge current. Fermions will
not be treated here, but the electron term indi-
cates the normalization of the current and hence
the charged chemical potential u. For simplicity
of discussion we will not consider chemical poten-
tials for the three remaining currents.

Let

1 [¢1 +igy ]
&= —= . (5.4)
2 3 T iy

Then the momenta conjugate to the real fields ¢;
are

M =031 - 3(g'B* + gA3) ¢y + 5gAT s — 38AL0s ,
Ty =00y + 3(g'B° + gA b1 + 5gA105 + 58A7 4.,
(5.5)
73 =003 +3(= g'B* + gAJ) ¢ - 1gA701 - 38AY0s,
7y =00y - 3(- g'B" + gA)$3 + 5gA1p1 - 3gALP, -
The part of J; involving the & field is
D1Tg — Dy . (5.8)

Now the momentum integrations over m; can be
done for the partition function. The calculation
closely parallels that of Sec. I. The result, which
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is almost obvious, is that the only change in £ is
to replace

D,—~D,=D,+i15,Q, (5.7
where
Q=1(rs+1) (5.8)

is the charge operator.

The Abelian vector field momentum integrals
can be done just as in the vacuum. The non-Abel-
ian vector field momentum integrals are different,
since the charge density Jy, depends on the mo-
menta. It is convenient, for the purpose of ob-
taining a formula for the partition function which
may be generalized to other gauges, to work in
the axial gauge,

auAZ =0,

Ai =0.
Then AY is taken as a dependent variable. The
momenta are

P},: aoAt - alAg - gia,,cAgA: =fgl )

(5.9)

(5.10)
P2a= aoAi - aZAg - giabcAgAg :ng .

The relevant terms in the argument of the expo-
nential are
—1P.PL+ P, (3'A% - ' A - g€ 5 AJAL + L€ 434}) — PP
+P%(3°%A% - 92A4° — g€, AJA + €, ,AR)
+1(%AY% _ Lrefii (5.11)

The result of the integration is to produce a term

"%-‘;v-:u’ (512)
where

Fhar=0"AL- 0"A%
—fiac(A: + %6" 05&3) (A:;"‘ §5U05c3> .
(5.13)

This is equivalent to shifting the fields by

A=A+ S, (6.14)
g

This shift goes to zero when u goes to zero. The
6" arises because there is a preferred reference
frame, the center-of-momentum frame for the
many-body medium. The 0, arises because it is
the a=3 field which mixes with B, to form the
photon, which is the carrier of the electromag-
netic force one is focusing on by having u# 0 for
the charge density.

The effective Lagrangian which emerges is

Loge =(D70)"(D,8) +c*0'® - N370)? - 1*%g,,

— 44 Fs, +g'B,9" + gALS,. (5.15)

The resulting equations of motion are
9 Td gl
9* +1ig(0,4Y) 5+ igAlr “a,,+i?(a"Bu) +ig'B,3"

+in(ry+ Do, -4l gAT+ g' B + 8" 7+ D]E - c2)d>

=-2\3 3%,
-4, =2[(D,8)'r°¢ - &'7(D,%)]
+ €t o (gAY + 18" 05,5) + 292, (5.16)
u g5 &)t tP y
-9 gp,u: _2—[(qu)) -9 (Duq;‘)] +g ‘gv .
As usual one defines
A" =cos0B" +sinbAf ,
Z" =sinfB" — cosfA}
& (5.17)

W:=71_2—(A:mg),

tanf=g'/g,

Here A" is the electromagnetic field, e is the
electric charge, 6 is the Weinberg angle, etc.

Before attacking the full model it is useful to
consider the limit when g=g’=0. Consider the
ground state of the system. Write

e =gsinf .

(&= [Eo0s) (5.18)
¢ sina
Then the thermodynamic potential is
Q=-VL&=-V[(1? costa+c?)¢? - r*]. (5.19)

If 4 =0 then Q is independent of @ and one usually
makes the choice @ =7/2. When K# 0, however,
the state with @ =0 is energetically preferred.
The reason is, of course, that the top component
of ® is charged, whereas the bottom component is
electrically neutral. Thus it would be a mistake
to expand about the point @ =7/2 if there is an ex-
ternal charge density present.

Next consider finite temperature. Write

. <g+(¢l+izp2)/ﬁ) .
(s +ivg)/V2
Then the equation for ¢ is
i+ = M2E% + 30, + (8D +(8®) + ()] =0.

(5.21)
When ¢ —~0 one can show that all effective masses
and chemical potentials are either zero or small
compared to T,. Hence the relationship between
the temperature and chemical potential at the
transition is
T = g—(ﬁz—;\t—’ﬁ .

(5.20)

(5.22)
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Based on the experience gained by examining the
above simpler models, it is now straightforward
to show that in the full Weinberg-Salam model the
transition temperature is given by the formula
_ a(c® + by
T 2x+ €51 +2cos’6)/sin’20

T} (5.23)
Notice that the critical temperature starts out at
some finite value when the charge density is zero,
and then increases with increasing density. See
Fig. 4. This behavior is typical of a second-or-
der phase transition from a disordered to an or-
dered state. This should be compared with the
first-order transition from a hadron phase to a
quark phase expected to occur in quantum chromo-
dynamics (QCD). See Chin®® and Kapusta.?” In that
theory one expects a relationship of roughly the
form

(3T, =(0.61)" =A?, (5.24)

where U is now the baryonic chemical potential
and A is the scale-violation parameter.

In a recent paper Linde®® has shown that it is
possible for a condensation of the W* mesons to
occur at sufficiently high fermion density. It
turns out that it is a space component of the W*
fields which develops a classical constant com-
ponent. Any W* condensation which may occur at
finite electric charge density but zero fermion
number density is not expected to change any of the
results obtained in this section, since at fixed
temperature that condensation should occur at
higher densities than the symmetry-restoring den-
sity. It should also be pointed out that, in this
model at least, a finite density of charged fer-
mions'® is not equivalent to a constant background

£=0
Symmetry

Restored
£#0

Symmetry
Broken

~—./ZC % 250 Gev

o

0o
B

FIG. 4. Temperature vs charge chemical potential
phase diagram for the Weinberg-Salam model.

charge density because the fermions have interac-
tions other than just electromagnetic.

CONCLUSION

The aim of this paper, to study the relationship
between spontaneous symmetry breaking and Bose-
Einstein condensation for relativistic renormal-
izable Lagrangians, especially gauge theories, in
four dimensions has been accomplished in two
parts.

The first part consisted of finding the effective
Lagrangian when the bosonic chemical potential
is nonzero. The technical means for doing this
was the path or functional integral method applied
to the partition function. The usual prescription
for the introduction of nonzero chemical potential,
99— 9y +iu, was found to be correct for the charg-
ed scalar fields in all of the models considered.
The way such a chemical potential affects a non-
Abelian vector field carrying the charge is dif-
ferent. See Egs. (5.12) to (5.14). As a side ex-
cursion from the goal stated above, it was shown
how and how not to associate a chemical potential
with the angular momentum operator for a spinning
photon gas.

The second part consisted of analyzing the parti-
tion function for a variety of models and search-
ing for the location and behavior of phase transi-
tions. The noninteracting charged scalar field is
an exactly soluble model. The functional integral
solution possibly looks at an old model from a
different viewpoint. The self-interacting charged
scalar field, with or without an Abelian vector
fields, allows some insight into the connection be-
tween spontaneous symmetry breaking and Bose-
Einstein condensation. The self-consistent meth-
od of quasiparticles was used to analyze these
models. Both m% <0 and m® >0 have second-or-
der phase transitions, wherein an order param-
eter { corresponding to a constant part of the
scalar field goes to zero. The chemical potential
acts effectively as a symmetry-breaking param-
eter. The Weinberg-Salam model allows both
spontaneous symmetry breaking and Bose-Ein-
stein condensation for the field ®. The critical
temperature increases with electric charge den-
sity.

It would be interesting to compute the radiative
corrections for gauge theories when chemical
potentials are present. More generally nonper-
turbative lattice calculations may shed additional
light on the strong-coupling limit.

I am grateful to A. Linde for stimulating com-
ments on some aspects of this paper, and to R.
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Norton for a discussion which led to a clarification
of the connection between a conserved current and

a noninvariant vacuum and for some of the materi-
al in the Appendix. This work was initiated at the

Lawrence Berkeley Laboratory and was supported

by the U. S. Department of Energy.

APPENDIX

Consider the effective Lagrangian written in Eq.
(2.4). In terms of the shifted fields, Eq. (2.6), it
is

L, =Ul)+2g+2;;

U(8) =% = m? = \5Y),
: (A1)

£0=23,019" — L(m® = y2+6X¢)y,?
+ 20,0 % - S0m® - u? +2x8%)%?
+ k(dgYy — hadot) ,
2==2"20g (9 + %) = M + %)

Let us first focus our attention on the case of
broken symmetry (#? < 0) and zero density (4 =0).
Neglecting £, we see that the particle masses
are ’

e =m? +6rg, (A2)
Myt =m? + 2282,

Notice that these do not contain the influence of
thermal fluctuations and are not the same as the
effective masses given in Eq. (2.15).

Consider doing the two-loop corrections to the
- thermodynamic potential arising from £,.1+?°
These are shown in Fig. 5(a). The correspond-
ing contributions to the self-energy of the ¥, field
are shown in Fig. 5(b). Denoting the two-loop
diagrams by f;(Dy, D;), where D; and D, are the
full propagators, we have

[Dy(a0n, D] = [D(w,, D] =2 55-1o(Dy, Dy)
R 2

Here (A3)
[DXw,, K)] = w,? +K +m;” . (A4)

The first two diagrams of Fig. 5(b) are momen-
tum independent. Using only those in Eq. (A3) we
get

[Dy(0, O] =m® + 228 + X2 +3X2) . (A5)

This corresponds precisely with the quasiclassical
approximation used in the text which led to Eq.
(2.15).

2 2 '2_ 2 )\2
[ﬁ’(w,,,l?)]*:(w" +E +m® - Ut +6r" 2uw,

-2Mhw,

w,t+ B +m?— p?+2ng?

(b)

FIG. 5. (a) Two-loop contributions to the thermody-
namic potential for the self-interacting charged scalar
field. The solid line represents the ¥; field and the
dashed line represents the ¥, field. There is a factor
A for each four-point vertex and a factor of A¢ for each
three-point vertex. (b) The resulting contributions to the
¥y field self-energy.

The last diagram of Fig. 5(b) is momentum de-
pendent so that the self-consistent form of the
meson propagator becomes more complicated. If
we evaluate the diagram with propagators of the
free-field form and demand consistency only at
w=Fk=0 we find

(m$)2 =m? + 228% + X% + 3Ny,
W® = (D

242
T T (49

Substituting Eqs. (2.11) and (2.22) into Eq. (A86)

we find the solution m$'f =0. Hence

[Dy(0,0)] =0 (A7)

and so the Goldstone theorem is satisfied. The
reason behind this obedience is not so mysterious.
It was pointed out by Coleman and Weinberg®® that
a loop expansion is an expansion in powers of the
Lagrangian. In order to insure that the symmetry
of the Lagrangian is not violated by the approxi-
mations one must keep all terms through a fixed
number of loops. The usual quasiclassical ap-
proximation scheme and some others do not.**

It is also useful to demonstrate the Goldstone
theorem for finite density (1 # 0) and in a more
formal way. The inverse propagator according to
£, of Eq. (Al) is

)
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It can be shown that

o2 L[uz - mz - KTI‘(3D11 +D22)] ’ (a9)

2)

where

TrDy =2 Z f Ty Pu(on B,
etc. Compare with Eq. (2.11).
be shown that
[D(0,0)] ™ =m® = u2 +218% + A Tr(Dy, +3Dy,)

- 4N 2 Tr(2D,, D,y + Dy, Dy + Dyy Dyy) .
(A10)

Similarly it can

The ATr. .. term comes from the figure-eight
diagrams and the 2¢3Tr. .. term comes from
the exchange diagrams. Compare with Egs. (A5)
and (A6). Substituting Eq. (A9) into Eq. (A10)
and keeping only the lowest-order terms in X we
get
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[D(0,0)]5,=2ATr(Dy, — Dyy)
—2M 2 ~m?)Tr(2Dy,Dyy+ D1y Dyt Dyy Dyy) .

(A11)
'Furthermore
detD =Dy Dyp + DyyDyy = Dy 3 Dyp + Dy Dy, (A12)
and
Tr(D3, - DY) =2(u?—m?) Tr detD®. (A13)

Thus, if to lowest order we replace D with D° in
Eq. (A11), we find that to one loop

[D(0, O] =0

One should also include the exchange correc-
tions in the other models considered in this paper.
However there is no violation of the Goldstone
theorem by the quasiclassical approximation for
these models and, besides, the formulas for the
transition temperatures would remain unchanged.
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