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Elastic scattering ofp+, n. +, and E on protons at high energies and small momentum transfer
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We report on a measurement of elastic differential cross sections for p+p, m. +p, and EC p at 100 and 200 GeV/c in

the range 0.03 & ~t
~

&0.10 (GeV/c)'. Onr data display a simple exponential dependence which is consistent with

other measurements in this t region or with extrapolations from higher t,

INTRODUCTION

Measurements of the logarithmic slopes of elas-
tic differential cross sections of hadrons at small
momentum transfer have helped to illuminate
the feature of the Pomeron in the Regge model, to
further the understanding of factorization rules,
to confront specific models of the structure of
hadrons such as the naive quark model, and to
test general physics constraints such as unitarity.
Recent results ' at high energies indicate that
the slopes for [t

~

& 0.04 (GeV/c)' are larger than
those obtained by straightforward extrapolations
from higher t values. s' These results have po-
tentially important consequences. Roy, ' for exam-
ple, has proved that a discontinuous difference
between low- and high-t slopes in gp scattering
violates unitarity. Thus, accurate data in the
intermediate t range could help clarify the situa-
tion.

In this paper, we present results for the elastic
slope parameters

from a measurement of elastic and diffractive
cross sections of p', g', andK' at 100 and 200
GeV/c in the region 0.03& ~t ~

&0.10 (GeV/c)'.
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METHOD AND APPARATUS

The experiment measured the polar angle and
the kinetic energy of the recoil proton as well as
the charged multiplicity of the final state. The
kinetic energy T~ of the proton provides a direct
measure of the momentum transfer squared,

t = —2MqTq .
For low values, of t, this technique, allows the use
of a small and simple apparatus with easily de-
fined acceptance. The recoil angle was used to
separate out inelastic interactions which did not
satisfy the elastic-scattering constraint
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FIG. 1. Recoil detector. (a) View in perspective; (b)
plan view.
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T& —2M& cos2
g& .

Other types of background could be kept comfort-
ably low by the additional constraints supplied by
the measurement of the charged multiplicity of
the final state, the point of interaction along the
target, and the time of flight of the recoil particle.

The apparatus, shown in Fig. 1, was situated
in the M6W beam line of the Meson Laboratory
at Fermilab. A beam momentum of up to 200
GeV/c could be selected with a precision of +lgp.
Four Cerenkov counters identified pions, kaons,
and protons. Electrons and muons in the beam
posed no problem since the minimum recoil energy
needed to trigger the apparatus was beyond the
region where the Coulomb cross section is im-
portant. The target was 40 cm of hydrogen gas
at STP. On each side, covering one-third of the
solid angle, drift wire chambers (DWC's) mea-
sured the position of recoil protons. The energy
of the protons was measured by 7.5-cmx 60-cm
x2.5-cm-thick Pilot B scintillation counters (PH)
which were viewed from both ends by RCA 8575
phototubes. The pulse height and the time rela-
tive to the beam counter of each phototube mere
recorded. Behind the PH counters, anticoinci-
dence counters (A) vetoed protons that did not
stop in the PH counters (T~&55 MeV). The beam
was defined by a counter (B) in front of the ap-
paratus while a larger counter (FA) with a hole
for the beam vetoed events associated with beam
halo. The entire recoil spectrometer could be
rotated as wel. l as raised or lowered for cali-
bration with the beam.

'The drift chambers consisted of sixteen vertical
5.8-cm-mide cells separated by high-voltage field
wires. Other wires with graded potentials es-
tablished a uniform drift field toward a sense-
wire doublet. ' The doublet could distinguish right
from left so that only tmo drift chambers were
needed to define a track, minimizing the amount
of material along the path of the recoil proton and
consequently the amount of multiple scattering.
'The space between the drift chambers mas filled
with hydrogen gas to reduce scattering further.
The drift gas, consisting of a mixture of 50% Ar
and 50% ethane bubbled through methylal, was
separated from the hydrogen regions by thin mylar
walls.

The trigger originally mas very simple, re-
quiring a coincidence of the beam counters, the
drift chambers, the PH counters, and the A coun-
ters in anticoincidence. %e found, however, that
this trigger was dominated by P rays from the
beam. In order to eliminate these 5-ray triggers,
we formed a signal from a fast coincidence of
short recoil times and low pulse heights, a cor-

relation satisfied only by g rays, and used it to
veto events. This reduced the 5-ray triggers by
more than a factor of 10 without affecting the
proton recoil triggers. The final trigger g DWC
~ PH ~ FA A ~ 5 resulted in about 60 events per
pulse at a 75% live time with a typical beam of
3 x10' particles per one-second spill.

Tmo scintillation counters, 6 mm thick and 15
cm in diameter, located 40 cm downstream of the
center of the recoil apparatus, were used to mea-
sure the charged mu. triplicity of the final state.
In addition, during part of the running, lead-glass
blocks mere set up 10 m downstream to measure
neutral energy and multiplicity. These were not
required in the trigger. For the elastic-scat-
tering results reported here, they simply helped
to reject inelastic events.

ANALYSIS

The unnormalized differential cross sections
were obtained by binning the number of elastic
events .as a function of t and making small cor-
rections for acceptance and cuts. The proper
extraction of elastic cross sections requires good
calibration of t'he angle and energy of the recoil
protons and good rejection of inelastic events as
well as other types of background.

A. Calibrations

The calibration proceeded in a series of steps.
First, the time-distance relations for the D%C's
were established from runs in which beam tracks
traversed the apparatus in a direction perpen-
dicular to its position during normal running. For
this purpose, the apparatus was rotated by 90'
and mas moved laterally in steps of known amount.
The time-distance formulas obtained in this man-
ner were checked by the elastic events themselves,
utilizing the direct -relationship that exists be-
tween time-distance and drift-time distribution
when a cell is illuminated uniformly by charged
particles.

As a second step in the calibration procedure we
determined the angle of the drift chambers rela-
tive to the beam. The apparatus was aligned care-
fully using the rotary table on which it mas
mounted. 'The alignment was subsequently checked
to within +0.3 mrad by comparing the angles of
elastic recoils on the tmo sides of the apparatus.
The resolution in the measurement of the angle of
the recoils was limited by multiple scattering and
mas typically y3 mrad.

Calibrating the recoil counters for the kinetic
energy of stopping protons as a function of pulse
height required a more elaborate procedure. The
pulse height varies with the amount of light pro-
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duced by the proton, the attenuation of the light
in the scintillator, the gain and linearity of the
phototube, and the linearity of the analog-to-
digital converter (ADC) system. The attenuation
of the light in the scintillator was measured by
passing the beam through the counters with the
apparatus in the rotated position and moving the
counters relative to the beam. This also pro-
vided the relative gain of the phototubes. The
procedure was repeated periodically in order to
monitor the gains of the phototubes duri'ng each
running period and over the eight-month gap be-
tween our two running periods. 'The gain varied
by less than a few percent between calibration
runs and by less than 10% overall during the entire
experiment. Converting light production to energy
loss in the scintillator proved more problematic.
The standard formula for differential light pro-
duction is'

dL C
dB 1+ kBdE/dx '

where t." is an overall constant that can be found
from the pulse height of minimum-ionizing par-
ticles for which dE/d~ is small and kB is a scin-
tillator efficiency parameter whose effect be-
comes important for recoil protons and is not
known precisely enough for our purposes. Pub-
lished values for kI3 range from 0.,002 to 0.016

I'

M =I„+2p,v'ifi &cose—
2M~ ) (4)

For these events, we then fitted the kinetic energy
defined by the angle-energy relation g = 2M~ cos'6)„
treating as free the parameter kB, the phototube
gains, and the nonlinearity parameters of the
phototubes and of the ADC system. Although these
parameters are somewhat correlated, by tighten-
ing the cuts and iterating the procedure we ob-
tained stable results with kB=0.0082 gcm '
MeV '. The energy calibrations are correct to
within a systematic uncertainty of ZT =+1 MeV
or b, t=+ 0.002 (GeV/c)'. 'This is due mostly to
kB and the small nonlinearities in the gains of
the phototubes. The uncertainty in the absolute
angle of the apparatus contributes s q 0.2 MeV to
the uncertainty in the energy. The resolution
in the determination of t is o, =0.002 (GeV/c)'.

The multiplicity counters were calibrated using
the pulse-height distributions obtained from beam
tracks. The effect of the Landau tail at high pulse

g cm ' MeV ', depending on scintillator type and
even on scintillator batch. %e therefore found it
necessary to evaluate kB from our own data.
Starting with a reasonable value of OB, we selected
elastic events by requiring charged multiplicity
of 1 and by making loose cuts on the calculated
missing mass
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FIG. 2. Time of Qight vs energy of recoi1 particles. The horizontal band represents protons. The events in the
lower left corner are mostly due to electrons.
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heights was minimized by using only the smaller
of the two pulse heights. Finally, the lead-glass
blocks were calibrated with muons and electrons.
The muons provided a low pulse-height calibra-
tion for all blocks while 50 GeV electrons provided
a high point for a few selected blocks. Gain sta-
bility was checked periodically with muons.

B. Cuts and corrections

'The time of flight recorded in each of the two
phototubes of a counter was employed in two ways.
First, the time difference was converted to a
position in the counter, with a resolution of y0. 9
cm, and compared with the position obtained by
extrapolation from the DKC's. A cut of y3.2 cm
was made, eliminating accidental events for which
the track did not extrapolate to the point of energy
deposition in the counter. 'Then, the average time
of the two phototubes relative to the beam counter
was compared to that expected for a recoil proton.
A scatter plot of time of flight versus kinetic en-
ergy is shown in Fig. 2. 'The prominent band is
due to protons; the remaining events are due to
accidentals and other recoil particles, mainly
electrons and pions. A cut of y1.2 nsec, cor-
responding to 3.50, was applied around the proton
band.

Inelastic events were removed by requiring
charged multiplicity of 1. Events with neutral
energy in the lead-glass were rejected for runs
where such a requirement was applicable, in-
cluding all the y200 GeV/c and part of the -100
GeV/c data. Elastic events were then selected
by a cut in missing mass squared. Figure 3 shows
the M»' distribution for m p- Xp at 100 GeV/c.
The resolution is o(Mx') =0.22 GeV' and scales
with the beam energy. To avoid introducing a
t-dependent bias arising from the cuts, we cut
generously at +1 QeV' about the elastic peak for
the 100-GeV/c data and y2 GeV' for the 200-GeV/c
data.

The elastic events obtained in this manner were
corrected for the remaining inelastic contamina-
tion (0.3 to 4%), for the geometrical acceptance
of the apparatus (~4%), for multiple scattering of
recoil protons from the D%C field-shaping wires
(s2%), and for nuclear interaction of the protons
in the scintillator (s2%).

C. . Normalization

For each particle and energy, the data were
fitted to the function

do'—=Re
df

7r p= Xp-

100 GeV/c
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FIG. 3. "Missing mass" plot for s P--~P at 100 GeV/c. The upper histogram contains all the events. The lower
histogram represents the (elastic) events remaining after requiring charged multiplicity of 1 and no energy deposited
in the lead-glass blocks downstream.
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FIG. 4. Elastic differential cross sections as a function of t (a) pp and pp at.100 and 200 GeV/c; (b) e p at 100 and
200 GeV/c; (c) K~p at 100 GeV/c and K p at 200 GeV//c.

In principle, the normalization could have been
determined from the event rates. However, un-
certainties in beam structure, triggering effi-

ciency, dead time, and solid angle limited the
accuracy of such a determination to -20o/c. For
this reason, we normalized our data by scaling
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FIG. 5. Elastic slope parameters b(t ) as a function
of t forpp and a' p at 100 and 200 GeV/c. The line in
(c) represents the function &(t ) =d &E(t)/dt, where
+ (t ) is given by Eq. (8) in the text.

of Eq. (5) to the optical point

dt 16m
—(t=o)= ' (1+p')

where 0~ is the total cross section and p is the
ratio of the real to the imaginary part of the for-
ward scattering amplitude. %e set p=0, which
leads to uncertainties in A of s1%, and used the
total cross sections of Carroll et gl. ' The nor-
malized differential cross sections and the re-
sults of the fits are given in Table I.

D. Systematic uncertainties

The errors in Table I are statistical. The un-
certainty in the energy scale discussed above in
Sec. A contributes a systematic error to the data
points of ho,~/o„=bbt. For b= 10 (GeV/c) ' and
at =y0.002 (GeV/c)', this error is y2%. The sys-
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tematic uncertainty in the slopes induced by this
error is +0.3 (GeV/c) '.

Since the data are normalized by extrapolating
to t =0 and scaling to the optical point, the un-
certainty in the normalization depends on the form
used for the extrapolation and on the uncertainty
in the total cross sections (aa,~/o, &

=2bor/or). The
systematic uncertainty in er is' +0.4%, resulting
to an uncertainty of +0.8% in the normalization of
the elastic cross sections.

Systematic errors due to sources other than
the ones already discussed are much smaller.
For example, misidentification of hadrons by the
Cerenkov counters could lead to shifts in the
slopes. However, since the contamination of a
hadron by other hadrons due to Cerenkov mis-
identification was less than 1%, the error in b

expected from this source is smaller than 0.01~&,
where ~b is the difference in the hadron slopes.
For our data, this error is insignificant compared
to the error contributed by the uncertainty in the
energy.

RESULTS

The simple exponential function (Eq. 5) provides
a satisfactory fit to our data (see Table I and Fig.
4). Our slopes are in general agreement with
other measurements, as is shown in Fig. 5 which
presents compilations of slopes from different
experiments - for pp- pp and p p-71 p at 100
and 200 GeV/c. For m p- w p, the slopes below
our t region are significantly higher than one
might expect from a gentle extrapolation of the
slopes at higher $. This led Roy' to suggest that
a break in the slope may exist at t = —0.04 (GeV/c)'
which would violate the unitarity bound

b(t) —(t)
dt

b(0) dv
0

't' "
(da/dt)(t, ) b'(t, )

2 dt (do/dt)(0) b'(0)

where t =3t,(1+t,/4k') and k is the center-of-mass
momentum. A reasonably continuous function
b(t) would satisfy the Roy bound.

Our data, combined with other data, are com-
patible with a continuous function for b(t). For
example, Fig. 6 shows our data for p p- g p at
100 GeV/c along with the data of Burg et al. ' and
Ayres et zl.' The line through the data repre-
sents a fit which uses the full elastic-scattering
formula including the Coulomb and interference
terms. For the strong-interaction amplitude, a
sum of exponentials was assumed,

F(t) =&o[a,e " '+a, e " '+(1 a, —a, )e""t']. (-&)

The relative normalization of the different ex-
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FIG. 6. Elastic differential cross section «/d» vs

t for n P at 100 GeV/c. The line represents a fit which
includes the Coulomb term, the strong-interaction am-
plitude given by Eq. (7) in the text, and the interference
term.

We have measured the differential cross sec-
tions for p'p, p'p, and K'p at 100 and 200 GeV/c
in the range 0.03& ~t ~

&0.10 (GeV/c)'. In this t
range the data display a simple exponential de-
pendence. Our slope parameters are consistent
with other measurements in this region and with
extrapolations from higher t. Data for 7t p- p p
at lower values of t appear to have significantly
higher slopes. A discontinuous break in the dif-
ferential cross section would violate unitarity.
We find that the data can be fitted by a continuous,
albeit rapidly changing, function of t that satisfies
unitarity constraints.
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periments was allowed to vary within the quoted
uncertainty. The result of the fit was

P'(t) = bt (0.085e~9 6' + Q 849e~ ~& + Q. 2882 @) (8)

where t is in (GeV/c)'. The function b(t) =dlnE(t)/
dt, drawn in Fig. 5(c), satisfies the unitarity
bound (Eq. 8). The same conclusion has been
reached by Schiz et gl.'

CONCLUSION
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