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The ratio P «/4„„ is computed for quantum chromodynamics (QCD) with massless fermions present. The result
obtained, using the Wilson form of the lattice action, is A«/A~„, = 117.5. We show how our methods can readily
be extended to other forms of the action. Appendices give details of the technology of QCD perturbation theory on
the lattice. Included are derivations of Feynman rules and Ward identities as well as general power-counting
arguments and a discussion of the renormalization group.

I. INTRODUCTION

Monte Carlo lattice calculations performed with-
in the framework of an SU(3) gauge theory without
fermions" have numerical. ly related the string
tension K to a parameter A, „,

„defined in close
analogy to the g parameter of the ordinary continu-
um theory by

Here, g is the lattice spacing, g, is the gauge
coupling constant, and P, is the beta function.
Hasenfratz and Hasenfratz' and Dashen and Gross4
have shown that it is possible to express the ratio
of 4 „.„ to the usual p parameter of the continuum
theory, defined in some renormalization scheme
[minimal subtraction (MS), momentum-space sub-
traction (MOM}, etc.]"'as a perturbative expansion
ing. For an SU(3) gauge theory without fermions,
these authors obtain AMo/A, ,« =83.5. This calcu-
lation is done in the Feynman gauge and the attend-
ant subtractions are performed at the symmetric
point. By combining this result with A „, „ /vX,
Creutz' obtained g« -—170+ 50 MeV in reasonable
agreement with experiment.

Recently, Weingarten and Petcher, Fucito
et al. , and Scalapino and Sugar' have demon-
strated the feasibility of doing Monte Carlo studies
with quarks present. Therefore, it is natural to
extend the result of Hasenfratz and Hasenfratz to
include fermions and this is what we will do in
what follows. Our approach emphasizes two points.
The first point is related to the well-known fact
that there are many different forms of the fermi-
onic part of a lattice gauge theory which all yield
the same continuum limit although not the same

We exP/i fitly separate those parts qf the
calculation which do and do not depend on the par-
ticular form of the lattice action, and it is found
that very few modifications have to be made if the

fermionic part of the action is changed. Second,
we emphasize the numerical accuracy of our meth-
od. It happens that the analytically computable
parts of our calculation dominate the numerical
parts. This significantly reduces the effect of
numerical inaccuracy in the four-dimensional
Gaussian integrations which must be performed.

The plan of our paper is as follows. In Sec. II
we introduce and discuss the Wilson action' upon
which our calculation is based. In Sec. III we des-
cribe our calculational procedure in five steps:
(1}relating A„o/A, «(the fermion part) to theprop-
gator ff „„(2)showing that only g = a&s~(p'll)" „~~=„
needs to be calculated by lattice regularization,
(3) obtaining the value of [p il"„—(P'/8)ft] by di-
mensional regularization, (4} separating from lf.

the m 0 contribution, and (5) numerically com-
puting g minus the ppz 0 contribution. This final
step consists of evaluating, by quadrature, a
straightforward finite, four-dimensional integral
which is independent of all scales (lattice spacing,
mass, and external momentum). Only steps (4)
and (5} would be modified if the action is changed.
Details of the calculation are relegated to four ap-
pendices. Appendix A explains the connection be-
tween Green's functions and A ratios. In the liter-
ature, this connection is often stated' but is rare-
ly discussed in detail. Appendix B describes the
derivation of Feynman rules for the lattice theory.
In Appendix C, these rules are used to obtain vari-
ous lattice Ward identities which are employed
extensively in our calculations. Finally, Appendix
D explains power counting and lattice regulariza-
tion. These concepts enable us to identify lattice-
regularized quantum chromodynamics (QCD) with,
for instance, dimensionally regularized QCD. We
also discuss the problem of fermion doubling which
occurs when "convergent" integrals do not have
the same continuum limits as in the dimensionally
regularized theory. Our result, finally, is
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A„ /A„„= exp((1/p, }[II (-0.01416)+ (0.30816)]}.
For four flavors, this expression has the value
117.5 + 0.1.

During the course of our calculation, two other
derivations of this quantity were published (Weisz'
and Kawai ef aI."). The techniques and emphases
in these works differ from one another and from
ours but, within numerical accuracy, the values
obtained for & „o/hl (,«all agree. (The number

that we present is probably the most accurate of

the three but that is of no practical importance. )

II. THE ACTION

As previously stated, the form of the action for
a lattice gauge theory is not uniquely specified by
specifying its continuum limit. In this paper we
choose to work with the Wilson action $ in
Euclidean space-time. Explicitly,

S=-g y„y„+Zgg|t„(1—r„}V„„q„,„-

'~ZZ &"v (1 '~~}~'~&

+2', gag Tr(p„.p-v. U"-..~U„„).
28'0 n p v~p

Here U„„ is an element of SU(X) and the A fields
are defined by

U„p = exp i' A„~Tg

E is defined in terms of the quark mass pp by
%= 1/(8+2ygg), and the matrices T which generate
SU())(I) are normalized so that Tr(T'T') = T(R}6".

The classical continuum limit of $ is obtained by

making the identification

y„= (a'/2&')'~'(J)(na),

A'„„=A'„(na),

In that limit,

+an irrelevant constant,

F'„„(x)= s „A„'(x)—&&„'(x)—g,f""A'„(x)A„'(x).

ghost terms for its complete specification. A de-
tailed discussion of these terms will not be neces-
sary for the purposes of this paper, however, for
these terms are not relevant in treating the fermi-
onic effects upon which we focus. A more serious
complication of the quantum theory is that we can-
not blithely take the z-0 limit. In a g expansion
of the Lagrangian there are terms which are pro-
portional to a (those terms are known as "irrele-
vant operators") which formally go to 0 as a- 0.
However, these terms contain nonrenormalizable
factors which can induce divergences of 0(l/a").
After multiplying by a we are left with a finite
nonzero quantity. Sharatchandra" 'has shown, for
QED that these anomalous-vel tex" conti'ibutions
can be absorbed into renormalization counter-
terms" which, in turn, affect the & ratios. Thus,
although there are numerous ways" "of writing
lattice theories which have the usual classical
continuum limit, these theories may differ in
their anomalous vertices.

However, it is worthwhile to point out, in con-
cluding this section, that some actions may be
better suited than others for doing Monte Carlo
studies. " At present, fermions are being ex-
amined' using only the standard Wilson action but

we must be prepared to easily modify our p-ratio
results in case other actions are used in Monte
Carlo analyses. For that reason, our calculation
is explicitly separated into a part which depends
on the lattice regularization and a part which does
not. The latter part will not change when irrele-
vant operators are added to the action.

III. PROCEDURE

The calculation of the fermionic contribution to
A Mo/A „proceeds in five steps which follow. The
first three steps are independent of the regulari-
zation procedure and hence will not change if
anomalous vertices are added to the action.

SteP 1. We will demonstrate that it suffices to
compute the gauge boson propagator II,",'(J))) on the
lattice. First define the propagator and vertex
functions as (remember, all momenta are Euclid-
ean, i.e., p)'p„=P,', p, '&0)

11)', (J)))=6 11v (P)

=m„~,g"-,
)
—,h(p')+, +0(u),

(la}

where
It should be noted that the quantum mechanics

of the continuum limit implied by $ requires the
introduction of gauge fixing and Faddeev-Popov

h(p') = 1+go'(a)[f),ln(a p, ) + I),] —(Z, —1) .
Also, for p'. =q'=p'= l).

' [see Eq. (A16a)],

(1b)
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G,(p') =g,'(a)[c,ln(au)+c, ]. (2b)

Define a, = c,+ —', b,. Then as explained in Appendix
A [see (A14)],

I"„"..(p, q, r}=gof.~.([g„.(p q)—.+cyc»c][&.(I ')+ &/
—(q r)-„(r -p), (p —q) G, (p. ')

—(r„p„q -r„p q„)G,(p, ')]+O(a),

(2a)

where"

will be considered.
Step 2. Next, the divergent part of g~' is isolated

and it is shown that only 9 8 p (p'n)~„~~, need be
computed by lattice regularization. Because of
the transversality of the propagator (see Appen-
dices 8 and C) it suffices to compute II(p') defined
by

n(p') = -'(p'n)" (p) (10)

(Notice that II is defined so it has dimension 2.)
In Appendix C [(C5)] it is shown that

(3)A Mo /A„„= exp(a, /P, ) .

P, = (11 ——',gr}/16m'.

Here, a, =a, '+a» with NF and F denoting the
nonfermionic and fermionic parts, respectively.
P, is the P function defined as usual by

n(0) =0.
Furthermore, by inspection of the propagator
(810a) and (810b), II is seen to be even in p.
Hence these facts imply that a Taylor expansion
(which is possible only when m x0) gives

This is for
&gal

quark flavors. a, has been com-
puted"'" for SU(3) as

n(p') = o+ [s„s,n(p')] +o(p') .
2 p p

(12)

a, ' = 0.3081622+ 0.0000001. (5)
In fact, since II is a function of p', we have

Qur task is to find g, .
That task is considerably simplified by noticing

that b, and z, can be related by using the Ward
identity discussed in Appendix C [(C10}]:

P„I;",', (P, q, r) = —ig, (a)f.„
x[q'll' (q) r'lI' (r)]-+O(a') .

(6)

2
P'

II (P') =—»s,n (P') +O(P') .
8

The term of order p' should be finite by power
counting (Appendix D). Actually, one must be
careful with this argument;

p'
n„&= n(p)- —s,s~n

P=p

(13)

V. GF( 2)
AT(R)

16@2 (8)

where I = 2.3439072 ~ ~ . Then

Applying this to (2a) and (2b) and using both con-
servation of momentum and the fact that p'=q'=~'
=-2p q, etc. , we find that

2

g, '(a)[ —(b, +c, )ln(ag) +(b~ +cF)] =~@~2 (p, ') . (7)

But Q, is finite in the limit that a- 0 (because it is
the coefficient of a tensor which is trilinear in ex-
ternal momenta) hence it can be computed by di-
mensional regularization. The result is quoted
in Ref. 6 [Eq. (14c)] as

is a Taylor series starting with the third deriva-
tive of II. Following Appendix D, write

5/a

II =a dkl(k, p)[1+O(2m)+0{a(p —k))+' ' ']
-~/a

-6 /a n. /a

-II /a 6 /a
(14)

where Zis the a- 0 limit of the integrand and & is
the number of factors of g that must be removed
so the integrand is finite as a- 0. Symbolically
write 888 to denote a third (partial} derivative.
Then

6/a
&S&n =a" dk[[SBS/][I+O(am)]

-6/a

,'b,'+(c', +b',)-
=-',b', + "~

+( (-2.3056953). (9)

In summary, it has been shown that the & ratio
can be computed from the fermionic part of the
gluon propagator. Equation (9) gives a~2 in terms
of b~ [Eq. (1b)] and then A „o/A „„is found by ap-
plying (3)-(5). From now on, the superscript F
will be dropped and only fermionic contributions

+[sset'][so(am)]+ ']. (15)

It is possible to convince oneself [by staring at the
explicit form (810), of the integrals, and using
the methods of Appendix D] that the first term of
the right-hand side dominates as g- 0. The argu-
ment generalizes to higher derivatives. Thus,
since j „sBM'(and higher derivatives of /) is
known to be finite, it can be computed dimension-
ally.

Recapitulating, it has been shown that
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Il (P') = rl(P') ——s)'s, II (P')
8 (16b)

—,
'

P II"„(iI))=II(P') =
8

a 8 II(P') +II(P'),
P=0

(16a)

where

can be computed by dimensional regularization,
since it is finite as a-0. Only 8 &~II(p')ip 0 needs
to be computed on the lattice.

SteP 3. The value of II(p'), as defined in (16b),
is found from the dimensionally regularized Q.
See, for instance, Refs. 18 and 19. In N= 4+&
dimensions

I

r(o,"(p') =n(N)p'Id
+

tdto&n*

m2 2
—

i
1 —

2 (1+4m'/p')' 'In([1+(1+4m'/p')' ']/[-1+(1+4m'/p')' ']]+3-4

where

(17a)

Then

11'"(p') =Iim rr (p') -—s('s, ll'"(p')
N~& 8 P=O

m2 m"
=IimA(N)p' ——-i 1- . i(1+4 ~'/p')|/2 In6'+(1+4 ~'/p')"1/[-I+(1+4 pn'/p')"1]+-- 4—. ~12 i p j 3 p'- '

We are interested in the m-0 limit:

fl ( ') = " ' [In(P'/m') —-']+0(m') (19)

Step 4. We next isolate the m-0 contribution of t) ~s II(p ) i, , There is a logarithmic divergence in
"am" which will be seen to combine with the logarithm from (19) to give a term proportional to In(a'p')
[see Eq. (lb)]. Parenthetically, one should note that this is the first occasion where we must use the ex-
plicit Wilson action. Barring the occurrence of an extraordinary theoretical pathology, steps (1)—(3) will
yield the same results for any action whose continuum limit is as usual. Now we must invoke the specific
form of the propagator as written in Appendix B [(B10a)]:

~e'

p'ttv, "(p)=id, d, 'n p(n), f dnTr vv"&(n)f d —— " &(n)f nv+ o— +ter&n( tt ) tndependentofp,

(20)

where u"") and f are the vertex and propagator, respectively (see Appendix B).
We will examine s&a('(p'll)„')

i p, .' This involves a variety of terms. In order to illustrate the procedure
of isolating the pp( dependence, we focus on just one term in the integrand (the variable of integration has
been rescaled to go from 0 to v):

T = 32K'[ 4n' —4K nC, + (4K' —n') C, + 4Kc(C, —4K'C, ]
x [64K' —4n'+ 8KnC, + (-24K'+ 2o ')C, —8KnC, + 8K'C, ] /D (21

where o. =-1+2KC„C~=+, ,cos"(I),.), and D=n' 4++K,', i s(kn,.). Since we are interested in the m-0
limit, let us do an expansion of T around ~ = 0 and 0 = 0 (remember, the divergence in m comes from the
infrared limit of integration). These expansions are easily performed with the help of MACsYMA (Ref. 20)
and it is found that

64(i, [16(mg) + 32(~g) ] -k (-8 —16ma)}
[y2+ ( )2]d

(22)
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Now consider J 1~]&, T d'k. We will do this term by term in (22):

(a) f d'dd'(am)' [d'+(ma) ]'= dAddd"'(am)' [d'a(ma)'1 +(am)' ('' ).
0 )k~&b, kg &7I''

(23)

(a) fd'dd'(am)' [d'+(ma)']'= 2'f dddd' [d'+(ma)']'+O(am)
.0

{[k + (ma) ] —2(ma) [(ma) + k ] + (ma) j
0 k'+(ma)' '

2]r'(am)' 1 ' 2(ma)' ' (ma)'
2 k'+ (ma)' o 2[k'+ (ma)']' 3 [k'+ (ma)']'

= w'/3+O(am) .
(2

= 2m'(am)'

The second integral on the right is clearly O((am)'). As will be seen by following the discussion below,
(am)' f, dkk'/[k'+(ma)']'=O(am). Hence this term goes to zero as am-0.

(b) Similarly, fd'kk'(am)/O'=O(amln(am)) and goes to 0 as am-0.

(d) f d dd [d'+(ma)'1
f d)/&)(

[[k2+ (ma)']'- 3(ma)'[k '+ ( a)']'+ 3(ma)'[k'+ (ma)'1 —(ma)'j

k'+ y~g ' ' k'+ ~g ' +2m' other terms+0 gm
) n(& iI

= 1F' In[]F'/-(ma)'1 —1171'/6+o(am) .

By putting together the information obtained in (a) through (d) above, we finally have

(25)

d'k T = 2 56(2m') (- —,', + -', In1F') —2 56]F' In(m a)'+ 0 (am) . (26)

Now write

d4kl'= d' T —Tg n — k + d4kT.
I of~fr

and f~~~„d'k T has been evaluated analytically
[Eq. (26)]. The form (used in T) for T~„, is partic-
ularly simple and is in fact

Ti o= 512/k'. (30)
(27)

The left-hand integral has the property (which can
be shown by the above power-counting arguments)
that

l d'k»m [T-Te(s-~k~)]
(aFrt 0)

=lim dk T —Tg w — k . 28
am~0

Hence our final evaluation of T in the gm- 0 limit
becomes

d kT = d4kT+ d kT,

B B)'II(P')[~ o= V, + V', (m), (31)

where v', is independent of g, ~, and, of course,
p. The decomposition (following the method de-
scribed above for T) is well defined provided that
the step function used in defining P, is 8(w —~k

~ )
[see (29)]. Then 'F, (m) is found to be

The integral of T then remains to be calculated.
It is independent of ~, p, and g; its range of in-
tegration is finite (0 & k & m) and it has no diver-
gences. Thus it is easy to do numerically.

Recall that B~B)'II(p') ~~ o is a sum of contributions
similar to T. Just as above, the mass dependence
can be isolated so that

(29b)

&,(m) = 16,6„T(Jt)nFgo'(a)[+ —'3' In1F'

++ ln(am)'] . (32)
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Step 5. The final step is to compute 7', in (31).
This term is of the same form as T defined in
(29b) and we evaluated it numerically by Gaussian-
Legendre quadrature. The symmetry of the inte-
grals allows them to be evaluated in the quadrant
0 ~ k, ~ m. Further accuracy could have been ob-
tained ' by restricting to the region 0 ~k, k, &k,
~ k4 and then symmetrizing. However, that was
not tried. In order to eliminate spurious numeri-
cal infrared divergences the integrals were written
in polar coordinates where the integrands are ex-
plicitly smooth and finite over the entire range of
integration. Also, special care was taken at the

boundary [see (29b)], ~k ~

= m, of the 8 function
(namely, quadrature was done separately in the
regions 0 &

I k
I

~ m and E I k I
& w; k, & m} }. The re-

sult obtained is

f5abT(R I ( )+E (3 11 p p4)&6~'

The error (+0.04) is estimated by inspecting the
sequence of answers coming from 6-, 12-, 24-,
and 48-point quadrature.

The five steps of the calculation can now be com-
bined to give the answer. We have [(16a)]

p'
ll(P') =—s~s, ll(P') +ll(P')

P

=rr(P')+
8 [v,(m)+&,] [by (31)]2

P'

= K'[-,' ln(p'/m') —F90 + —,
' —~3 Inn'+ 4 in(a'm') + (3.11+ 0.04)/8] by (19), (32), and (33)

= K'[ 4 ln(a'p') —4.719279 7+ (0.389+ 0.005)]

=SC'[-; in(o'p') —4.330~ 0.005],

where

iT (R)P'go'sz
16 2

n, T'Qt) (s ) (35)

It is important to notice that the term which can
be computed analytically far outweighs the term
which had to be done numerically. Of course, this
need not have been the case, but it has the fortu-
nate effect of greatly reducing the numerical error.

Going back to (1b) we see that

Then AMo/A„«= exp(a, /P, ) where P, is given by(4).
For four flavors A«/A, .„, = 117.5+ 0.1. The ratios
for 0 &g~ ~ 8 are given in Table I. This result
(for four flavors) may also be written" as AMoM/
A, .„, =(AMo„/AMO)x(A«/Ah„) =141.4+0.1, where
AMp„ is the Landau-gauge momentum- subtracted
A. "MOM" rather than "MO" i.s the renormaliza-
tion scheme used in phenomenological analyses"
but they are so similar that it is unimportant which
one we use. The conversion between the two
schemes for an arbitrary number of flavors is
given in Ref. 6.

IV. CONCLUSIONS

b~=, x (-4.330+ 0.005) ., n, T(a)
(36)

We have described in detail a method for com-
puting the fermionic contribution to A«/A„, «.

5, is, of course, the usual fermionic contribution
to the P function. From (9),

a",=, [—', (-4.330 + 0.005) —2.305 695 3)

(-4.471+ 0.003) . (37)

Again, the analytically computable terms conspire
to minimize the relative error:

a, =a, +aN, '
= pgz( —0.01416+0.00001)

+(0.3081622) [see (5)].

TABLE I. Values of AMpl~h« for 0 —nz —8. The nu-
merical accuracy decreases as n~ increases since the
error in a2 is proportional to n~. For nl=4, the error
is + 0.1, but for nz=8, the error is + 0.5.

A /A
MP' latt

83.4
89.4
96.7

105.8
117.5
132.8
153.7
183.5
228.3
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The importance of our technique is that it is easi-
ly applied to any action which has the usual continu-
um limit. In fact, the Wilson action may turn out
not to be most suited for Monte Carlo calculations
and if that is the case, then only steps 4 and 5

need to be modified in the procedure described
above. Another advantage of our method is that
(fortuitously} the analytically computable part of
the result dominates the numerical part. This
leads to a reduction in the relative numerical er-
rors. Perhaps if another action were to be used
we might not be so lucky, although we might have
some control of this effect through our choice of
the 8 function in the definition of v, [see Eqs. (29)
and (31)].

Our result for SU(3) (using the nonfermionic
contribution from Refs. 3 and 4} is AMo/A &„. „~„,„. „„„
=117.5+0.1 or AMo„/A&,. „(«.„„„„=141.4+0.1. For
0 &rg~ & 8, see Table I.

suppress the arguments of Z, A, etc. ,

d" ~o()

where

( dg= pg gl +,&»a++,u& I
(A4)

dp, (,))
'

Z«& ——A'g +Bg'+. ~ ~,

Z (2) =2' + 4g B+ ~ ~ ~ .
(A5a)

(A5b)

= a p [g'A'+g'(AA' + B') +. ~ ] . (A6)

Next consider

dgp(a) d
da g(p, ) da g(g)

Rewrite (A4) and make a Taylor expansion to ob-
tain
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APPENDIX A: THE CONNECTION
BETWEEN GREEN'S FUNCTIONS AND A RATIOS

Ifmg(p) =&(ap, g(p))g3(a},
a~o

where a is the lattice spacing and. p, is the renor-
malization mass. In what follows, 1/a and' p will
both be taken to be large (i.e. , gp and g will be
small).

In perturbation theory,

Z(a p, g{p,))= 1 + A(a p)g'( p, ) +B(ap)g'{p) + ~ - - .

(Al)

(A2)

Define

p(g) = limp dg p)
g~p dp gp(g&

For notational convenience we will temporarily

(A3)

The relation [cf. Eq. (14)], which exists between
the Green's functions of the theory and the ~ ratio
which has. been our primary interest in this paper,
follows as a result of the twin requirements of re-
normalizability and the validity of perturbation
theory for sufficiently small nonvanishing values
of the coupling constants. To see this, first note
that renormalizability implies

Expanding, we have

P&
——-apA', (A9a)

P&
——-a p(AA' +B') . (A9b)

A well-known solution to Eqs. (6) and (8) is3 4 3

1 pg ln ln( p'/A')
g (P)

p ln(p2/A2) p 31n2(p2/A2}
+ 0(I/»'),

(AIOa)

1 p& lnln(1/a A ) ~ 3

p 1 (1/' A ) p ln (1/ 2&2} +O(1/ln ) .

(A10b)

A and A are constants of integration uniquely spec-
ified by the definitions of g and go and by the fact
that no other terms of 0(1/ln ) are present in Eqs.
(lo).

By inverting Eqs. (10) we have

-a =ap[g&& A'+g&& (AA'+B')+ ~ ~ ~ ] .
da- s(~)

(As)

Notice that the right-hand sides of Eqs. (A6) and

(AB) are equal (through this order of perturbation
theory). Hence g» as a function of 1/a and g as a
function of p. satisfy the same differential equation
[for this we rely on the fact that the right-hand
sides of Eqs. (A6) and (A8) depend on a p. only im-
plicitly through g and gp].

Of course, Eq. (A6) specifies the P function and

by definition
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1 " 1 1

I aOg g'(a) gs'(a)

x g I) ) [1+0( g)]
go'(a)

Later, it will be explicitly shown that

A=-a) in(a)(()+ a2,

(A11)

but for now we simply use this expression, in
conjunction with Eq. (9), to obtain

We have exploited the fact that lim, ogp(a) =0
[and that p can be made large so that a)((= O(1)].

Thus, in order to compute A ratios it is neces-
sary only to compute aq. That involves computing
A=Z& 'Z3 . To do this, we will define the Z, by
momentum-space subtraction and calculate the
propagator and vertex functions on the lattice, in
the Feynman gauge. For p = )), (recall that the
momenta are Euclidean)

A = -Po»(ap) + a2 . (A12)

Recalling Eqs. (Al) and (A2}, this implies

g ()))=go (a)(1+2[ Pp in(ap)+ a2]go (a)+ ~ ~ ~ ] .
(A13) where

pPpV+, +O(a&I, (Alsa)

(A14}

Substituting this into Eq. (All) the final result is

A/A = lim exp(aq/P0) [1+O(gp )f(a))}]
a~Q

= exp(g~/Pa) .

b(p ) =1+go (a) [bgln(ap)+b2] —(Z3 —1) .
(A16b)

A.iso, for p =q =r = p.',

1"„„„(p,q, r)=gof, )o([g,„(p—q)„+g„„((I-r)„+g„„(r-p)„][Go(g)+Zq]+other tensors+O(a)], (A16a)

where

Go()(( ) =go (a)[c) ln(ay} + c21 ~

Zq and Z3 are then defined by

Z3 ——1 +go (a) [b( in(a)() + b 21

(A16b)

(Al "Ia)

I

and

3
a2 =&2+ r&2 y

3Po=&~+ a&~.

(A19a)

(A19b)

and

Zf = 1 -go (a)[c( in(a))) + cq] .
Using A= Z~ Z3 we find

~ '=(c, +-.'b, .)in(a) }+(c,+-.'b, )

(A17b)

(A16)

Note. The superscript MO denotes "momentum
subtraction in the Feynman gauge" as distinct from
MOM which is "momentum subtraction in the Lan-
dau gauge. " The results of Ref. 6 allow us to di-
rectly compute AMo„/A„o (=l. 20 for four flavors).

APPENDIX B: FEYNMAN RULES

The Feynman rules necessary to the analysis of the fermionic effects we have considered in this paper
arise from an O(g, ') expansion, $&('), of the fermionic part of the Wilson action:

~@~+&gg&( (1 & } (~g &, T + (iag, )'(A.,„'T}(A„„'T)
ng

+&++7))„+p(1+y„) (-fag, )A„„'T+(fag,)', (~„„~T)(A„„~T)

njf

Here, Q is a quadratic form independent of the
4's. These rules are obtained by introducing
Grassmann variable sources q, q via

the usual generating functional. The propagator
—Q

' is then given by

S(2) S(&) ~ qy ~y~ (S2)
q-&l'J — dp &(N&(n '-n) jai'J(b)

n'n (aaa)

and taking appropriate functional derivatives of with
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f(k) =g' -I+2K icos(ak P)

-1
—2iK gy&sin(ak ' P) (Bsb) P

p, & m&k2

Pn»I)n "n

p»" p»»
=—s" (k)

j

~ ~ ~
~

m /a z/a
dk—=

( )
dk (B4)

FIG. 1. The vertices and propagator of the fermionic
part of the action.

To derive the other Feynman rules, one may fol-
low the procedure described by Coleman in Ref.
22. Start by noting that

going to momentum space is

5 (k)

n 0 (Br)

dg„dg„exp(g(()q+r)q+T)))I) = -exp(-qq )I)det Q.

(B5)

One can also prove that (for Grassmann variables)

p( a/aa, a/-aa) a, ()f&;-a, ( a/a& b&d-;f)/ a;ab

-j(b +aab.) f(-b, b)
~ 5-0 '

(B6)

Equations (B5) and (B6), as well as corresponding
equations for the Bose variables, ' directly give
the Feynman rules. Care is needed in getting the
correct combinatoric factors and signs but these
do follow from the rules. One useful fact when

As usual on a lattice all functions are periodic,
and energy-momentum is conserved modulo 2w/a.
However, all integrals are integrated over one
period only, so the periodicity of energy-momen-
tum conservation (umklapp processes) does not
create any technical difficulties (for divergent
quantities, the "interpretation" of energy-momen-
tum conservation is somewhat different than it
would be in the continuum case" but such an inter-
pretation is meaningless anyway). Also, because
of this periodicity, shifts of variables can be per-
formed at will, despite the finite limits of integra-
tion.

The vertices which involve fermions are" (see
Fig. 1)

(Bs)

where

v(„') (r) = i sin(ar„) —y"cos(ar„),
v„' (r) = isin(ar-&)y„+ cos(ar&),
v(n+b) (r) —v(n) (r)

(B8a)

(Bsb)

(B8c)

and

II»",(P)=, , fdk r wT''(( ~)fk(') k"')k.

(B10b)

(O) ~—
«ao(p) ~a g (B9)

in the Feynman gauge (II(') is the free-field propa-
gator). With that normalization

II(')(P) =[II„(P)+II (P)]—', 5„g,'n T(R), (B10)p2 ah 0 E

where

4A'2. . . , PII)'" (p) = dk' Tr v(k)"(k')f k' ——
g 6p2

x v "'"(k
'
)f (k

' +—
2 .
(B10a)

Fermion loops have an overall minus sign as usual.
When using these Feynman rules, the fields must
be renormalized so that (for Euclidean p')

v" ') and v" ') are given in Eqs. (B8), and in (B10a)
we have used the fact that shifts of variables are
permitted. Q~&' and II~' are the Feynman diagrams
of Fig. 2. We see that II3 is due to the "anoma-
lous vertex" (qqgg-coupling) and that it is p inde-
pendent. Thus it has the same structure as a
mass-insertion diagram (and, in fact, it is needed
so that the gluon does noi obtain a mass).

In Appendix C there is a discussion of Ward iden-
tities. From these we deduce that [through O(a')]

II"'(P) = (g"' P"P'/ff')ll (P') . —

fl. V

= 1Ta

FIG. 2. Perm. ionic contributions to the propagator.
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Hence, it suffices to compute II"„(p)= 311(p'). This
is what is actually computed.

Although we do not evaluate I","~", (p, q, r), we will
(in Appendix C) demonstrate a Ward identity which
relates I' to II. The (fermion contributions to)
diagrams contributing to l "" are given in Fig. 3.
Figures 3(c) and 3(d) involve anomalous vertices
but can be shown to be zero. That must be the
case because each of those graphs involve the
structure constants "d„,." To see this, note in
(BB) that the vertex V'„', involves (T'1'+T T') and
that the vertex V'„'„' involves (T'T~T'+permuta-
tions). Figure 3(c) is proportional to Tr[(T"T'
+T T')T'] and Fig. 3(d) is proportional to

+ CfOSS
dlOQfONS

qv

(b) (c)

Tr[(T'T~T'+ perms)]. Each of these traces is
proportional to d'". Also, it is possible to show
directly [invoking evenness and oddness of cos(k)
and sin(k)] that Figs. 3(c) and 3(d) are zero.
Hence, we are left to evaluate

F/G. 3. (a) and (b) Fermionic contributions to the ver-
tex. (c) and (d) are shown to be 0.

Fig. 3(a)+ Fig. 3(b) = I,",", ~' (p, q, r)

f,~,T(R)nzgo' dkTr f (k)v&' k+
&

f(k+P)v, '
~

k+
&

——-8gZ' 1 P

This is normalized so that

x f(k -r)vt'~
~

k ——
3i (B11)

&.".".'"(P ~ r) =g f..[g„,(P -V). +g..4 -r). +g „(r-P).] . (BI3)

APPENDIX C: SOME WARD IDENTITIES

Various Ward-Slavnov identities are expected to hold for lattice QCD since this theory is constructed to
be gauge invariant. Becchi-Rouet-Stora (BRS) transformations" can be used to derive these identities,
but it is important to check the legitimacy of formal manipulations which disregard divergences. Hence
we have directly checked those W'ard identities which we need for the calculation of the A ratio. Those
identities follow. Much of this discussion has been given by Karsten and Smit."

To begin, note that

and

8

8k~
f (k) = 2ffa jg~') (k)P (Cl)

8 8
f '(k) = —2Ka '5q„v~(" (k),

where v„' and f are given in Appendix B. Then [see (B10)]

(C2)

(C3)

We can integrate by parts. Notice that by peri-
odicity

II /a
f(k ),f(k ) =0,

If -x/e

()t'ttt.",) (o)= —Jt))t' IfT&t') t~, t, f():)'
dk Tr k v~"" k 5"" by C2

so we finally have = - [P'll,"„"](0) . (G4)
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FIG. 4, The crossed gluon line denotes sin[2a(q -p)„]
N'& (P+q) where W& is defined in Appendix G. The dashed
l'ines play no role except to carry momentum.

FIG. 5. Schematic derivation of the %ard identity E'C6).

this identity becomes

Q (ap „)I""(a, ap) = 0 . (C7)

Hence

[p'll] (o) = o. (C5)

The derivation depends on the observation

I f( lPs()n—[SSP] ))PI(P IS)f+(S)=Sn(f(S)—f(P)],
This is the condition that the gluon is massless.
The role of the anomalous vertex is simply to en-
force this condition (which is due to gauge invari-
anc e).

We can also derive a %'ard identity which guar-
antees transversal. ity of the one-loop gluon propa-
gator. That is a bit more difficult because the
propagator is not Lorentz covariant (except in the
a- 0 limit). The identity to be derived is

(C8)

where W„(r) = v„' (r/'2) Th. at equation is easily
proven by invoking various trigonometric identi-
ties such as sin(2cosf) =,[sin(a+&)+ sin(a —b)].
Equation (C8) is the analog of the familiar con-
tinuum identity"

1 1 1 1
[(o -p), r "]

P —PPP g' —fn P' —m

+sin(2ap„)f""(a, ap) =0,

where I""(a, aP) —=P 1I"'(P). In the limit aP - 0

(C6) In Fig. 4 we schematically describe Eq. (C8) .and
in Fig. 5 we show how this is used to derive (C6).
Explicitly, from (C8)

~ 4 4@2 p+sin(~ap„)[p'll„"['P)]= x, dk Tr v&»)'(k )f k +— -v&"~(k )f
I

dk Tr f(k ) v")~ k' -- -v"'" k +~a' 2 2

= —g sin(zap„)[p'll&)'(p)], (C9)

where the last equation follows directly from applying trigonometric identities to v ". Having proven this,
it is not yet immediate that transversality follows. By inspecting the integrals Il~ and lI~ we can convince
ourselves that the most general tensors are a linear combination of (p~'+p„'), p„'5„„,p„p„, p'5„, , and
P'. But the most general combination of these which satisfies (C6) [or (C7)J is, in fact, (-p„p„+p'5„„).
Thus II"' is transverse.

There is one more Ward identity of interest to us:

+sin( —PI)l'"", (P, n, r) ({'T(R)f„,n [S'll'„"{I)—=r'll'„(r)] —rO(s').

This will be proven using techniques similar to those used in deriving (C9) (see Fig. 5). Let

(C10)

I"" = Tr dk k 5'„2k+P k+P 5', 2k+p —r k-r 5„2k-r

p I ))vs) I )fsf)ldI)
P 1 2

(Clla)

where

I","= Tr dkf(k+p)W, (2k+p —r)f(k —r)W (2k —r)"vm WE

ss

(Cl lb)

~ 4

I2 = Tr (dk f(k)W„(2k+p —r)f(k —r)W (2k —r) (C11c)
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This follows from (CB):

I", = Tr dk k-q 8'„2k-q k 8'„2k-q +8' 2k-q-p -5' 2k-q

= II" (q)+R", (q,p),
where

a' '
11" (q) =~, 11","(q)

and

(C12a)

(C12b)

R," (q,P) = Trf dkf(k —q)2'„(kk q)f(k)[-qy (22 —q P) —)q„(qk--q)[. (C12c)

Similarly,

I," = 11
" (r) +R, "(r, -p) .

The term of interest is &", . It is easy to see that this is analytic around 0 in the external variables
(r, p, q). It will shortly be shown that it suffices to demonstrate

R", (q,p)-R, (r, -p) =O(a'),

['ap~ . a/ p l . a pW (2k —q —p) —W (2k —q) =sin~ —icos —~2k —q —— —y sin —2k —q ——
4J ~4 2i, 2, " 2 2

(C14)

B","( , )=qPi (sq n)f[," (q, P),

where

B,""(q,P) Tr dfk( -k=) qiq(2 k q)f(k) -icos
2

2k —q —— —y sin —[2k —c-—a P
"

. 'at' p
ko

(C15a)

(C15b)

AtP =0, the integral is, after shifting variables,

Tr dk k- —S; 2k) k+-( q& q
2&

' 2

x [-i cos(akim —y cos(ak„)]. (C16)

This can be shown to be 0 by expanding the propa-
gators and vertex and then noting that terms (or,
sometimes, pairs of terms) with an even number
of y matrices are odd under k- -k. Thus R, is at
least linear in aP. Furthermore, by shifting vari-
ables it is also possible to see that R, is odd in
the external momenta. Hence, if it can be shown
that R", (0,p) +R, "(0, -p) = 0, then R is at least of
order 3 in the external momentum.

Indeed, if v2k co, then ~", (o,p) =0 by oddness

[fsin(ap„) sin(ap J = 0 if vc r', etc.]. If v= (d,

then R", (0,p) = —R, (0, -p) by oddness. Hence

R; (o,p) -R, '(o, -p) =o.

Finally, note that by resealing k and remembering
that f ~a', R is seen to have dimensions a'. &y
the above arguments, R has been shown to be at
least quartic in the external momenta (sin[ap„/4]

aP „/4 and R is trilinear in the momenta) so

R", (q, p) -R, "(r, -p) =O(a'i), ') x O(a')

= O(a'), (C17)

where p, denotes an external momentum.
The proof of the Ward identity (C10) is com-

pieted by putting together Eq. (87) and Eqs.
(C1la)-(C17). It will be seen in the text that

[q'11~ (q) r'11~ (r—)] =o(a),- (C18)

hence terms of O(a ) can be dropped in the con-
tinuum limit. It is interesting to note that this
Ward identity, unlike (C9), appears to involve a
residual term of O(a).

WPPENDm n: POVrER COUNTING

Not all of the statements here will be proven
rigorously, but there is presumably no difficulty
in doing so. The main point to be established is
the following: when a Feynman integral, or cer-
tain combinations of Feynman integrals, appear to
be convergent in the "unregulated" theory, then
the lattice-regulated integrals converge to the
"unregulated" integrals (when a —0). Technically
this amounts to saying that convergent integrals
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,P»P». . . P 1k ™

x f~(k —p„), (Dl)

where N is some numerator involving vertices
such as those of Appendix B and P& are combina-
tions of external momenta. Recall that I is
"power-counting finite" if and only if P;m; &4.
%hat happens in the lattice theory~ Divide the
integration region into region 1 with jk

~

& 5/a and

region 2 with ~k
~

& 5/a. In region 1, expand N
and f's around 0. Note that 0 ~ ak ~5, so if a is
small (i.e. , aP; are small) (we always assume ain
is small, since we will eventually take m-0) and
5 is small, this expansion is formally justified
provided that there are no divergences.

From Eq. (B3), using the identification
K= 1/(8+ 2ma)

4a'(-in + ig) + 0 (k', in')
(m' + k') (D2}

Suppose for a moment that N= I. Then the integral
in region 1 is

5/a

I,~a'~ d'k'S '(k' m) S (O' —P„,m),

(D3)

where S are the usual (unregulated) Dirac propa-
gators If gm. ; &4, then it is known that the above
integral converges and, in particular, the depen-
dence of I upon 6/a vanishes as a-0. Hence

have the same values in all regularization
schemes. If that is true, then Bogoliubov-
Parasiuk-Hepp-Zimmermann (BPHZ) renormaliza-
tion can be carried out for the lattice theory.

These arguments turn out to be slightly non-
trivial. If the most naive fermion action had been
used, the resultant convergent Feynman integrals
would have displayed the famous "doubling""
problem, i.e. , each fermion loop would be multi-
plied by a factor of 2' over the corresponding
dimensionally regularized result. This fact will
be explained shortly. In what follows, only one-
loop fermionic integrals will be considered.

Let

the power count we can replace a by 0 everywhere
in the integrand and find that

~a4&~"i » (D6)

If Pm,. &4, then by (D4) and (D6), I, has more
powers of a then I 1y so I i dominates the integral
I. Since 6 and a can be made as small as possible,
the unregulated propagators can be used, as in
(D3). Of critical importance in this derivation
was the fact that f had no pole except at 0. The
"naive" propagator"'" [1/g„sin(k„a)y" ], on the
other hand, has poles at k„=a v/a. The region
structure would have to be modified and the result
would be "fermion doubling. " This is the reason
for the form of the Wilson action as used in this
paper.

Up to this point we have considered only the
case when the numerator N is equal to 1. Suppose
instead that N~ „~;„„,= C+ O(ak). Although powers
of k increase the degree of divergence, these are
accompanied by powers of &. Hence, if the de-
nominator has a degree of convergence d, then

6/g d4k ~PskPt )if - yf

-a —
~

a".
denominator 5j

[By convention (a/5)'-In(a/5). ] Thus the end-
point contribution can be ignored as before, and
the overall contribution (in region 1) of such a
term is down by powers of a . In region 2, as
before such a term can be dropped. The same
arguments can be used to justify dropping higher-
order terms in the expansion of f (k}, etc.

Finally there is the situation where N~ „,;„„~
=O(ak). This can only occur if all the vertices
are anomalous (i.e. , v" where c& 1 in Appendix
B). But anomalous vertices have no usual con-
tinuum limit and must be considered separately.

The above analysis can be extended to more com-
plicated situations where there are formally con-
vergent combinations of integrals (such as when
doing BPHZ subtractions). Care must be exer-
cised in taking these combinations. The following
illustrates the procedure. Let

I

dkTr v'»I k--If(k P}v' " k f(k-) .

a: a' t
region 1

(D4)

Continuing with %=1 in region 2, rescale the var-
iables so that k=ok'. Then

I =—a~ & dk ~k "k-P, D5

where f(k, p) is defined as (1/a')f (k, p) except that
k is not multiplied by a. Now suppose that f (k) has
a pole only when k = 0. Then lim, ,f (k, P,-) is
bounded away from ~ in the region 5 &k & w (of
course, ma and aP,.- 0 in this limit). Thus, to do

The factor of a' is explicitly written in order to
cancel the (a')' associated with the definition of f.
Then, as discussed in the text, the quantity I is
formally convergent (I is even in P), where

82I =I-I(o) —(P,P /2) -I(P)
PP ~Id P= 0

In region 1 the argument is the same as in the con-
tinuum case and, as in (D2)-(D4), we see that
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I,= O(a")—,, where N& 0. (D11)

That is not immediately obvious. However, in
region 2 we rescale the variables so that all of the
vertices and propagators depend on a and p; anly
in the combination aP, (lt is legitimate, for now,
to set K to a constant. ) Then

a
d

Z(ap,.) = Q p&
e „I"(ap, ),d

(D12}

where I" is a vertex or propagator. Thus (in re-
gion 2}

i, ~ 1/a', (D10)

where I, denotes I~„„.,„,. However, it is necessary
to demonstrate that

Q2 2

I.( ) I.-(0) ——„,I, = a'I„(D13)
where I, = &'I, (I,~1/a' due to rescaling). But the
left-hand side is proportional to a' (because of the
Taylor expansion) so I, ~ 1/&. Thus condition (D11)
is satisfied, and I, dominates I, by powers of a.

The property that I, and I, are even depends on
a particular choice of variables [see (B10)], i.e. ,
this property can be lost under a shift of variables.
However, me mill need this fact only when we corn. —

pute I by dimensional regularization. In that case
the answer is independent of shifting variables, so
we have finessed the problem. Had we manted to,
we could have computed I, on the lattice and taken
c- 0 but then the shift would have had to be done
carefully.
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