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We have measured m +p, 77 p, and pp elastic scattering at an incident-beam momentum of 200 GeV/c in the region
of —t, four-momentum transfer squared, from 0.021 to 0.665 (GeV/c)'. The data allow an investigation of the t
dependence of the logarithmic forward slope parameter b=(d/dt)(lndo. /dt). In addition to standard
pararnetrizations, we use functional forms suggested by the additive quark model to fit the measured do. /dt
distributions. Within the context of this model we estimate the size of the clothed quark in the pion and proton.
Limits on the elastic-scattering amplitude derived from unitarity bounds are checked, and no violations are
observed.

I. INTRODUCTION

The distribution in t, four-momentum transfer
squared, for elastic scattering of hadrons pro-
vides information about the character of the strong
interaction. In an optical model this distribution
is dependent on the sizes and opacities of the in-
teracting particles. The additive quark model
(AQM) derives do/dt from a simple quark-quark
interaction modified by form factors which re-
flect the spatial distribution of the quarks inside
the interacting hadrons. In a Regge model this
distribution depends on the structure of the Pom-
eron and of any other exchanges which contribute
to elastic scattering.

Data from early experiments' at f &0.8 (GeV/c)'—
and at moderate energies (5 to 30 GeV) were fit
with a simple exponential function of t:

bt—=Re
dt

where & is independent of t. However, later re-
sults from experiments at Fermilab, "SLAC,
and the CERN ISR (Ref. 5) show a more compli-
cated f dependence of doldt. An exponential with
a quadratic term

2bt+et
dt

gives a good representation of the Fermilab data
taken with beam energies between 50 and 1'75 GeV
in the intermediate t range [0.05& —f &1.0 (GeV/
c)']. Very precise data at 10 and 14 GeV from
SLAC show an even more complicated t depen-
dence, while the ISR results suggest a break in
the t distribution for proton-proton scattering.
Finally, data from the CERN SPS (Ref. 6) on the
logarithmic forward slope in the small-t region

[ /&0. 05 -(GeV/c)'] are inconsistent with extra-
polated values of the slope as derived from data
in the intermediate t range.

We have made a high-statistics study of ~ P,
v'P, and PP elastic scattering at 200 GeV/c inci-
dent momentum. The t range is from -0.021 to
-0.665 (GeV/c)' (scattering angles from approxi-
mately 0.7 to 4 mrad). Thus in a single experi-
ment we measure do/dt over the small-to-inter-
mediate-t region.

The high statistics allow us to make a detailed
study of the shape of the el.astic-scattering t dis-
tributions. We will present the t dependence of b,
the logarithmic slope parameter, defined as

In addition to standard parametrizations, we use
functional forms suggested by the AQM to fit the
measured d&/dt distributions. We also check
limits on the elastic-scattering amplitude derived
from unitarity bounds.

APPARATUS

The experiment was performed in the M6 West
beam l.ine' of the Meson Lab at Fermilab. The
apparatus, shown in Fig. 1, is a high-resolution
spectrometer which detects the forward particle.
The apparatus is d esc ribed in detail in Ref. 8;
therefore, this section will review only the salient
features.

The beam line consisted of three stages, each
having point-to-parallel-to-point focusing (only the
latter two stages are shown in Fig. 1). The beam
was momentum-dispersed at the second focus.
There a proportional wire chamber (PWC) with 1-
mm wire spacing measured the incident momen-
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FIG. 1. Plan view of experimental apparatus. (Not to scale left of vertical dashed line. )

turn P; with a precision of 0.05% for bP;/P relative
to the central beam momentum P. The errors and

uncertainties quoted in this paper are standard
d eviations.

Four Cerenkov counters identified pions, kaons,
and protons. From the Cerenkov pressure curves,
we determined that the contamination of the kaon
signal by pions and protons was less than 0.5/c.
The small contamination of electrons and muons
in the beam was tagged at the downstream end of
the experiment.

The liquid-hydrogen (LH, ) target, 52.7 cm in
length, and the PWC's to measure the scattering
angle, were located downstream of the Cerenkov
counters in the third stag'e of the beam. The above
were mounted on a large reinforced concrete

' block for stability. Beam-defining scintillation
counters &1 and &2 and the veto VH1, were located
at the upstream end of the concrete block. Im-
mediately downstream of the target two scintilla-
tion counters V&2 and VM mere used to suppress
unwanted scatters from target electrons and ha-
dronic inelastic scatters. Two stations of high-
resolution, high-pressure P%C's on either side
of the LH, target (stations 1-4 in Fig. 1) measured
the scattering angle. At each station a measure-
ment was made of the track's horizontal (x) and

vertical (y) coordinates. In addition, station 3

measured the track al.ong the u and v directions
(rotated 45 and 135 degrees from the horizontal).
The chambers had a 70- p. m resolution, and the
resulting scattering angles were measured to 30
p rad.

The spectrometer magnets used to determine the
momentum of the scattered particle mere two di-
pol. es of the type used in the Fermilab main ring.
The magnet aperture was nearly rectangular with
horizontal and vertical dimensions of 10 and 5 cm.
Measurements of the integrated field were made
over the magnet aperture; these showed the field
to be uniform to 0.04/o. A particle with momentum

equal to the beam central momentum was bent 34
mrad in the horizontal. plane.

A scintillation counter V was placed at the third
focus, or veto plane, of the beam. Figure 2 shows
the placement of this counter relative to the beam
center and relative to the projection of the aper-
ture of the last spectrometer magnet onto the veto
plane. Unscattered beam tracks and scatters with
-t &0.01 (GeV/c) were vetoed by this counter.
The counter shape was chosen to provide a rela-
tively uniform acceptance in t.

At the end of the apparatus were a pair of
P%C's mith an effective wire spacing of 1 mm.
Using these PWC's in conjunction with stations 3
and 4, the outgoing momentum Pz mas measured
to a precision of 0.1% (b,p~/p) relative to the cen-
tral momentum.

DATA ACQUISITION

The data-collection logic consisted of a two-
level trigger. The first level us'ed the various

Zi z lu-li. IIII/v.
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FIG. 2. Veto-plane geometry, elevation view with
beam direction into the figure. The solid line denotes
counter p, the shaded region denotes the projection of
the downstream spectrometer magnet onto the veto
plane. The dashed circles indicate the ~t ~

of a scattered
particle originating on the beam center. The average
beam spot size was approximately 3.0 mm full width at
half maximum vertically but 4.5 mm FWHM horizontally.
The aperture is 5 cm (vertical) x10 cm (horizontal).
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scintillation counters. The second level used the
high-resolution PWC's and an analog calculator
called the hardware focus scatter detector
(HFSD). ' An event that satisfied both levels is
called a "scatter. "

The first level of the trigger for a scatter con-
sisted of the following requirements on the scin-
tillator counters:

(1) a reasonable incoming beam trajectory de-
fined by &1 ~ &2 ~ V&1 and other beam-defining
counters in the second beam stage (not shown in

Fig. 1),
(2) a unique particle identification by the Ceren-

kov counters,
(3) no other incident particle within +400 nsec of

the trigger,
(4) a signal from S (at the end of the apparatus),

and

(5) no signal from the veto V at the beam third
focus.

The second level of trigger was needed since the
first level was dominated by the beam halo. The
HFSD performed simultaneously two calculations,
called HFD and HSD, using the track coordinates
as measured in the high-resolution PW'C's. Figure
3 schematically presents the two calculations. In
the HFD test the incoming trhck, as extrapolated
from the coordinates measured in the two high-
resolution PWC's upstream of the target (stations
A and & in Fig. 2), was required to intercept a
preset window in the veto plane. This HFD re-
quirement was imposed in both the x and y projec-
tions to eliminate beam halo. The HFD test also
rejected events with spurious coordinates in the
first two stations that would fool the HSD test.
The HSD test required that the data from the two
upstream and the most downstream high-resolu-
tion chambers (A, &, and C in Fig. 3) represent
the projected angle of a scatter with -t greater

DATA REDUCTION

We used the quantity p in the analysis where

q =~t=2 ~8, (4a)

where I', =beam momentum, 0= scattering angle,
and

than 0.01 (GeV/c) . Although the HSD test was
made in the vertical and horizontal projections,
the second-level trigger required that only one
projection pasqed the HSD test. The analog pro-
cessor took about 5 Ij, sec to make its decision, and
reduced the trigger rate by approximately 66/o.

Two additional trigger types were recorded
along with the scattered events; in neither was the
HFSD required. The first additional trigger,
called "beam, "was a sample of beam particles
that passed the first three requirements of the
first level. These triggers provided information
for alignment and normalization and the incident-
beam phase space for the Monte Carlo simulation.

The second was a specified fraction of events
satisfying the first level of the trigger. These
events, called prescaled accepted events (PAE's)
were used to study the HFSD performance and
any biases it may have introduced into the data;
no such biases were found.

The data were accumulated over a two-week
period. The accelerator operated at 400 GeV
with a repetition rate of 10 sec and a 1-sec spill
time. The beam contained typically 5 x 10' parti-
cles per accelerator pulse. Approximately 400
triggers were recorded per second; out of these
approximately 40 were beam events, approxi-
mately 10 PAE's, and the remainder scatters.
The relative fraction of events recorded involving
a particular particle type was scaled to result in
an apparatus live time of 60%.

HFD and HSD Geometry
do da
dq dt (4b)

TARGET SCATTER
WINDOW

FOCUS VETO

FOCUS
W IN DOW
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SCATTER: —A+C- ( ) 8 & Scatter Window
L2 LI+LP
LI LI

FOCUS- —A —( I+ —) B & Focus Window
Ls Ls
LI LI

FIG. 3. Schematic presentation of HFSD operation.
L~ = 3.5 m, L 2

= 7.0 m, and L3 = 20.8 m. The minimum
scattering angle accepted by the HSD was set to appro-
ximately 245 grad or —t &0.01 (GeV/c) . In Fajardo
et al. (Ref. 8), it was approximately 0.001 (GeV/p) .

There are two reasons for this choice. The
first is that the resolution of the apparatus was
constant in q, with a standard deviation of 6.0
MeV/c, making it natural to bin events according
to q. The second reason is that d&/dq over equal
p bins is a more slowly varying function than d&/dt
over equal t bins. Thus d&/dq populates the bins
more uniformly, thereby reducing the sensitivity
of the fitting procedure to the following effects:
(1) integration of the cross section over the bin,
and (2) the migration of events from bin to bin due
to resolution.

The data- reduction process kept only events
with unambiguous single tracks before and after
the LH, target. This requirement had to be ful-



HIGH-STATISTICS STUDY OF m+p, x p, AND pp ELASTIC. . . 29

TABLK I. Major cuts to extract elastic signal.

Cut

Fractions of events
remaining after cut

7r p

(1) Track-reconstruction requirements on PWC
coordinates and HFD test passed.

(2) No count from VH2 and VH3.
(3) HSD test passed.
(4) Scattering angle in x and y projections —.25 mrad.
(5) Track —1.5 cm from center of PWC station 4.
(6) Outgoing particle trajectory traversed the area

inside of spectrometer magnet aperatures.
(7) Scatter vertex no more than 40 cm beyond LH2

target ends.
(8) 0.0 ~ recoil mass squared ~1.76 (GeV/c ) .
(9) Events whose trajectories were in region of &90%%uo

efficiency in PWC station 4.
(10) Outgoing particle trajectory did not traverse the

area of the counter V at the third focus.

0.446

0.368
0.366
0.355
0.352
0.342

0.293

0.215
0.167

0.120

0.545

0.457
0.455
0.444
0.438
0.427

0.361

0.272
0.254

0.217

0.546

0.447
0.447
0.443
0.440
0.430

0.375

0.287
0.269

0.231

filled by both scatter and beam events. Data-sum-
mary tapes were produced which contained the re-
levant kinematic quantities (q, scattering vertex
position, etc. ) of each event; cuts were then ap-
plied to extract the elastic scattering signal. The
alignment procedure used a subset of beam events
that had one and only one hit (a set of activated
contiguous wires) per PWC.

The target-full and target-empty p distributions,
N, (q) and N," (q), respectively, were normalized
and then a target-empty subtraction was per-
formed:

x,'(q) iv,"'(q)
0 0

Here I0 and I, are the total incident-beam fluxes
for the target-full and -empty runs. The target-
full and target-empty beam events were well-
known fractions of all incident particles for both
the target-full and target-empty data samples,
respectively. Unscattered beam particles and the
fast-forward particles from elastic scatters were
affected in the same way by absorption in the tar-
get and downstream of the target and by overall
PWC ineffic iencies in the chambers downst ream
of the target. Thus by using beam events that
traversed the entire apparatus to calculate I," and

I, , these corrections affect both the numerator
and the denominator in the same manner and hence
cancel. The target-empty subtraction was a 1-2'
effect in the lowest-q bins and negligible else-
where.

The major cuts applied to extract the elastic
signal are given in Table I. We found that approx-
imately 20% of the m'P and PP triggers and 15%%up of
the ~ P triggers survived the cuts. Half the trig-

gers were eliminated by track reconstruction cuts
imposed on the hits in the PWC's. The rest of the
rejected triggers failed one or more cuts on the
kinematic quantities associated with the scatter. .

The most important of these were the require. -
ments that the scatter vertex occur in the region
of LH, target, that the recoil mass squared be in
the neighborhood of the mass of the proton
squared, that scattered particles not be near the
boundary of counter V at the third focus, and that
the outgoing trajectory not pass through any inef-
ficient regions of PWC station 4. (These ineffi-
cient regions were included in the Monte Carlo
simulation discussed below. )

The cut on the scatter vertex position eliminated
a large fraction of the events because the trigger
ace epted scatter s originating from the high- reso-
lution PWC's immediately upstream and down-
stream of the target. These events, however,
were clearly resolved from those originating in
the target as evidenced by the almost negligible
target-empty subtraction. The overall fraction of
events that passed all the cuts was larger for the
m' and P data than for the n data. The n' and P
data were taken simultaneously, while the m data
had different beam conditions during a separate
running period.

At this point the normalized data was corrected
for the acceptance of the apparatus. A Monte
Carlo program calculated the acceptance as a
function of q. Events were generated with the
scattering vertex in the LH, target and a flat dis-
tribution in q, and then traced through the appara-
tus. The incident-beam phase space was derived
from actual incoming beam tracks. Multiple scat-
tering of the particle was simulated at the appro-
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FIG. 4, Apparatus acceptance for ~'p and p p at 200
Ge V/c.

priate places, and local PWC inefficiencies and the
effects of resolution on the application of the cuts
to the kinematic quantities were taken into ac-
count.

The geometric acceptance for the r'P and PP
data is shown in Fig. 4. The acceptance is parti-
cle independent for data taken at the same time.
The acceptance for the m P data is similar in
shape.

There were two effects not included in the Monte
Carlo calculation: (l) radiative effects, and (2)
contamination of the elastic signal by inelastic
scatters. Both of these processes lead to t-de-
pendent corrections to the scattering distributions
since they change the shape of the recoil-mass-
squared distribution in a t-dependent manner.

Using Sogard's' formalism for radiative cor-
rections and taking into account the apparatus re-
solution, we calculated the correction for our cut
on recoil mass squared. The measured differen-
tial cross section is corrected as follows.

0-I.O
lt 'T

0.0 I.O 2.0
Recoil Mass Squared [(GeV/c ) j

3.0

FIG. 6. Result of a fit (solid line) used to calculate
the amount of inelastic contamination. The specific
case is for 7t'p scattering for 0.06 &q ~0.07 GeV/c.
The dashed line is the inelastic contribution from the
fit.

do d~=e'—
corrected dt measureddt

(5)

where Fig. 5 presents (e" —l). The lr correction
is identical to that for the n' to one part in 10'.

The correction due to inelastic scatters was
found by fitting the recoil-mass-squared distribu-
tion associated with different bins of q to an elas-
tic peak and a term representing the inelastic
scattering contribution. Figure 6 presents the
results of one such fit. The amount of contamina-
tion was derived for our recoil-mass-squared cut.
The percentage of inelastic contamination as a
function of q is given in Fig. 7; it is approximately
2% at the smallest scattering angles and increases
to 5% for pions and to 9% for the protons at the
larger angles. The error on this correction is
10/0 of its magnitude. The measured differential
cross section is corrected for the inelastic con-
tamination as follows:

.08 IO. '
I IO.

.06

.02 -- g~++

0.
O. .2 4 .6

q (GeV/c)
FIG. 5. Correction for radiative effects. The data

are corrected by e (as explained in text).

o.
0. 4

o.
.8.80 4 .8Q

q (GeV/c)

FIG. 7. Inelastic contamination. The data are correct-
ed as indicated in the text.
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(
do = (1 —a)— (6)

7T' p =77 p

(bt -ct) /2
S (7)

where t&0 and

where o is the inel. astic contamination.
We found that our final results are not very

sensitive to these two corrections. Each applied
separately causes the extracted local slopes (see
the next section) to vary by less than one standard
deviation. Note that these two corrections act in
opposite directions.

The final correction applied to the data was to
correct for plural nuclear scattering (double scat-
tering) in the hydrogen target. A particle may
scatter twice before exiting the hydrogen target.
These two small-angle scatters can simulate a
large-angle scatter and thus artificially increase
the cross section at large t. Hence if a correction
for this effect is not made, one will measure for
the single-scattering distribution a shallower
slope than the actual slope.

To make the correction, the data was multiplied
by I', where

I0:=

N
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FIG. 9. dg/dt for 7r'p elastic scattering as measured
by this experiment (corrected for Coulomb-scattering
contributions, radiative effects, inelastic contamination,
and plural nuclear scattering in the hydrogen target).
Also shown are results from selected experiments multi-
plied by the indicated powers of 10.
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FIG, 10. da/d't for elastic pp scattering as measured
by this experiment (corrected for Coulomb-scattering
contributions, radiative effects, inelastic contamination,
and plural nuclear scattering in the hydrogen target).
Also shown are results from selected experiments,
multiplied by the indicated powers of 10. The data of
Jenkins et al. (Ref. 11) include Coulomb scattering.
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TABLE II. Tabulation of differential cross sections. Errors are statistical only. Coulomb-scattering contributions
have been subtracted, and corrections for radiative effects, inelastic contamination, and plural nuclear scattering are
included.

-t
[~GeV/c)']

do-/dt

fmb/(Gev/c)']
-t

jioeV/c)']
der/dt

[mb/~aeV fe)']

& p 200 GeV/e ~ p 200 GeV/c

0.0206
0.0221
0.0236
0.0252
0.0268
0.0285
0.0302
0.0320
0.0338
0.0357
0.0377
0.0396
0.0417
0.0438
0.0459
0.0481
0.0503
0.0526
0.0549
0.0573
0.0598
0.0622
0.0648
0.0674
0.0700
0.0727
0.0755
0.0782
0.0811
0.0840
0.0869
0.0899
0.0930
0.0961
0.0992
0,1024
0.1057
0.1090
0.1123
0.1157
0.1192
0.1227
0.1263
0.1299
0.1335
0.1372
0.1410
0.1448
0.1487
0.1526
0.1565
0.1605
0.1646
0.1687
0.1729
0.1771
0.1814

25.28+ 0.47
24.43 + 0.47
24.24 + 0.45
24.08+ 0.44
23.81+ 0.43
22.61 + 0.41
22.49 + 0.41
21.65+ 0.39
21.72 + 0.38
21.67+ 0.39
20.47 + 0.36
19.62 ~ 0.35
20.50 + 0.37
19.68 + 0.36
19.02+ 0.34
19.03 + 0.35
18.70 + 0.34
18.40 + 0.33
18.03 ~ 0.34
17.44 + 0.33
16.78 + 0.31
16.38+ 0.30
15.89 + 0.30
15.65 ~ 0.30
15.51 ~ 0.29
14.83 + 0.29
14.77 + 0.28
14.35+ 0.27
14.21+ 0.27
12.96+ 0.25
13.97 + 0.27
12.28 g 0.24
12.87 + 0.25
11.99 + 0.23
11.71 + 0.24
10.98 + 0.22
11.00+ 0.23
10.45 + 0.21
10.07+ 0.21
10.02 + 0.21
9.42 + 0.20
9.05 + 0.19
9.33 + 0.20
8.97+ 0.19
8.58 + 0.18
8.39 + 0.18
7.78 + 0.17
7.48 + 0.17
7.38 + 0.16
7.07 + 0.16
6.77+ 0.15
6.61 + 0.14
6.18 ~ 0.14
6.12 + 0.13
6.14+ 0.14
5.90 + 0.13
5.70 + 0.13

0.1857
0.1901
0.1945
0.1990
0.2035
0.2081
0.2127
0.2173
0.2221
0.2268
0.2317
0.2366
0.2415
0.2465
0.2515
0.2566
0.2617
0.2669
0.2721
0.2773
0.2827
0.2881
0.2936
0.2990
0.3046
0.3102
0.3158
0.3215
0.3272
0.3330
0.3389
0.3448
0.3507
0.3567
0.3627
0.3688
0.3750
0.3812
0.3874
0.3937
0.4001
0.4065
0.4129
0.4194
0.4260
0.4326
0.4393
0.4460
0.4527
0.4595
0.4664
0.4733
0.4803
0.4873
0.4943
0.5014
0.5086

5.33+ 0.12
5.04 ~ 0.12
4.81 ~ 0.12
4.85+ 0.12
4.59+ 0.11
4.38 + 0.10
4.29+ 0.11
4.18 + 0.11
4.10 + 0.10
3.85 ~ 0.10
3.50 + 0.09
3.52 ~ 0.10
3.43 ~ 0.09
3.14+ 0.09
2.99+ 0.08
3.05 + 0,.08
2.84 + 0.08
2.78+ 0.08
2.79 + 0.08
2.57 ~ 0.08
2.56 + 0.07
2.47+ 0.07
2.21 + 0.07
2.09 + 0.06
2.10+ 0.06
1.95 + 0.06
1.95 ~ 0.06
1.82+ 0.06
1.73 + 0.06
1.52 + 0.05
1.52 + 0.05
1.46 + 0.05
1.56 + 0.05
1.40 + 0.05
1.40 + 0.05
1.28 + 0.04
1.21 ~ 0.04
1.18 + 0.04
1.16 + 0.04
1.02 + 0.04
1.04 + 0.04
0.95+ 0.04
0.89 ~ 0.04
0.85+ 0.04
0.85 + 0.04
0.71 + 0.04
0.73 + 0.03
0.74+ O.O3

0.72 ~ 0.03
0.69 ~ 0.03
0.66 + 0.03
0.58 + 0.03
0.58 + 0.03
0.57 + 0.03
0.53 + 0.03
0.46 + 0.03
0.48 + 0.03
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-t do-/dt

[(GeV/c) ] [mb/(GeV/c) ]

200 GeV/c

Q.5158 0.47 + 0.03
0.5231 0.46 k Q.Q3

0.5304 0.42 + 0.02
0.5378 0.38 + 0.03
0.5452 0.36 + 0.02
0.5526 0.35 + 0.02
0.5602 0.33 + 0.02
0.5677 0.32 + 0.02
0.5754 0.31+0.02
0.5830 0.31 + 0.02

&AS LE II. (Continued. )

0.5908
0.5985
0.6063
0.6142
0.6221
0.6301
0.6382
0.6462
0.6544
0.6625

0.27 + 0.02
0.25 + 0.02
0.27 + 0.02
0.22 + 0.03
0.24 + 0.02
(}.19+ 0.02
0.23 + 0.03
0.21 + 0.02
0.21+ 0.02
0.19+ 0.02

der/dt

t(GeV/c) ] [mb/(GeV/c) I

m' p 200 GeV/c

x+p 200 GeV/c x'p 200 GeV/c

0.0220
0.0235
0.0251
0.0267
0.0284
0.0301
0.0319
0.0337
0.0356
0.0375
0.0395
0.0415
0.0436
0.0457
0.0479
0.0501
0.0524
0.0547
0.0571
0.0595
0.0620
0.0645
0.0671
0.0697
0.0724
0.0752
0.0779
0.0808
0.0837
0.0866
0.0896
0.0926
0.0957
0.0988
0.1020
0.1053
0.1086
0.1119
0.1153
0.1187
0.1222
0.1258
0.1293
0.1330
0.1367
0.1404

24.01 + 0.46
23.44 + 0.42
23.52 + 0.44
23.13 + 0.42
22.82 + 0.40
22.23 + 0.40
21.69 + 0.39
21.93+ 0.39
20.81+ 0.38
20.57 + 0.37
20.45 + 0.36
19.90 + 0.35
19.14+ 0.35
18.63 + 0.34
18.68 + 0.33
18.15 + 0.34
17.22 + 0.32
17.11+ 0.31
16.79 + 0.31
16.46+ 0.30
16.24 + 0.30
16.16 + 0.29
15.54+ 0.29
15.06 + 0.28
14.73 + 0.28
14.37+ 0.27
13.65+ 0.26
13.50 + 0.26
12.96 + 0.25
13.29 + 0.26
12.57 + 0.25
12.14 + 0.24
11.89 + 0.24
11.15 + 0.24
11.29 + 0.23
10.75+ 0.23
10.63+ 0.22
9.97 + 0.21
9.93+ 0.21
9.57 + 0.21
9.17 + 0.21
8.95 + 0.20
8.48+ 0.19
8.80 + 0.19
8.06+ 0.18
7.91 + 0.18

0.1442
0.1481
0.1520
0.1559
0.1599
0.1640
0.1681
0.1722
0.1764
0.1807
0.1850
0.1893
0.1937
0.1982
0.2027
0.2072
0.2118
0.2165
0.2212
0.2259
0.2308
0.2356
0.2405
0.2455
0.2505
0.2556
0.2607
0.2658
0.2710
0.2763
0.2816
0.2870
0.2924
0.2979
0.3034
0.3089
0.3146
0.3202
0.3259
0.3317
0.3375
0.3434
0.3493
0.3553
0.3613
0.3674

7.66 + 0.18
7.10 + 0.17
7.19+ 0.18
6.91 + 0.17
6.96 + 0.16
6.33 + 0.16
6.52+ 0.16
5.77 + 0.15
5.89 + 0.15
5.69+ 0.14
5.17+ 0.14
5.3Q 6 0.15
4.86 + 0.14
4.86 + 0.14
4.37 + 0.12
4.33 + 0.13
4.33 + 0.13
4.07 + 0.12
3.96 + 0.11
3.64+ 0.11
3.84 + 0.11
3.40 + 0.11
3.41 + 0.11
3.18 + 0.10
2.99 ~ 0.10
2.93 + 0.10
2.98 + 0.10
2.77 + 0.09
2.62+ 0.09
2.51 + 0.09
2.49 + 0.09
2.40 + 0.08
2.15 + 0.08
2.11+ 0.08
1.98 + 0.08
2.05 + 0.07
2.00+ 0.07
1.74 + 0.07
1.85+ 0.07
1.65 + 0.06
1.'57 + 0.06
1.55 + 0.07
1.47+ 0.07
1.36 + 0.06
1.51 + 0.06
1.34+ 0.06



-t
[(GeV/c) 1

do/dt
[mb/(GeV/c) ]

TABLE II. (Continued. )

—t
[(GeV/c) ]

do-/dt

[mb/(GeV/c) ]

0.3735
0.3797
0.3859
0.3922
0.3985
0.4049
0.4113
0.4178
0.4243
0.4309
0.4375
0.4442
0.4509
0.4577
0.4645
0.4714
0.4784
0.4853
0.4924
0.4995

~'p 200 GeV/c

1.24 + 0.06
1.15 + 0.05
1.13+ 0.05
1.03 + 0.06
1.06 + 0.06
0.94 + 0.06
0.97+ 0.06
0.92 + 0.06
0.84 + 0.06
0.77+ 0.04
0.76+ 0.04
0.75 + 0.04
0.73 + 0.04
0.72+ 0.04
0.71 + 0.04
0.57 + 0.05
0,58+ 0.04
0.55 + 0.04
0.58 + 0.04
0.45 + 0.04

0.5066
0.5138
0.5210
0.5283
0.5356
0.5430
0.5505
0.5579
0.5655
0.5731
0.5807
0.5884
0.5962
0.6039
0.6118
0.6197
0.6276
0.6356
0.6437
0.6518
0.6599

~'p 200 GeV/c

0.47 + 0.05
0.49 ~ 0.04
0.40 + 0.04
0.39 + 0.05
0,44 ~ 0.04
0.37 ~ 0.04
0.27 + 0.06
0.39 ~ 0.04
0.39*0.04
0.29+ 0.04
0.33 + 0.04
0.32 + 0.04
0.30 + 0.04
0.25 ~ 0.04
0.26 + 0.04
0.27 + 0.04
0.13+ 0.08
0.21 ~ 0.04
0.18+ 0.04
0.17 + 0.04
0.15 + 0.04

0.0206
0.0220
0.0235
0.0251
0.0267
0.0284
0.0301
0.0319
0.0337
0.0356
0.0375
0.0395
0.0415
0.0436
0.0457
0.0479
0.0501
0.0524
0.0547
0.0571
0.0595
0.0620
0.0645
0.0671
0.0697
0.0724
0.0752
0.0779
0.0808
0.0837
0.0866
0.0896
0.0926
0.0957
0.0988

pp 200 GeV/c

61.82 + 0.60
60.85 + 0.58
59.02 + 0.56
58.31 + 0.56
57.68+ 0.55
56.52 + 0.55
55.31 + 0.53
54.34+ 0.53
52.80 + 0.51
52.02 + 0.50

. 51.08+ 0.50
49.16+ 0.48
48.09 ~ 0.47
46.67 + 0.46
46.17+ 0.46
45.02+ 0.45
43.28+ 0.43
41.85+ 0.42
40.98 + 0.41
40.05 + 0.40
38.99 + 0.40
38.17 + 0.39
36.46 + 0.38
35.48 + 0.37
34.73 + 0.37
33.22+ 0.35
32.26+ 0.34
31.34 + 0.34
30.23 + 0.33
29.21 + 0.32
29.24+ 0,32
27.59 ~ 0.30
26.45 + 0.29
25.77 + 0.29
24.40 + 0.28

pp

0.1020
0.1053
0.1086
0.1119
0.1153
0.1187
0.1222
0.1258
0.1293
0.1330
0.1367
0.1404
0.1442
0.1481
0.1520
0.1559
0.1599
0.1640
0.1681
0.1722
0.1764
0.1807
0.1850
0.1893
0.1937
0.1982
0.2027
0.2072
0.2118
0..2165
0.2212
0.2259
0.2308
0.2356
0.2405

200 GeV/c

24.21+ 0.28
23.43 + 0.27
22.26 + 0.26
21.88 + 0.26
20.40 + 0.25
19.82 + 0.24
19.28+ 0.23
18.25 ~ 0.22
17.61 + Q.22
16.83 + 0.21
16.37+ 0.20
15.88 + 0.20
15.27 + 0.20
14.67 *0.19
14.25 + 0.19
13.25 + 0.18
12.80 + 0.17
11.96+ 0.16
11.71 ~ 0.16
11.11+0.16
10.70 ~ 0.15
10.28 + 0.15
9.82 + 0.14
9.50 + 0.14
8.83 + 0.13
8.60 ~ 0.13
8.29 + 0.12
7.94+ 0.12
7.35 ~ 0.11
7.00+ 0.11
6.48 + 0.10
6.40 + 0.10
6.07 + 0.10
5.81 + 0.10
5.68 + 0.09
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-t
I.(GeV/c) l

do/dt
fmb/(GeV/c) ]

'fABLE II. (Continued. )

—t
[(GeV/c) ]

dv/dt
[mb/(GeV/c) )

PP 200 GeV/c pp 200 GeV/c

0.2455
0.2505
0.2556
0.2607
0.2658
0.2710
0.2763
0.2816
0.2870
0.2924
0.2979
0.3034
0.3089
0.3146
0.3202
0.3259
0.3317
0.3375
0.3434
0.3493
0.3553
0.3613
0.3674
0.3735
0.3797
0.3859
0.3922
0.3985
0.4049
0.4113
0.4178
0.4243

5.23 + 0.09
5.03 + 0.09
4.61 + 0.08
4.34+ 0.08
4.21 + 0.08
4.14 + 0.08
3.66+ 0.07
3.57 ~ 0.07
3.53 + 0.07
3.28+ 0.06
3.06 + 0.06
3.06 + 0.06
2.73 + 0.06
2.67+ 0.06
2.50 + 0.05
2.44 + 0.05
2.21 +' 0.05
2.13 + 0.05
2.02 + 0.05
1.90 + 0.05
1.77 + 0.04
1.76 + 0.04
1.61 + 0.04
1.53 + 0.04
1.31 + 0.04
1.32 + 0.04
1.27 + 0.04
1.23 + 0.04
1.17 ~ 0.03
1.04 + 0.03
1.01 + 0.03
0.91 + 0.03

0.4309
0.4375
0.4442
0.4509
0.4577
0.4645
0.4714
0.4784
0.4853
0.4924
0.4995
0.5066
0.5138
0.5210
0.5283
0.5356
0.5430
0.5505
0.5579
0.5655
0.5731
0.5807
0.5884
0.5962
0.6039
0.6118
0.6197
0.6276
0.6356
0.6437
0.6518
0.6599

0.86 + 0.03
0.85 + 0.03
0.79 + 0.03
0.76 + 0.03
0.64 + 0.03
0.63 + 0.03
0.62 + 0.03
0.54 ~ 0.02
0.51 + 0.02
0.49+ 0.02
0.44+ 0.02
0.42+ 0-.02
0.38 + 0.02
0.40+ 0.02
0.32 + 0.02
0.32 + 0.02
0.34 + 0.02
0.28 ~ 0.02
0.27+ 0.02
0.23 + 0.02
0.21 + 0.02
0.18+ 0.02
0.16 ~ 0.02
0.19~ 0.02
0.20 + 0.02
0.17 + 0.02
0.13+ 0.02
0.14+ 0.03
0.11+ 0.03
0.10 + 0.02
0.11+0.02
0.10 + 0.02

b=&(t =0) =9.89, 9.93, and 11.74 (GeV/c) '

for n' P, w'P, andPP,

c =3.47, 3.72, and 3.16 (GeV/c) '
for m P, a'P, and PP,

I = rc, '/64~a',

&, = hadron-proton total cross section,

r =X„px/X,

NA=Avogadro s number,

p = target density,

x = target length,

A = atomic weight of hydrogen.
These values of b and c are the results of fits to
the data that will be discussed in detail below.

At -t=0.1, 0.4, and 0.6, (GeV/c)' this cor-
rection is 0.3%%up, 1.4%%uo, and 4.2/o, respectively, for
n'P elastic scattering and 0.7%%uo, 4', and 14%, re-

d& N, (q) e' (1 —o.)P,
dt 2q 1 c (q) 6

where

(8)

N, (q) = normalized number of scattered particles
in each q bin that pass all cuts,

e(q) = acceptance as function of q,
6 =q bin size,
P„5,a = correction parameters as defined

in Eqs. (5), (6), and (7) .
Figures 8 to 10 show the resulting do/dt distribu-
tions for n' P, n'P, andPP elastic scattering;
Table II gives the numerical values of the cross
section in units of mb/(GeV/c)'. The PP, m'P,

spectively, for PP elastic scattering. The frac-,
tional uncertainty in the correction is 5%%up.

RESULTS

The d&/dt distribution is calculated using the
following formula:
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and m P distributions contain 1.16' 10', 2.22
& 10', and 4.28& 10' events, respectively. The
errors shown are statistical only; there is an
uncertainty in the overall normalization of 4.0%.
This uncertainty is due mainly to the statistical.
error involved in our method of counting the num-
ber of incident-beam particles. The data have not
been corrected so as to extrapolate to the optical
point.

By varying the cuts used to extract the elastic
signal, we estimate the following t-dependent
systematic error on the dc/dt distributions:
+0.5% for 0.02 & —t & 0.20 (GeV/c)', +l% for 0.20
& —t &0.35 (GeV/c)', +2% for 0.35& —t ~0.50
(GeV/e)', and +4% for 0.50 & —t ~ 0.67 (GeV/c)'.

The displayed and tabulated d&/dt distributions
have been corrected for inelastic contamination,
for radiative effects, and for plural nuclear scat-
tering. Also the contribution due to Coulomb scat-
tering (including the Coulomb-nuclear-interfer-
ence contribution) has been removed. Table III
presents the parameters used for this subtraction.
The Coulomb correction is negligible above -t
=0.035 (GeV/c)' and only slightly significant be-
low. Making reasonable variations of the parame-
ters listed in Table III changes the derived local
slopes by less than one standard deviation.

Figures 8 to 10 show a comparison of the differ-
ential cross sections for some of the experi-
ments"' " that have measured elastic scattering
in the same kinematic region. Note that our data
display high statistical accuracy and bridge a t
range not covered by any other single experiment.

TABLE III. Parameters for Coulomb-scattering con-
tribution to der/dt:

d 4~+~
T- Ogp8 AP/P t,

Coulomb

EXTRACTION OF THE LOCAI SLOPE
PARAMETERS

In order to study in detail the shape of the do/dt
distribution, we fit over small regions of t using
an exponential form. Thus in the limit of an in-
finitely-small-t region, we obtain the forward
slope 5 as a function of t using Eq. (3). To orient
the reader, we present Fig. 11 which shows what
might be expected in a b vs t plot for some simple
functional forms of do/dt.

In the analysis we subdivided the entire t range
into 9 or 10 subregions and still maintained small
errors on the measured local slopes. The fits
were performed using a least-squares minimiza-
tion procedure; the program MINUIT" was em-
ployed. The fitting method was such that the values
of dc/dt at the end point of the ith subregion was
constrained to coincide with that at the beginning
point of the (f+ I)th subregion. This, of course,
introduced correlations between the measured
local slopes. When fits were performed without
the above constraint, the values of the local slopes
were within a standard deviation of the results
from the constrained fits. The constrained fits
merely reduced the statistical errors of the re-
sults.

To estimate the systematic error, "we derived
the local slopes varying in turn each of cuts 5

through 10 of Table I. For example, we changed
the veto size, while keeping all other cuts the
same. Our estimate of the systematic error on a
particular local slope is the maximum range of the
values of that local slope obtained with different
sets of cuts. It should be noted that the systematic
error includes all resolution-dependent effects in-
troduced by cuts on kinematic quantities such as
the scattering vertex position and the recoil mass
squared.

Since the plural-scattering correction of Eq. (7)

b [(GeV/c) ] 0~ (mb) Ob

12.0

10,5

10.5

38.97

23.84

24.33

—0.01

0.04

0.08

where & =fine-structure constant, o =ratio of real to
imaginary part of the scattering amplitude, 0.„&=total
cross section for hadron-proton scattering, b = forward
logarithmic nuclear slope, and P =particle velocity/c.

l2t
Ae

l2

CD

~g lO-
E9

8 I

b

h l2t+ 2t
Me

II~ lO
C}

l2t

lote

-A[1.50e + e ]

~From A. S. Carroll et al. , Phys. Rev. Lett. 33, 928
(1974); 33, 932 (1974).

"From R. D. Hendrick and B. Lautrup, Phys. Rev.
D 11, 529 I'1975).

0.0
I

0.3
I

0.6 0.0
-t [(GeV/c) j

0.3 0.6

FIG. 11, Local slope as a function of t for some rep-.
resentative shapes of da /dt.
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presupposes a slope and curvature, the fits were
made to the data of Table II without this correc-
tion. Inclusion of this correction with reasonable
variations of b and c make l.ess than half a stan-
dard-deviation difference in the values of the local
slopes.

Another source of systematic error was the +1Fo

uncertainty in the absolute value of the incident-
beam momentum. This contribution is included in

the systematic errors presented in Table IV. Note
that in some cases the total systematic error is
significant when compared to the statistical error
on the local slope.

We present in Fig. 12 and Table IV the results
of this type of analysis. The errors shown in Fig.
12 include both the statistical and systematic con-
tribution added in quadrature.

We also show on Fig. 12 the results of a fit of
do/dt over the full t range to a quadratic form.
Table V exhibits the values of b and c derived
from these fits. In these fits, the plural scatter-
ing correction was included properly by fitting the
uncorrected data to the form

IO.

l2. —

IO. —

8.—

IO. —

I
I

I

bt+cf 1
~ (bf -ct )/2

dt

where k is defined in Eq. (7).

DISCUSSION OF LOCAL SLOPES

The data presented in Fig. 12 clearly demon-
strate that the elastic scattering differential cross
sections for the w'P and PP reactions at 200 GeV/c
are not consistent with a simple exponential e".
For PP scattering the behavior is poorly parame-
trized by an exponential with a quadratic terme""' (see Table V). However, for w'P scatter-
ing, this form describes the t distributions for -t
R 0.04 (GeV/c)'.

The local slope in the PP case decreases with

increasing t in the region of 0.03 & —( &0.25 (GeV/
c)'. From 0.25 & —f &0.65 (GeV/c)' the local slope
has a constant value of approximately 9.5 (GeV/
/c) '.

For the pions, in the region 0.10&- t &0.60
(GeV/e)' the local slope decreases with increasing
t From 0.03. & —f &0.10 (GeV/c)' the local slope
is relatively flat; finally there is a sharp increase
in the value in the region 0.02 & —t &0.03 (GeV/c)'.

Figure 12 suggests that in the region of 0.25 & —t
&0.60 (GeV/c)' the dependence of the local slopes
as a function of t is different for protons and pions.
While we believe our results suggest the above, the
data do not have sufficient statistical accuracy to
conclusively demonstrate this supposition. We
formed the ratio R ' where

0. .4 6 .8
-t (GeV/c)

FIG. 12. Local slope as a function of t for z p, w'p,
and pp elastic scattering. Errors include both statisti-
cal and systematic errors added in quadrature. Solid
lines present local slope as calculated from fits of
doIdt to exp(bt+ct )-

(do/dt) (pp)
(do/dt) (w 'p) (9)

and fit the ratio to the form Ce". Table VI pre-
sents the fit results. An exponential describes the
general behavior of R' (for the n case there is no

one region of -t that gives a large contribution to
the X') which would indicate similar do/dt shapes
for the protons and pions. Also, the value of d is
in good agreement with what was found at 175
GeV/c by Ref. 2. To definitively settle the ques-
tion approximately four times our present statis-
tics in the region of 0.30 ~ —f &0.60 (GeV/c)' is
required.

Figure 13 compares our measured local slopes
with those measured by others. ' ' ' ' ' It should
be noted that these other measurements of the
forward slopes are derived from fits over much
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TABLE IV. Local-slope values and correlations.

Local. slope
I tl range

[(GeV/c)' J

200 GeV/c
Value

[(GeV/c) "J

bi
b2

b3

b4

b5

b6

bv

b8

bg

0.022-0.036
0.036—0.062
0.062-0.102
0.102-0.161
0.161—0.252
0.252-0.327
0.327-0.400
0.400—0.494
0.494-0.583

10.91 + 0.55
9.30 + 0.29
9.63 + 0.23
9.18 + 0.17
8.26 + 0.11
7.62 + 0.16
7.41 ~ 0.24
6.92 ~ 0.27
6.60 + 0.49

X2/DOF i30 ~ 4

ii3

(0.25)
(0.18)
(0.17)
(0.10)
(0.08)
(0.18)
(0.22)
(0.23)
(0.43)

Correlation coefficients 0;~

b2

b3

b4

b5

b6

b8

b~

—0.499
0.020

—0.102
0.231

-0.238
0.147

—0.067
0.024

-0.511
0.391

-0.676
0.674

-0.413
0.187

-0.068

—0.770
0.472

-0.355
0.200

-0.088
0.032

-0.591
0.039
0.058

-0.037
0.015

-0.388
-0.135

0.110
-0.045

-0.507
0.016
0.018

-0.565
0.116 -0.565

Local slope
[ti range

[(GeV/c) 2
J

pp 200 GeV/c
Value

[(GeV/c) 2J

bi

b2

b3

b4

b5

b6

b7

b8

b~

bio

0.025—0.055
0.055-0.084
0.084-0.109
0.109-0.152
0.152-0.194
0.194-0.246
0.246-0.315
0.315—0.424
0.424—0.528
0.528-0.644

12.07 + 0.10
11.53 + 0.12
11.12 + 0.12
10.71 + 0.11
10.64+ 0.18
10.38 + 0.18
9.72 ~ 0.15
9.34+ 0.13
9.48 + 0.24
9.35 + 0':61

X2/Dpp ii5. i
iig

(0.16)
(0.08)
(0.10)
(0.o8)
(0.08)
{0.20)
(0.13)
(0.19)
(0.19)
(0.42)

Correlation coefficients" p;~

b2 b4 b6

b2

b3

b4

b5

b6

b)

b8

bs

bio

0.211
—0.454
—0.355

0.204
0.036

-0.160
0.141

-0.080
0.032

-0.180
—0.644

0.221
0.044

-0.151
0.131

-0.075
0.030

0.110
-0.316
-0.162

0.410
-0.348

0.198
-0.080

-0.559
0.252

-0.287
0.221

-0.123
-0.049

-0.675
0.232

-0.103
0.048

-0.018

—0.611
0.126

-0.027
0.005

-0.558
0.122

-0.021
-0.530
0.109 -0.497
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TAB LE IV. (Continued. )

Local slope
it/ range
[(Gev/c)']

7t'p 200 GeV/c
Value

[(GeV/c) "]

bi

bs

b4

b5

b6

bv .

b~

0.024—0.044
0.044-0.072
0.072-0.105
0.105-0.144
0.144-0.181
0.181-0.241
0.241—0.309
0.309-0.374
0.374-0.478
0.478-0.604

10.83 + 0.63
9.33 + 0.33
9.41 ~ 0.31
8.83 + 0.33
8.56 + 0.33
8.64 + 0.20
7;48 + 0.24
7.26 + 0.34
7.22 + 0.30
5.96 + 0.50

(0.32)
(0.19)
(0.17)
(0.18)
(0.21)
(0.30)
(0.25)
(0.34)
(0.33)
(0.42)

~2/DOF 99.1
114

Correlation coefficients" p~j

bi b3 b4 b8

b2

b3

b4

b5

b7

b8

bs

-0.673
0.183

-0.029
-0.025

0.046
-0.030

0.015
-0.006

0.002

-0.503
0.182

-0.379
0.476

-0.296
0.142

—0.054
0.016

-0.713
0.533

—0.514
0.305

-0.145
0.055

-0.017

-0.703
0.119

-0.003
-0.008

0.004
-0.001

-0.382
-0.187
0.146

-0.063
0.020

-0.404
-0.065

0.060
—0.022

-0.558
0.083

-0.013
-0.582
-0.124 -0.523

Systematic error contribution in parentheses.
The correlation coefficient p;J is defined as g;;=—C;&/(0&0~), where C;, is the covariance

between the quantities b& and b~, and 0& is the standard deviation of b&.

larger ranges of t than we used. This is especially
true for Refs. 2 and 3, where fits to a quadratic
form were performed over their full t range
(—0.02 to -0.40 for Ref. 2; -0.07 to -0.80 for
Ref. 3). From the fit results, the forward slope
at t equal to -0.20 (GeV/c)' is computed. We con-
clude that the quoted local slopes are in good
agreement with our data.

To further investigate the agreement between
our data and that of Refs. 2 and 3 we have com-
pared the dc/dt distributions directly. Interpo-
lating between our two closest data points to the
appropriate t, we formed the ratios RT(t), dividing
in turn the data of Refs. 2 and 3 by the data from

this experiment. We assume no s dependence be-
tween 175 and 200 GeV. These ratios were then
fit to the form u —ut it i. The results of these fits
are given in Table VII. The constant u reflects
the relative normalization of the two data sets and
a value of ~ different from zero or a poor y' in-
dicates a difference in shape. Inspection of Tabl. e
VII shows that there is good agreement between
our data and that of Ayres et al. ,

' particularly for
PP scattering. The 3 to 5/o normalization differ-
ence is consistent with the quoted 3% (Ref. 2) and
the +4/q normalization uncertainty in our data.
The comparisons with the data of Ref. 3 have poor
X' which appear to be related to structure in the

Q+ gTABLE V. Fits of do/dt to &eh +ct

I tl range
[(GeV/c) ]

0.025-0.620

0.025-0.620

0.025-0.620

A
[mb/(Ge V/c) 2]

29.71 + 0.17

30.17 + 0.16

78.18 + 0.24

b

[(GeV/c) 2]

9.93 + 0.07

9.89 + 0.06

11.74 ~ 0.04-

c
[(GeV/c) ~]

3.72 ~ 0.16

3.47 + 0.12

3.16+ 0.09

X2/DOF

108.2
125

148.5
125

181
125
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TABLE VI. Results of fits of R (as defined in text) to
Ce«.

'f ABLE VII. Results from fits of RT(t) (as defined in
test) to u-m

1 tf.

1tf range
[(GeV/c) )

d
[(GeV/c)- j X /DOF

R'(p/7r') 0.022 —0.630 2.67 ~ 0.01 2.08 + 0.06

R (p/& ) 0.022-0.630 2.61 + 0.01 1.98+ 0.06

126.1
i28

165.1
128

data of Ref. 3. (See Figs. 8-10.)
Figure 13 clearly shows that the local slopes

for n'P, m P, andPP elastic scattering are con-
tinuously increasing as ft 1 approaches zero T.he
results from Refs. 6 and 16 and the analysis of
Ref. 17 support our observation of a sharp in-
crease in the local slope for the very small t

1 tf range
[(GeV/c) 2 j u [(GeV/c) -21

Comparison with Ref. 2(b)
pp 0.075—0.650 1.035 + 0.018 0.036 + 0.069

X2/DoF

1.09

7r'p 0.075—0.650 1.032 + 0.018 —0.210+ 0.092 1.02

w P 0.037—0.650 1.052 + 0.018 0.109+ 0.070 1.45

Comparison with Ref. 3

PP 0.075—0.625 1.047 + 0.013 0.229 + 0.063 3.59

7r p 0.075—0.625 0.942 + 0.017 0.046 + 0.081 2.84

7r p 0.075-0.625 1.011 + 0.013 0.319+ 0.056 2.24

12. —

1
I

I
I

~ This Experiment' Bartenev et al.
& Barbiellini et al.
+ Schamberger Jr. et al. -

x Akerlof et al.
~ Ayres et al.

range in w P scattering. Figure 2 of Ref. 17 in-
dicates that the behavior of the local slopes seen
in Fig. 13 for s P scattering at 200 GeV/c is al-
most identical to the behavior at 100 GeV/c.

An analysis similar to ours has been performed
for hadron-proton elastic scattering at energies
of 10.4 and 14 GeV. ' It was found that the n'P and

PP scattering exhibit a behavior more complicated
than a simple exponential in t.

~ This Experiment
& Akerlof et al.
+ Ayres et al.

I:1 This Experiment
4 Burq et al.
& Akerlof et al.
+ Ayres et al.

IQ. —

8.—

++

TOTAL ELASTIC CROSS SECTIONS

By integrating the d&/dt measurements over t,
we compute the total elastic cross sections. To
calculate the contributions of the regions in t we
did not directly measure, we used the results of
the fits from which the local slopes were obtained.
We found that when we extrapolated the d&/dt dis-
tributions to t =0, we were consistent within our
experimental errors with the optical point. For
this extrapolation we used the fits of Table V.
Therefore, we normalized d&/dt to the optical
point using the A's from Table V when we calcu-
lated the total elastic cross sections. Table VIII
present:s the total elastic cross sections and the
ratio of the total elastic cross section to the total
cross section. The errors in Table VIII include,
in addition to the statistical uncertainties, the
systematic uncertainties due to our extrapolation

"fABLE VIII. Total elastic cross sections at 200 GeV/c.

O.
e (mb)

.2 . 4 ,. 6
—t (GeV/c)

3.32 ~ 0.15

3.17 + 0.06

6.87 + 0.13

0.136+ 0.006

0.133 + 0.003

0.176 + 0.004

FIG. 13. Comparison of measurements by several
experiments of the logarithmic slope for ~-p, r'p, and

pp elastic scattering.

Value of 0, from A. S. Carroll et al. , Phys. Bev.
Lett. 33, 928 (1974); 33, 932 (1974).
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TABLE IX. Results of fits of do/dt to the form-factor parametrization with a quadratic
matrix element, Eqs. (10) and (11a).

ft f
range

(GeV/c)'
A Q

[mb/(GeV/c) ] [(GeV/c) ] (fm)
Vp

(fm) x'/DOF

PP 0.025-0.620

7(+P 0.025-0.620

7( P 0.025—0.620

79.32 + 0.26

30.27 + 0.19

30.88 + 0.18

1.65+ 0.03 0.79 + 0.01

1.01 + 0.08 0.61 + 0.05 0.86 + 0.04

1.09 + 0.07 0.65 + 0.04 0.82 + 0.08

124. 9
122

103.0
122

136.1
122

of the measured do'/dt distributions over unmea-
sured t regions. Our results are in good agree-
ment with Akerlof et al. ' but in poor agreement
with the statistically more precise data of Ayres
et al,.'

COMPARISONS OF THE DATA WITH

THEORETICAL MODELS

Theoretical models such as those of Chou and
Yang" and versions of the AQM (Refs. 19 and 20)
attribute the major part of the small-t elastic-
cross-section var'-~ion to the hadronic form fac-
tors of the target and the projectile. These form
factors are assumed to be the same as the elec-
tromagnetic form factors. In the AQM the form
factors describe the spatial distribution of the
clothed quarks; in the very-small-t region, the
scattering is dominated by single quark-quark
scattering. In both these models the differential
elastic cross section is given to first order as

=AF, '(t)Fp—'(t) fA„(t) f',

where

A = Nov, '/16vh',

No = normalization factor,

O, =total cross section,

F, (t) = hadronic form factor of the target,

F~(t) =hadronic form factor of the projectile,

A„(t) = quark-quark-scattering matrix element .

In our analysis we assume the conventional di-
pole form for the proton form factor and the sin-
gle-pole form for the pion:

F~(t) = (1 —&,'t/12h') ',
F„(t)= (1 r.'t—/6h')

where

r~ = proton electromagnetic charge radius,

&,= pion electromagnetic charge radius .
We have fit our d&/dt distributions to Eq. (10)

using the following two forms for A„(t):

fA«(t) f

= (1+ut/2)', quadratic form,

fA„(t) f' = exp(ut), exponential form .
(11a)

(1lb)

= —25 Q. (12)

Note that in the Chou-Yang model, A«(t) is unity.
The results of the fits are given in Tables Ix and
X. In some cases the fitted parameters are highly
correlated.

The data are well represented over the ful. l. t
range [0.025 & —t &0.620 (GeV/c)'] by Eq. (10) with
the quadratic form for the quark-quark scattering
matrix element [Eq. (11a)]. The fitted values of

The quadratic form is purely phenomenol. ogical;
the exponential form is suggested by Bialas et
al. ' and Levin and Shekhter. ' For the case of the
exponential form [Eq. (lib)] one can identify u
with the quark radius &, where"

TABLE X. Results of fits of do/dt to the form-factor parametrization with an exponential
matrix element, Eqs. (10), (11b), and (12).

ftf range
[(GeV/c) ] [mb/(GeV/c) ] (fm) (fm)

Xp

(fm) x'/Doe

pp 0.025-0.620

PP 0.025-0.320

& P 0.025-0.620

&'P 0.025-0.320

7r P 0.025-0.(20

& P 0.025-0.320

78.40 *0.27

79.27 +.0.36

30.18 + 0.21

30.11+ 0.26

30.78 + 0.19

30.91 + 0.37

O.51 ~ O.O1

0.46 + 0.02

0.71 + 0.01

0.75 + 0.01

0.84~0.02 0.65~0.04 0.79~0.04

0.36+ 0.04 0.63+ 0.04 0.78 + 0.04

0.40+ 0.02 0.70 + 0.08 0.72+ 0.03

0.31+ 0.06 0.61 + 0.06 0.84 + 0.04

154.0
122

78.4
78

103.0
122

67.5
78

136.0
122

97~ 2
78
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FIG. 14. Results from fits to vr p, 7I 'p, and pp
simu'ltaneously using Eqs. (10) and (1&b). Arrows in-
dicate the region of —t used in the fits. The z p and

p data have been multiplied by the indicated powers
of 1P for clarity.

&~ and &, are in remarkably good agreement with
measured proton" and pion" electromagnetic
charge radii. These fits give u/2 =0.80 (GeV/c)':
thus the quadratic expression goes to zero at —t
=1.2 (GeV/c)'. This is close to the dip at t-1.-5
(GeV/c)' seen by Akerlof et al. ' in their 200-
GeV/c PP cross section.

The fits using the exponential form for the ma-
trix element (Table X) were made using the full t
range and a restricted t range [0.025 & —t &0.320
(GeV/c)']. Over the restricted t range, reasonable
fits to the data were obtained. Over the full range
the fits are somewhat poorer, and the value of &~

is about 10/o lower than measurements of the pro-
ton electromagnetic charge radius.

Within the context of the above picture, one ex-
pects the proton electromagnetic charge radius to
be the same whether extracted from the ~ 'P data
or from the PP data and similarly for the pion
electromagnetic charge radius whether extracted
from the n'P or m P data. Therefore, we fit the
m P, n'P, and PP data simultaneously using a
single &, and ~~; in some fits the &,'s were re-
quired to be equal, in some the &, 's were allowed
to vary independently. Fitting to the m P, n'P,
and PP data simultaneously also reduced the corre-
lation between the fitted parameters. As the ex-
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ponential form of the matrix element [Eq. (Ilb)]
has physical motivation, only the results of the
fits using this form are presented in Table XI.
Figure 14 shows the results using an exponential
matrix element and fitting the data over the region
0.025 & —f ~0.320 (GeV/c)'.

We note from Table XI that the fit to the data
over the full t range allowing the r, 's to vary inde-
pendently is reasonable and would indicate &, &&,".
The fit constraining the quark radii to be the same
in the proton and pion exhibit a somewhat poorer
fit. In both cases the values of r~ are about 5% low
when compared to measurements of the proton
electromagnetic charge radius.

Over the region 0.025 & —t &0.320 (GeV/c)' the
data are well represented by the fits using the ex-
ponential matrix element. This conclusion is true
whether the r, 's are constrained to be equaI. or are
allowed to vary independently (though with indepen-

dent &, 's the fit is slightly improved). Again &~ is
approximately 5% low when compared to mea-
surements of the proton electromagnetic charge
radius.

We are impressed with the general qualitative
agreement of our m'P and PP elastic-scattering
data and the AQM. Our fit results show that the
shape of d&/dt in the region 0.025 & —t &0.620
(GeV/c)' is described by a product of the electro-
magnetic form factors of the projectile and the
target and a simple matrix element. This is es-
pecially true in the region 0.025 &-f &0.320 (GeV/
c)'. The fitted values for &~ and r„are remarkably
close to their electromagnetic counterparts. With-
in the context of the AQM this is evidence that the
hadronic form factors of the pion and proton are
very similar to their electromagnetic form fac-
tors. The fitted value of the clothed-quark radius
is correlated with &~ and &„but seems to be be-
tween 0.35 and 0.45 fm.

We do not claim that our analysis tests the
above theoretical ideas in a strict sense. First
Eq. (10) represents only the first-order form for
d&/dt; higher-order terms have been neglected.
Also, there are technical difficulties with the fit-
ting procedure since the results are very sensi-
tive to the values of the proton and pion electro-
magnetic charge radii. For example, constraining
&~ to be 0.81 fm causes the fit to the pP data using
an exponential matrix element to be quite poor.
Thus the uncertainty in the published values of the
proton and especially the pion electromagnetic
radii are a serious obstacle in further tests of the
AQM as applied to high-statistics elastic-scatter-
ing data.

TESTS OF UNITARITY BOUNDS

.I .2
t (GeV/c)

FIG. 15. Comparison of representative results from
this experiment (dots) with the upper limit on the ratio
of the scattering amplitude at a given t to the scattering
amplitude at t =0, Eq. (1.3) of Hef. 24 (solid line). The
upper limit holds rigorously only to the left of the dashed
lines (as shown by the arrow).

(da ~ )'
' b(0)(d(r )'

/~(dr/dt's,

1(5'(t)),
d&/dt ~,

~ 5'(0)
(13)

Upper limits on the ratio of the scattering am-
plitude at a given t to the scattering amplitude at
t =0 can be derived. These limits assume unitarity
and analyticity of the scattering amplitude in the
complex s plane (s = center-of-mass energy
squared). Figure 15 shows how our data compare
to one such upper bound, Eq. (1.3) of Ref. 24. It
is seen that there is no violation of the bounds;
however, the data are close to saturating them.
This behavior has also been observed at energies
of 20-30 GeV."

S. M. Roy" derives the following bound on dv/dt
for pion-nucl. eon elastic scattering:
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FIG. 16. Right-hand side minus left-hand side of Eq.
(13), g-L (solid line). Dashed lines give + 1 standard-
deviation error band; error band shown only for
—t &0.075 (GeV/c) .

(11) is negative, and the bound is not useful .At
t = t, = 0 the two sides of the bound are by definition
equal; thus at small t it is not surprising that the
bound appears saturated. Finally, it can be shown
on general grounds that if d&/dt is parametrized
by Eq. (10) with an exponential matrix element
[Eq. (11b)] and u, &~, and &, are all greater than
zero, then it is impossible to violate the bound at
any t."

CONCLUSION

We have measured do/dt distributions for s p,
m'P, and PP elastic scattering in the range 0.021
& —f &0.665 (GeV/c)' and studied the shape of
these distributions in detail. The variation of the
local slope as a function of t is similar for x'P
and ~ P elastic scattering, whil. e there are indica-
tions that the variation is different in PP elastic
scattering.

Over the entire t range measured, d&/dt distri-
butions for all three particles are inconsistent
with the form of e". However, functional forms
involving the product of the electromagnetic form
factors of the projectiLe and the target and a sim-
ple matrix element adequately describe the data,
especially for -f &0.30 (GeV/c)'. The additive
quark model leads to such functional forms for the
elastic cross sections. Within the content of this
model we estimate the size of the clothed quark in
the pion and proton.

Finally, no violations of bounds on the elastic-
scattering amplitude were found.

k = center-of-mass momentum,

5p) =—[in(dc/df)].
d0

dt

In Fig. 16 we plot the right-hand side minus the
left-hand side of Eq. (13). [For this study we
parametrized the data by Eq. (10) with the quadra-
tic form for the matrix element. ] Figure 16 dem-
onstrates that our data satisfy the bound, in con-
trast to the conclusions of Ref. 26." It is inter-
esting that the bound is not violated for the PP
scattering data; Ref. 26 does not address nucleon-
nucleon elastic scattering. Strictly speaking the
data test the bound only for t&0.075 (GeV/c)'. -
For -t «0.25 (GeV/c) the right-hand side of Eq.
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