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Monte Carlo simulations which incorporate experimental selection criteria show that many features of local
interactions in the Brazil-Japan emulsion chamber at Mt. Chacaltaya can be understood in terms of conventional
ideas extrapolated from accelerator energies. This experiment provides the most direct information that currently
exists on strong interactions up to about 100 TeV. A feature without which the data cannot be understood is the
inclusion of a large fraction of hard scattering.

PACS numbers: 13.85.Mh, 94.40,Rc

I. INTRODUCTION

Large emulsion chambers' have by now ac-
cumulated a significant number of cosmic-ray
interactions with visible energies of twenty to
several hundred TeV, corresponding to interac-
tion energies of 50-1000 TeV. The interactions
fall into two classes: (l) local interactions in the
detector and (2) interactions in the atmosphere
above the detector. The latter class contains the
highest-energy events because it includes inter-
actions that take place well above the detector
where the flux is relatively high. ' This class in-
cludes the anomalous Centauro events. Interpre-
tation of atmospheric events is, however, corres-
pondingly more complicated because of the large
dimension of the effective target.

In this paper we concentrate on interpretation of
local interactions in the detector, called carbon
jets (C jets) by the Brazil- Japan group. ' The
existence of complicated scanning selection cri-
teria, together with large fluctuations and the
steep energy spectrum of the cosmic-ray beam,
make it essential to carry out a detailed Monte
Carlo simulation in order to interpret the data.
In particular, the most important limitation of
the technique is the fact that only energetic second-
ary y rays (e.g., from decay of w"s produced in
the interaction) are detected. Charged hadrons
typically escape the detector without further in-

teractionn.

We carried out such a simulation some time
ago4 in which we showed that the main features of
the energy dependence and distributions of pseudo-
rapidity of secondary photons could be understood
as a consequence of the various selection effects
superimposed on a straightforward (scaling) extra-

polation of accelerator data. The large observed
fraction of events with large masses (M„) of clus-
ters of secondaries and with high P~ did not, how-
ever, emerge from the original simulation, in
which all secondaries were chosen from ordinary
P~ distributions without a high-P~ component. '
A major result of the simulation that we report
here is that inclusion of a hard-scattering com-
ponent as suggested by parton models of hadronic
processes may also account for this aspect of the
data also. Indeed we find that the M„distribution
is rather sensitive to details of the hard-scatter-
ing model.

The paper is organized as follows. In Sec. II
we describe the interaction model and in Sec. III
the details of the simulation of the experiment.
Section IV contains results on distributions of
energies and pseudorapidities of secondary photons.
The subject of high transverse momentum and
large cluster masses is discussed in Sec. V, which
is followed by the concluding Sec. VI.

II. INTERACTION MODEI.

In order to make use of the large amount of
existing experimental data on inclusive single-
particle production at high energies, we have
adopted an independent-emission scaling model.
Secondary-particle center-of-mass (c.m. ) mo-
menta are drawn at random from probability dis-
tributions which result from radial scaling' of the
invariant inclusive cross sections. Thus the
momentum of each secondary is uncorrelated with
that of any other —there is no dynamical cluster-
ing. Secondary particles are created until the
available c.m. energy is exhausted.

We have chosen to neglect, at this stage, any
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effects due to the nuclear composition of the tar-
get; the target is assumed to be a nucleon. Ac-
celerator measurements' of forward secondaries
produced on nuclear targets show a -20% increase
in multiplicity of minimum ionizing secondaries
for &-14 targets. For the energetic forward
secondaries with which this simulation is most
concerned, the difference is considerably smaller.

We have also included the observed' correlation
between longitudinal and transverse secondary
momenta. In creating a secondary, the simula-
tion program first selects, at random, a value
of xs =2E~/0s from an appropriate distribution,
selects a value of P~ from its x-dependent distribu-
tion, and then computes the c.m. -momentum vec-
tor.

More specifically, the following set of steps is
executed for each interaction:

(1) The c.m. energy of the fragment nucleons
from the projectile and target nucleons are chosen
independently from a flat distribution. ' In pion
initiated interactions a single "fragment" pion is
chosen from a distribution in xs given by dn/dxs
= 3.2 —2.758 (x —0.2). The mean inelasticity is
thus 0.5 for NN and a 0.28 for wN collisions. The
fragment pion is normally chosen to be charged.

(2) Secondary kaons and pions are created in
the ratio v/X =-', . Pious are randomly tagged as
neutral with an average probability of —,'. The
fraction of secondaries which are Ã (or asso-
ciated nucleons) is extrapolated from accelerator
data and is 5% at 50 TeV. Longitudinal momenta
of mesons are found from the x„distribution which
would result from an invariant cross section of
the form

d 0'
Ax+

dp'

For incident protons, the value of & is randomly
taken to be either 5.5 or 6.5 with 50/o chance of
each; for incident pions & = 3.5. In both cases
& = 11 for ~Ã production.

(3) Transverse momenta of all particles are
chosen from transverse momentum distributions
to be described below. Approximate momentum

conservation is obtained by pointing the c.m. mo-
mentum vector of each particle into the octant
opposite to that of the vector sum of momenta of
all previously chosen particles in the event.

(4) After the momentum of each particle is de-
termined the total amount of c.m. energy used so
far is computed. If the most recently created
particle makes the total energy greater than the
actual c.m. energy, this particle is randomly in-
cluded 50/o of the time, and the momenta are
Lorentz-transformed to the laboratory. If there
is more energy available, more secondaries are
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FIG. 1. Simulation and experimental results for the
single-particle inclusive invariant cross section in

mb/(GeV/c '), at P & of 0.25 Ge V/c, for charged pions vs
Feynman x (x=2p */+z). p -p data from Ref. 10; r-p
data from Ref. 11.

produced until the available energy is used up.
Events simulated by this procedure are corn

pared with experimental data" "in Fig. 1. The
procedure conserves momentum only approxi-
mately. One consequence of this is that the total
energy of the outgoing particles is not exactly the
same as the incident energy. Since the last parti-
cles produced are se condaries which are, for the
most part, rather soft in the c.m. the energy im-
balance is not very severe. The fractional c.m. -
energy error is approximately 4/o. The lack of
exact transverse-momentum conservation is un-
important in the present context since the total
transverse momentum of the detected subset of
secondary photons is also nonzero.

The transverse-momentum distribution we use
has the two-component form

dn -Bg (x)~ -(48xL+38g~ )C

PrdPr (Pr2+ 1)2

where

2/(0. 25+ Ix I) lx I

- 0.2

4.44, Ix) &0.2

for secondary mesons and B=6, 4, 4 for fragment
m, P, EC. The second term in Eg. (1) is the high-Pr
component, the form of which is taken from the
work of Halzen and Luthe, "which gives an expli-
cit parametrization of the energy dependence of
the high-Pr component. The constant C/A is re-
lated to the fraction E of secondary pions which
are chosen from a distribution proportional to the
second term in Eq. (1), in which x~ —= 2(Pr + 1)/(s
+1156'~' (s in GeV', Pr in GeV/c). For each se-
condary meson a decision is made randomly
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whether to choose from the low-P~ or high-P~ dis-
tribution. (The correct procedure would be to
compute the parton-parton scattering first and

then to choose individual pions from decay of the
resulting jets. )

The energy dependence of I reflects the thresh-
old behavior of the high-P~ process, which arises
from the low probability of a parton-parton sub-
energy with a large fraction of Vs. As energy in-
creases a given subenergy, and hence a given P~,
corresponds to an ever smaller fraction of the to-
tal c.m. energy. Here we take

(3.4 &&10 )s' ", s &30000 GeV',

E= (1.4 &&10 ')s'"', 30000&s & 400000,

0.40, s & 400 000.

Shibata" has recently made an extensive cali:ula-
tion of high-P~ processes at cosmic-ray energies
which incorporates the full machinery of the
modern parton model, including gluon scattering,
scale breaking, and parton transverse momentum.
He extended the hard scattering calculations,
which are normally done for near 90' in the cen-
ter of mass, to the forward fragmentation region,
which is relevant for the cosmic-ray calculation
in which only fast secondaries are visible. The
inclusive distributions obtained from the simple
parametrization described above are roughly in
agreement with the parton-model calculation. The
absolute magnitude of the high-P~ component we
use is in good agreement with that of Shibata, but
the shape is somewhat flatter. Accordingly, we
have also tried a distribution with the exponent
-2 in Eq. (2) replaced by -2.75.

of the target.
(3) Finite energy and angular resolution were

included. The main sources of experimental error
are the energy resolution of the chamber for indi-
vidual y's, the lack of knowledge of the lateral
position of the incident hadron, and the depth of
the interaction in the target. The procedure used
by the experimenters is to find the energy-weighted
center of the set of y's associated with an event.
This was then taken to be an estimate of the in-
tersection point of the incident hadron trajectory
with the detector. The interaction was assumed
to have occurred mid-deep in the target. This
permitted the reconstruction of the emission
angle of each y. The effect of these uncertainties
is shown schematically, for a vertically incident
hadron in Fig. 2. %e have assumed that the
zenith angle of the incident hadron was deter-
mined with negligible error by the emulsion
chamber, so only vertically incident hadrons
were simulated. The program puts in these ex-
perimental conditions through the following steps:
(a) The energy of each Z is randomly shifted by an
energy error drawn from a Gaussian with 25%
width. (b) The position of the intersection of the y
with the top of the detector is assumed to be de-
termined with negligible error. The energy-
weighted center of the y cluster is computed as
X= (ZE&) '(ZE, X,). The. reconstructed interac-
tion point is then directly above the energy-
weighted center, in the middle of the target. This
yields the reconstructed emission angle 6, , which
is used in the computation of the invariant mass
(see Sec. V).

III. SIMULATION OF THE EXPERIMENT

The specific features of the Mt. Chacaltaya
emulsion-chamber experiments which mere in-
cluded in the simulation are the following:

(1) For the energy spectrum of the incident
hadrons we assumed a power law, dn/dE~E ".

(2) Vfe took account of multiple interactions as
well as conversions of p rays in the target, which
we assumed to have a thickness of 34 g/cm . The
first interaction point was randomly distributed
over the depth of the target. " The Monte Carlo
program followed each created hadron and gen-
erated new interactions until either (a) the hadron
left the target, or (b) the energy of the hadron
was below a nominal threshold. This threshold
was taken to be 200 GeV, the stated energy detec-
tion threshold in the emulsion chamber. ' All pro-
duced m"s were allowed to decay into p's and the
y's were "trajected" into the emulsion chamber,
with allowance for conversion in the remainder
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FIG. 2. Schematic diagram of actual and reconstructed
trajectories.
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(4) Events were selected as follows. To be
considered for further analysis, an event must
have at least four y rays with energies greater
than 200 GeV each. We counted hadrons that in-
teracted in the first 1.3 cm of the lower chamber
as photons.

IV. ENERGIES AND PSEUDORAPIDITIES

The most direct test of scaling would be a com-
parison of x distributions at cosmic-ray energies
with those at lower energies. This is impossible,
however, since only photons are detected. In-
stead, the scaling variable that can be measured
is f= E„IZ-E„, where EE„is the total visible
energy. Figure 3 shows a comparison between
data and simulation for three different input
models: (1) The dashed line is the result for the
standard model; (2) the solid line is for a model
with &- 1.5A in Eq. (1); and (3) the lowest (dash-
dot) line results from cutting off all secondary

mesons with x& 0.1 in all interactions with Eo
& 50 TeV. Thus the data are consistent with scal-
ing to -100 TeV but the test is not a very sensi-
tive one. This insensitivity is a consequence of
the fact that E, is not measured and that there are
correlations between E„and 2E„for each event.
Moreover, fluctuations in BETE,are large so
that the correlation between+ E„and E, is weak.
(The ratio Z E„/E, has a mean of G.37 and stan-
dard deviation of 0.17 for proton. induced events.
See Ref. 4 for further discussion of this point. )
It is worth noting that, despite the insensitivity
of the f distribution to the underlying x distribu-
tion, the data limit use of some extreme models
commonly used in cosmic-ray calculation in which
there are essentially no very energetic second-
aries at high energies. '

The distribution of pseudorapidities is shown,
in Fig. 4, for the Chacaltaya emulsion-chamber
data, the Monte Carlo simulation, and accelera-
tor measurements at 200 GeV."
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FIG. 3. Simulation and experimental results for the integral distribution off=E„/Q@.
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FIG. 4. Distribution of pseudorapiditff density per
event for the Chacaltaya data, the Monte Carlo simula-
tion using the high-P z, tail, and 200-GeV accelerator
data Pef. 16).
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The multiplicity of photons appears to be rather
high, but it is difficult to evaluate the implica-
tions of this fact because of the extreme sensi-
tivity of the results to details of the threshold
for detecting individual photons (most photons
being near the threshold). It appears that much
of the apparently high multiplicity arises from
selection effects. In addition, the pseudorapidity
density of photons in the input model is 3 at E,
=100 TeV, showing some increase over the value
of 2 at CERN ISH energies due to our use of
radial scaling. "

V. EFFECTS OF HIGH Pz

A feature of the Chacaltaya data that is often
emphasized is the M„distribution. This is a
histogram of events classified by the invariant
mass of y rays within a certain angle of the
energy-weighted center of the event. The cone
is defined (event by event) so that if the Z rays
come from isotropic decay of a cluster of parti-
cles and if selection effects can be ignored, then
M„ is the cluster mass times the fraction of 7)."s
in the cluster. Specifically, M„ is obtained by the
following algorithm: Define the invariant mass of
y's inside a cone 8 as M„(8). Then

)' '/' &/2

(8)
&s & s 'e

Also define the total transverse momentum inside
8,

s„(e) f'~, de gz„e=„=
For small 8, M„(8)& (4/n)Pr (8), and for large 8,
M„(8)& (4/m)Pr (8). Define M„=M„(8,), where 8—,
is the solution of M„(8$ = (4/m)Pr (80). In practice
this involves an interpolation.

Nearly half the events among the 68 reported
have M„&3 GeV, a much larger fraction than
found in the simulation of Ref. 4. Events with
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FIG. 5. Actual and simulated M„distributions for (A)
no high-P z tail; (8) a tail of the form (P~ +1) (in
GeV units); (C) (P~ +1)

large M„are also seen among the lower-energy
data, but with a lower frequency. Moreover, the
events with large M„also have high multiplicity.
On the basis of these features of the data, the
Japan-Brazil group argue that there is a thresh-
old (around 50 TeV) for production of events with
large clusters or fireballs.

It is clear from the definition of M„ that there
is a correlation between transverse momentum
and M„. Halzen" suggested some time ago that
the events with large M„might be due to hard
scattering. Although this is probably not true on
an event-by-event basis, our simulation shows
that a large fraction of events with large M, can
arise as a consequence of the hard-scattering
component. Figures 5(a) and 5(b) show the Bra-
zil- Japan M„distribution, "normalized to the
simulation results for the case of no high-P~ tail
[C=O in Eq. (2)]. Better agreement is obtained
when the hard-scattering component is in-
cluded, as shown in Figs. 5(b) and 5(c). However,
the softened I'T distribution, as for the parton-
model calculation of Ref. 13, does not produce
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as good agreement as the original (P~'+ l) "dis-
tribution.

VI. CONCLUSIONS

We summarize here the conclusions we have
drawn from this study.

(A) There is no evidence for violation of radial
scaling in the fragmentation region for incident
energies up to several hundred TeV. But the
sensitivity of experiment is low; large-scale
changes in the x distribution would be necessary
to cause an observable effect.

(B) The falling energy spectrum and fixed thresh-
old favor selection of high-multiplicity events.
The mean primary energy is 2.7 times ZE„.

(C) Simulations are capable of producing an
~„distribution that is consistent with the data,
provided a sufficiently large component of hard
scattering is assumed. We must emphasize that
the experiment is sensitive only to the small-P~

part of hard scattering, a region in which cal-
culations do not have a firm theoretical founda-
tion. A test of the basic idea that events with
large M„are correlated with hard scattering
would be to look for asymmetries corresponding
to jet production, as suggested by Gaisser and

Bdhu. " Arata' has made a study of azimuthal
structure in terms of the fireball model. He finds
that azimuthal structure is present in C jets with
~„&3 GeV but not in those with ~„&3 GeV. He
also shows that a model similar to that used here
but without the hard scattering does not reproduce
the azimuthal structure. It remains to be investi-
gated whether the hard-scattering model will
reproduce the azimuthal structure in the data.
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