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%e report final results of a series of measurements of continuum dimuon production in proton-nucleus collisions at
Fermilab. New results with 6 times more statistics are included. A full description of the apparatus and methods

used in the analysis of this series of measurements is given. The sea quark distribution of the nucleon is determined

within the context of Drell-Yan and quantum-chromodynamic descriptions of dilepton production in hadron

collisions.

I. INTRODUCTION

In the past ten years advances in the constituent
theory of hadrons have been paced by developments
in three experimental areas: inelastic lepton-nu-
cleon scattering (using e', p', and v's), e'e anni-
hilation, and dilepton production in hadron-hadron
collisions:

h, + h, - /'+ l + anything .
Reaction (1) has been further exploited to find new

massive resonances (Z/g, T) in addition to probing
the details of hadronic substructure in a manner
which is complementary to the scattering ap-
proach. This paper is based upon proton-induced-
dimuon research carried out at Fermilab. We
summarize the previously published results' ' and
present a final analysis representing a sixfold in-
crease in data. Extended descriptions of the ap-
paratus, systematic effects, and corrections are
also given. ' We concentrate here on the continuum
of massive p, 'p pairs produced as in Eq. (1); our
final results on the Y family of resonances ob-
served via their decay to the p" p, final state have
been published elsewhere. '

The data discussed in this paper are divided into
three sets: I. 400 GeV incident proton energy;
II. 200/300 GeV; III. 400 GeV (high intensity). In
addition, we will present some previously unpub-
lished dielectron data.

Analysis of the data from reaction (1) has been
carried out using the Drell-Yan parton-antiparton
annihilation model, which was pl oposed to de-
scribe the first such data obtained at the Brook-
haven Alternating Gradient Synchroton (AGS).' In
this model a quark (antiquark constituent in a beam
nucleon and an (antiquark) constituent inabeam
target nucleon annihilate via a virtual photon into
a lepton pair. The remaining quarks go off into

the "anything" of Eq. (1). This is shown sche
matically in Fig. 1. Thus the cross section for
producing a dilepton of mass m is proportional to
a sum of terms of the form

(2)

where f(x)/x (f(x)/x) is the probability to find a
quark (antiquark) bearing the fraction x of the
hadron's momentum. Annihilation kinematics give

2/T= M /8 =XjX2 y

where s is the nucleon-nucleon center-of-mass en-
ergy squared. The structure functions f and f also
appear in lepton scattering. The dilepton data
therefore test the consistency of the model. More-
over, in dilepton production the antiquark distri-
bution (a measure of the quark-antiquark sea) ap-
pears as a multiplicative factor in the product
rather than as an additive term (as in lepton-nu-
cleon scattering) and so is more sensitively mea-
sured. The detailed expression for the cross sec-
tion is

FIG. 1. Basic Drell- Yan process; a parton-antiparton
pair annihilate via a virtual photon into a pair of leptons.
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m'd, =
0 pe, ' (dx, dx, [f',(x,)f',(x,). +f', (x,)f',(x, )]&(7 -x,x,)),

p p
(4)

where t =—target nucleon, b —= beam nucleon, and e,
—= charge of zth quark. The sum is over the quark
flavors u, d, s, c, etc. , except that it is custom-
ary to neglect the c and heavier quarks because of
their mass. Equation (4) contains the concept of
scaling, i.e. , m4doldm' depends only on z. There
is an important factor-of-3 decrease in the cross
section due to the color degree of freedom. This

. is one of the very few places where one can "see"
this hidden quantum number, and its testing in
this reaction could provide an important confirma-
tion of the color concept. The test clearly involves
an appeal to the lepton scattering data for nor-
malized structure functions f„—= M(x), f~= d(x), f,-
—= s(x), j'„—= u(x), etc. , in the same kinematic re-
gions and a prescription for how to go from space-
11ke Q' to timelike m'.

Dilepton production has more recently come in
for great theoretical attention because of two ob-
served feat, ures which are not included in the
Drell-Yan model: (i) the dileptons have transverse
momenta which are much larger than the typical
hadronic pr of 300 MeV/c, 4 and (ii) the nucleon
structure functions, measured in muon-nucleon
scattering, "violate scaling. These developments
are understood within the context of quantum
chromodynamics (QCD), a quantum field theory of
quark-quark interactions. In this theory quarks
and antiquarks coupled by neutral vector particles
(gluons) are the fundamental constituents of the
hadrons. The modification of the Drell-Yan model
by the additional diagrams of QCD has occupied
a substantial fraction of the literature. "" The
reason is twofold: (i) dilepton data provide a
testing ground for perturbative calculations in the
new theory, and (ii) the data may permit an over-
determination of parameters which are not as yet
fixed by the theory. We-shall return to these is-
sues after a lengthy excursion into experimental
matters.

E*+P
y= —ln

II

(6)

II. EXPERIMENTAL DETAILS

A. General

The experiment measures the vector momenta
of two opposite-sign leptons emerging from the
hadronic collision, P, and P . From this, the rele-
vant kinematical quantities may be deduced. As-
suming

i
P, i, i

P
i

» m „(m,—= mass of the muon),

~'= 2 iP, i iP
i
[l —cos(8, )],

I

where 8, , P*, , and E* are the angle between the
two muons in the laboratory, the dimuon longitudi-
nal momentum, and the dimuon energy in the nu-
cleon-nucleon center-of-mass (c.m. ) system, re-
spectively. The c.m. rapidity y is related to the
Bjorken x variables defined in Fig. 1 in the follow-
ing manner:

x, = M7e'",

«, =M7e '.
We note that these relations are strictly valid only
in so far as m» p~

—= dimuon transverse momen-
tum and Ms» m„=—nucleon mass.

B. Design criteria

We wished to measure the lepton-pair continuum
out to the highest possible masses, and also to be
sensitive to massive resonances. To improve on
previous continuum measurements we needed to
be sensitive to cross sections less than 10"of the
total proton-nucleon cross section, and therefore
to take a large incident-beam Qux and to withstand
high counting rates in the apparatus. Good mass
resolution was particularly important for the res-
onance search; good resolution in other variables
minimized corrections to the observed data. Since
massive objects tend to be produced at rest or
moving slowly in the collision rest frame, we
chose to view the collision at 90, thus avoiding
the huge hadronic flux at 0' and 180'.

We had the choice of detecting muons or elec-
trons. Muons can be distinguished from the cop-
iously produced hadrons by their highly penetrat-
ing character; electrons, by their electromagnetic
showering properties. The main background in a
muon experiment is muons from the decay of pions
and kaons produced in the target. To suppress this
it is necessary to place material immediately
downstream of the target to absorb these pa, rticles
before they can decay. The advantage over elec-
trons is that the particle flux is iri principle low-
ered by a factor of up to 104 by the hadron absorb-
er, allowing a corresponding increase in beam in-
tensity. The disadvantage is that scattering of the
muons in the hadron absorber degrades knowledge
of their production angles, thus worsening reso-
lution. Electron pairs were detected in the ear-
liest arrangement. ' A preliminary muon experi-
ment was performed' using an apparatus very sim-
ilar to that of the' electron experiment. Insertion
of beryllium hadron absorber for the muon test
run lowered counting rates in the apparatus by a
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factor of about 4, rather than 104. Hadronic
cascades in both the beryllium and the forward
beam dump generated large numbers of low-energy
muons which contributed random-singles rates in

all detector planes, preventing a large increase in
the proton-beam intensity.

The experience gained allowed us to optimize the
design of the present experiment, improving both
sensitivity and resolution. The crucial regions
around the target and beam dump were redesigned
to minimize the decay muon flux; this decreased
the rate per incident proton by about a factor of
10. We had also noted from the previous experi-
ment that the muon flux did not decrease rapidly
with distance from the magnets. Therefore, the
acceptance was enlarged without increasing count-
ing rates by moving all detectors closer to the tar-
get and analyzing magnets. Acceptance was also
gained by permitting bends of either sign in each
spectrometer arm. These improvements per-
mitted an overall increase in data taking rates of
more than a factor of 60 over the previous muon

experiment.

C. Apparatus overview

The apparatus (shown in Fig. 2) was a two-arm
magnetic spectrometer viewing the proton-nucleus
collision from opposite sides at -90 in the pro-
ton-nucleon center-of-momentum system (c.m. s.).
Each arm covered a solid angle of 0.2 sr in the

c.m. s. and consisted of hadron absorber, two

magnets, scintillation counters, and multiwire
proportional chambers (MWPC's). The magnets
deflected charged particles vertically and in oppo-
site directions, so that if the first (air-gap) mag-
net deflected positive muons up, say, the second
(solid-steel) magnet deflected them down. Each
arm was symmetric about a horizontal plane and

accepted both positive and negative muons equally.
To maximize the amount of beam we could ac-

cept, we placed no detectors upstream of the air-
gap magnet where counting rates were at least an
order of magnitude higher than downstream. The
momentum was computed from the measured tra-
jectory downstream of the air magnet by assuming
that the undeflected track pointed back to the tar-
get. The inaccuracy of this assumption due to
multiple scattering in the hadron absorber re-
sulted in a rms momentum resolution of 2%.

The spectrometer apertures were wide horizon-
tally and short vertically. The fields in the two

air-gap magnets were oriented along the long di-
mension of the gaps. The muon production angles
were thus measured primarily in a plane perpen-
dicular to the plane of magnetic deflection. This
decoupling of the production-angle measurement
from the momentum measurement had important
advantages over the more usual magnet design in
which the field is oriented along the shor t dimen-
sion. First„ the copious low -momentum muons
were swept out of the spectrometer, rather than
being swept across the aperture into the other
arm. Second, events originating in upstream va-
cuum windows or in the beam dump could be re-
jected by projecting the track back to the target in
the horizontal plane.

In order to suppress backgrounds, the apparatus
was designed with a considerable amount of re-
dundancy. The momentum of the muon was rede-
termined to +15% by measurement of the deflection
in the steel. magnet. This helped to reject low-en-
ergy muons which simulated high-momentum mu-
ons by traversing the air magnet along strange
trajectories involving scattering from pole pieces,
return yokes, etc. Another handle on backgrounds
was provided by the midmagnet (MM) MWPC
which verified the muon position in the middle of
the air magnet. A gas Cerenkov counter filled
with nitrogen provided a 4-GeV muon energy
threshold, as did the energy loss in the 1.8 m of
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FIG. 2. Schematic plan viewer of the two magnetic spectrometers used to measure the yield of muon pairs. The vari-
ous detector stations are described in the text.
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steel magnet and 1 m of steel further downstream.
At full current the magnets provided a 15-GeV
threshold for particles traversing all the detec-
tors, but the Cerenkov counter and additional steel
mere still useful in eliminating certain classes of
"junk" triggers such as accidental coincidences of
lorn-energy muons upstream and downstream of
the steeI magnet.

The detector system included both scintillation
counters and multimire proportional chambers at
most positions after the analyzing magnets.
Counters were used to create the event trigger;
matrix logic requirements for counter hodoscopes
in both the bend and nonbend planes provided cru-
cial reductions in the trigger rate.

The external beam at Fermilab arrives in bursts
(rf buckets) of about 1 nsec duration and separated
by 18.9 nsec. Resolution of single buckets is easi-
ly achieved mith scintillation counters, but pro-
portional chambers integrate over two or three
buckets. The scintillation-counter hodoscopes
were therefore also used to eliminate out-of-time
chamber hits during the off-line reconstruction.

:. D. Detailed description

The apparatus is here described in detail pro-
ceeding from upstream to downstream.

1. Beam line

The experiment (E288) was performed in the pro-
ton-center pit of the Fermi National Accelerator
Laboratory. A small fraction of the extracted pri-
mary proton beam mas brought to the proton-cen-
ter pretarget area by switchyard and proton-area

magnets mostly not under our control. The pro-
tons were steered and focused onto our target by
two dipole and five quadrupole magnets which me
could control using the MAC beam-line computer
system. %e mere able to focus the beam to a spot
0.03 cm by 0.08 cm high [full width at half maxi-
mum (FWHM) as measured during the Columbia-
Fermilab-Stony Brook (CFS) hadron-pair experi-
ment" ]. The horizontal and vertical beam pro-
files 0.7 m upstream of our target were measured
by 0.5-mm-spacing separated-mire ionization
chambers (SWIG's) provided by Fermilab research
services. A secondary-emission monitor was
used to measure the beam intensity.

2. Ta~et box

The target box (Fig. 3) was a large helium-filled
enclosure containing ten drawers, on which were
mounted the target holder, beam dump, and part
of the hadron absorber. The drawers were 1 ft
square in cross section and mere arrayed five
across and two deep; they slid in and out on rails.
Surrounding the target box mas a 16-in. -thick lay-
er of steel to shield against radioactivity.

3. Turgets

Four different targets were used. The targets
were thin vertical strips of metal with a horizon-
tal width of about 1 mm. This defined the horizon-
tal interaction position precisely and also mini-
mized the scattering of outgoing muons. The ver-
tical size of the interaction region mas determined
by the natural beam height of about 2 mm. Most
of the data were taken with either a 1.87-cm-long
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FIG. 3. Target-shielding box containing ten removable carriages on which were housed the target, beam dump, and
aperture defining beryllium channels.
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platinum target or a 10-cm-long Cu target. These
targets were chosen in order to maximize the ra-
tio of signal to single count rates, since the mas-
sive lepton-pair signal had been measured to have
an approximately linear nucleon-number (4) de-
pendence while the singles rate presumably goes
as A'~' (see Sec. IIIB3(b}below}. During the data
taking to measure the A dependence, we alternated
frequently between the platinum target and a 10-
cm-long beryllium target. The fourth target was
the 7-cm-long copper target, which was used
during a small fraction of the run. The targets
were mounted in a holder which could be trans-
lated horizontally (transverse to the beam direc-
tion) by means of a stepping motor under computer
control. Target parameters are given in Table I.

4. Beam dump

Typically, 30-50% of the beam interacted in the
target; the rest was absorbed in a mater-cooled
beam dump. The dump began 210 cm downstream
of the center of the target. It consisted of 180 cm
of Mallory 1000 Hevimet (90% tungsten, 6% nickel,
4% copper} followed by 6 ft of steel. A cone of
Hevimet extended 90 cm upstream to reduce the
decay path for hadrons produced at small angles,
but it had a 2.5-cm-square hole in its center to
allow the unscattered beam to pass through. Hevi-
met was used for its short hadronic absorption
length (11 cm), which minimizes decay of pions
and kaons and also minimizes the transverse
spread of the hadronic shower and hence leakage
of particles out of the dump into the aperture.

5. Targeting monitors

The fraction of the beam intercepted by the tar-
get was monitored by two different methods. A

2.5-cm-diameter hole in the steel shielding di-
rectly above the target provided a decay space
for hadrons emitted upwards, and the resulting
muon flux was viewed (after penetration of the
concrete pre-target-area roof and some dirt) by
a four-element scintillation-counter telescope

called the 90 monitor. This was our main target-
ing fraction monitor. The 90" monitor was some-
what sensitive to interactions in the dump; typi-
cally the ratio of its "target-in" to "target-out"
counting rates was about 4. A second targeting
monitor was a single-wire proportional tube coun-
ter called the tube monitor; it viewed the target
from the large-angle side of the aperture in one
arm and had a target in/target out ratio similar
to that of the 90' monitor.

6. Hadron absorber

In the laboratory rest frame each spectrometer
arm covered +10 mrad vertically and 45 mrad
horizontally. The two arms were- centered hori-
zontally on the angles + (arctan0. 0725), which cor-
respond to -+90' in the c.m. s. at 400 GeV beam
energy. Within the target box the spectrometer
apertures were filled with hadron absorber, the
first 30 cm of which sat on a remotely controlled
elevator platform which could be raised or low-
ered to have copper, beryllium, or no absorber
(i.e. , helium) in the aperture. Almost all of our
data were taken with the copper absorber, as we
found that rates in some of the detectors in-
creased by as much as a factor of 3 with berylli'-
um; the small improvement in resolution with
beryllium (see Sec. E below} was judged not to be
worth the accompanying beam-intensity limitation.
The rest of the absorber consisted of 525 cm of
beryllium in the target. box and 150 cm of CH,
downstream of the target box.

The beryllium was oversized, its coverage being
nowhere less than VO mrad horizontally, nor +20
mrad vertically. This provided a buffer zone of
low-Z material around the nominal aperture so
that muons scattering in the Hevimet or steel of
the target drawers could not be confused with the
muons produced within the aperture. The berylli-
um was in the form of large precisely cut blocks
in order to minimize gaps. Similar precautions
extended to the surrounding steel and to the beam
dump. The design benefited from our previous ex-

TABLE I. Target properties. Length of Pt target is given as measured after run. Widths
and densities of Pt and Be were measured using leftover pieces from the same sheet-metal
stock.

Material
Length

(cm)
Width

(mm)
Density
(g/cm3)

Effective
Absorption lengths

lengths (cm)

Pt
Be
Cu
CU

1.87 + 0.04
10.38 + 0.10
7.62

10.16

0.660 + 0.013
1.65 + 0.13
0.889
0.889

195.09
9.01

63.54
63.54

20.65 + 0.40
1.835 + 0.014
8.96
8.96

0.2
0.28
0.52
0.69

1.70 + 0.04
9.04+ 0.09
5.94
7.35
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perience in the detection of massive muon pairs
and from a detailed Monte Carlo study. The effort
in careful redesign of the target box was rewarded
by a factor of -10 improvement in random-singles
rates in the downstream detectors.

The CH2 was included because. of the worry that
slow neutrons might be able to penetrate the bery-
llium in significant numbers and contribute to
counting rates. Subsequent running failed to sup-
port this view, however, and after a few months
of running all but. 15 cm of the CH, was removed
and 138 cm of beryllium installed in its place.

7. Shielding wall

Three feet downstream of the end of the target
box was a 210-cm-thick steel shielding wall. The
apertures in this wall were slightly oversized.
They were tapered horizontally, but not vertically.
The tube monitor was placed in the downstream
end of the down-arm shielding-wall aperture in the
lower large-angle corner.

8. Air-gap magnets

Next came the air-gap analyzing magnets. They
were 300-cm-long dipole magnets centered 11 m

downstream from the center of the target. The
field was horizontal (deflecting charged particles
vertically), and, due to tapering of the gaps, the
field decreased in magnitude with increasing dis- .

tance from the target. The pole pieces were lo-
cated at 49 and 97 mrad. At maximum current
(1500 A) the mean value of the field was 13 kG,
giving a transverse momentum kick of 1.2 GeV/c.
The two magnets were wired in series. Their
fields pointed in the same direction, so that if pos-
itive particles were deflected up in one arm, neg-
ative particles were deflected down in the other;
this configuration favors pairs produced at small
transverse momentum and thus has larger accep-
tance than the configuration in which the fields are
directed oppositely.

The field integral of each magnet, as a function
of the horizontal (x) and vertical (y) coordinates in
each arm, was mapped at several currents using
a 450-cm-long flip coil connected to a current
integrator, and the magnitude of the field at the
upstream end near the 49-mrad pole piece was
measured continuously to 0.2/~ by a Hall-effect
probe. The magnet current was monitored using
a precision shunt which was sensitive to 0.1% cur-
rent variations. A second current shunt was read
back from the power supply via the controls com-
puter system. A further check on the shape and
magnitude of the field was the observed mass of
the J/p resonance as a function of current and pos-
ition in the magnet. We also used the J/g reso-

nance to calibrate the field near the pole pieces
where flip-coil measurements were difficult.

TABLE II. Detectors.

Type
~ position (in.)

Up arm Down arm

MM
H0
H1
JV
JY
JU
V1
1Y
C
2Y
V2
3X
3P
3Y
H2

V3
5Y
V4
H3

MWPC
hodoscope
hodoscope
MWPC
MWPC
MWPC
hodoscope
MWPC
Cerenkov
MWPC
hodos cope
MWPC
MWPC
MWPC
hodoscope
MWPC
hodoscope
MWPC
hodoscope
hodoscope

440.0
500.0
529.0
537.6
538.6
539.6
558.8
588.1

688.0
724.0
745.1
750.6
756.1
817.0
875.0
893.0
990.6

1056.5
1173.0

440.0
500.0
529.0
537.9
538.9
539.9
555.6
588.1

688.0
724.0
745.2
750.7
756.2
817.0
875.0
893.0
990.6

1053.0
1173.0

9. Detectors

Table G lists the detectors, in the order tra-
versed by a muon. The first detector in each arm
was an MWPC (2-mm-spacing horizontal wires)
located in the center of the air magnet. These
midmagnet (MM) chambers were designed to op-
erate efficiently at the high counting rates (typical-
ly 50 MHz) encountered in that location. Their
narrow gaps (-,' in. ) reduced the time spread of
pulses from a single track to about 50 nsec, and

special dead-time-less amplifier-discriminator
cards were used. All MWPC's used a gas mix-
ture containing 83% argon, 1T%%up CO„and O. leap

freon 13B1. Most of the chambers were operated
at high rates (10-20 MHz/plane) for several years
without changes in plateau voltages or need for
repairs. The M%PC electronics was of the stan-
dard "Nevis" design, "except for the Sippach-de-
signed fast amplifier-discriminators mentioned
above.

Four stations of detectors were placed between
the air magnet and the steel magnet. The first
station consisted of a plane of horizontal scintilla-
tion counters designated Hl, a M%PC containing
three planes of wires (2-mm spacing) designated
as J chambers, and a vertical scintillation-counter
hodoscope known as Vl. H1 was used in the trig-
ger. The three J chambers (JY, JU, and JV) mea-
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sured in the y direction and along two axes at 60'
and 120' from the y axis. V1 consisted of 19 1.4-
in. - and 2-in. -wide scintillation counters. It sup-
plemented the MWPC's in measuring g, and its
good time resolution (one accelerator rf bucket)
permitted elimination of out-of-time MWPC hits.
A second plane of horizontal scintillation counters
called HO was added upstream of H1 after a few
months of running. It consisted of five 5-cm-wide
strips fit snugly against the downstream face of
the magnet iron, restricting the trigger to muons
emergirig from the magnet aperture and eliminat-
ing the roughly 30% of pair triggers due to muons
emerging through the coils.

The next station consisted of a single 2-mm-
spacing MWPC measuring y and called 1F. Be-
tween it and the third station was a 210-cm-long
nitrogen-filled Cerenkov counter. It was the
"head" section of a nitrogen Cerenkov counter C2,
used in the previous hadron-pair experiment. " It
was used in the muon experiment primarily for its
good time resolution (1 nsec rms) and also for its
insensitivity to slow particles.

The third station was a 3-mm-spacing MWPC
measuring y and called 2F. The fourth station
consisted of a vertical hodoscope of 26 1.4-in. —

and 2-in. -wide scintillation counters, called t/"2,

and three 3-mm MWPC's (3F, 3X, and 3P) mea-
suring y, x, and a coordinate (p) rotated by arc-
tan ( —,') with respect to y. The preponderence of
chambers measuring y (and p, which is highly
correlated with y} was intended to provide accurate
measurement of the magnetic deflection angle even
if one or two chambers should be missing due to
inefficiency.

//// ~///gX~///
Jg////'//// ///p/

//////, '////// ///////

////'/// /////
LXV,X9,XV,V,XV,VA V, V,V.XV.V,U

//////////

SIDE VIEN FRONT VIEW

FIG. 4. Detail of solid-steel magnets used to reanalyze
the muon momentum and harden the trigger.

10. Steel magnets

Figure 4 shows a steel magnet in detail. Each
steel magnet was made of nine 8-in. -thick steel
slabs welded together into a 4-ft. section followed
by a 24-in. section, separated by -6-in. space.
The coil consisted of 36 turns of hollow 0.825-in. -
by-0. 625-in. water-cooled copper. The magnet
was run at a current of 1000 A, which was suffi-

I'ms 0
p Hb„d

(10)

This was entirely adequate for the task of rejecting
background events (see Sec. III D).

11. Nore detectors

In the space between the two sections of each
steel magnet was a plane of horizontal scintillation
counters (H2}. It consisted of four counters each
8 in. wide, with the upper and lower of the four
angled so that the vertical aperture was larger at
large horizontal angles than at small ones. Since
low-momentum muons were deflected through
large angles in the air magnet, they tended to be
at the upper and lower edges of H2, so the taper-
ing of H2 provided some rejection of low-trans-
verse-momentum muons (and hence of low-mass
pairs).

Following the steel magnet were two 3-mm
MWPC's with horizontal wires designated 4P and
51', and a vertical scintillation hodoscope (V3)
made of nine 12-cm-wide strips. Following 41 in.
of steel (to further "harden" the trigger against
low-momentum muons) were a vertical hodoscope
(V4) made of 13 15-cm-wide strips overlapped to
give 5-cm resolution, and the final trigger plane

cient to saturate the steel at approximately 20 kG
and provide a fairly uniform dipole field. The
field integral was measured using the muons them-
sleves, studying the distribution in deflection angle
as a function of momentum measured by the air
magnet. The transverse-momentum kick p~ was
thus measured to be 1.14 GeV. The two magnets
were wired in series and the current monitored
to 0.1% by a precision shunt. Their fields were
equal and oriented in the same direction, opposite
to the direction of the fields in the air magnets.
Muons were thus partially refocused by the steel
magnets, allowing downstream detectors to be
reduced in size.

The momentum resolution of such a magnet is
limited by multiple scattering of the muons as
they traverse the steel. The rms scattering angle
is given by"

(0.014 GeV i'I.
(

p jH& ~ "»
where p is the muon momentum, I is the length of
the magnet, and R=1.77 cm is the radiation length
of steel. " The magnetic deflection angle Ob d also
depends inversely on the momentum and is given
in the small-angle approximation by

e,.„=p, /p=1. 14 GeV/p.

Thus the rms momentum resolution is given by
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II3, consisting of four 20-cm-wide horizontal
scintillation counters. .

.04

E. Resolution

1. Calculated resolution .03

Each spectrometer arm measured angles to a
precision limited by chamber-wire spacings and
by multiple scattering in the hadron absorber.
The contribution of wire spacing to angle-mea-
surement error is straightforward. The multiple-
scattering contribution can be computed from

(0.016 GeV'l~'L

p )ft'
where

.02

.OI

8, '= projected mean-square scattering angle,

p = muon momentum,

I. = length of absorber,
0 IO

MASS (GeV)
l5 20

R = radiation length of absorber material.

For the sake of simplicity, this formula differs
from the formula (8) above in that this is the ap-
propriate form for very thin absorber, for which
the logarithmic correction term is negligible.
Since, however, it is to be integrated over thick
absorbers, the constant has been increased appro-
priately. Calculation of the resolution in variables
of physical interest is complicated because inte-
grations must be done over the actual event dis-
tribution in the other variables and also because
the resolution varies from event to event depend-
ing on which chambers participate in the recon-
structed track. Figure 5 shows the results of a
detailed analytical calculation of the mass resolu-
tion. In this calculation, the effects of multiple
scattering and MWPC measurement errors are
evaluated for their influence on both momenta and

opening angles.

FIG. 5. Mass resolution of the dual spectrometers at
full excitation. The various calculated contributions to
the resolution are explained in the text along with the
event-by-event resolution calculated from the data.

rents of '150, 1000, and 1250 A, since the J/g has
too low a mass to be accepted significantly by the
spectrometer at a current of 1500 A. For these
runs we used beryllium as the first foot of ab-
sorber. The mass distributions are shown in Fig.
6. Table III compares the calculated mass reso-
lution with the observed width of the J/(. The
agreement is good at all three currents.

This agreement tests the multiple-scattering
component but, because of the low momenta, does
not adequately test the measuring error. Here
we appeal to data on target size as obtained from
reconstructed tracks. This is shown in Fig. 7 in

various mass bins where the data are contrasted
with the expected distribution obtained from a

2. Mass resolution from data

The expected mass resolution can be computed
more exactly using the events themselves, since
then the distribution of events in the apparatus and
chamber inefficiencies are taken correctly into
account. The analysis program propagates errors
through the track reconstruction and mass calcu-
lation, yielding the expected mass error for each
event. The points shown in Fig. 5 represent the
1500 A mass resolution thus computed, averaged
over 1 GeV mass intervals. It is seen to agree
with the analytic calculation given above within 5%.

We have verified that these resolution calcula-
tions are correct by studying the J/tII. For this
purpose, we took special runs at air-magnet cur-

800-

v) 600-I-
IJJ

750 A
Background

subtracted

IOOOA
Background

subtracted

I250 A
Background

subtracted

CL
LIJ
Kl

g 200-

p —1

2.5 50 K5 40 45 25 3Q 55 40 45 2.5 30 55 40 4.5
MASS (GeV)

FIG. 6. Mass-resolution plots in the region of the J/g
resonance taken at lower magnet excitation.
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TABLE IH. 4/g resolution.

Current
(A)

Predicted Observed
(GeV, FTHM)

750
1000
1250

0.275
0.227
0.195

0.277
0.251
0.204

I500 — TARGET
3in. Cu
I500 A

ALL MASSES
LOOSE CUTS

IOOO— FVlfHM =.65 in.
cr = 0.26

500—

I

-2.5

t 5in.

(- l.5 -0.5 0 +0.5 +l.5 +2.5 Inches

IOO—

TARGET
3 in. Cu
l500 A

I '
I

7—8.5 GeV

F'NHhl 0.55 in.

cr = 0.23

cd= IOcm

BKGD 2%

Monte Carlo program. The agreement is convinc-
ing evidence that our resolution is well understood.

F. Trigger

In data sets I and II, the trigger for each arm
consisted of the coincidence of HO, H1, H2, K3,

P2 and the matrix P1 x P4. This matrix formed
rough roads, selecting muons coming directly
from the target in the horizontal plane. In data
set III, matrices HO&&H9 and H2X H3 (forming
roads in the vertical plane} were added to the co-
incidence requirement. For the high-intensity
runs of set ID we also required that less than four
hits occur in the V2 hodoscope. This served to
veto accidental coincidences generated by large
fluctuations in beam intensity. In addition to these
primary triggers, prescaled study triggers were
simultaneously taken in order to monitor the effi-
ciency of the system. Typically, a study trigger
did not require some element and a comparison
of the study trigger and the event trigger yielded
the efficiency of the element in question. The
data-taking rate of the study triggers was care-
fully chosen to allow the entire surface of all de-
tector elements to be tested with good statistical
accuracy. The overall trigger efficiency aver-
aged 90Vo.

Intensities of the incident-proton beam were
adjusted so that in general singles counting rates
in the most burdened detector (typically less than
20 MHz) did not result in dangerous inefficiencies.
Triggers were refined until the rates were 100-
200 per machine pulse. The vast majority of trig-
gers were arm-to-arm accidentals and so the
quality of the data was highly dependent upon the
performance of the accelerator. The quality of
the micro and macro structu~re of the Fermilab
accelerator spill was continually evaluated by the
on-line computer and fed back to the accelerator
control room as a television display. The details
of the data-acquisition system are presented in
Appendix A.

(b)

- 2.0 -I.O 0 I.O 20 Inches

50-

TARGET
3 in. Gu
l500 A

40-
J MONTE CARLO

30 -~ e.2—IOGev
Pj29 IO.5- 14GeV

20-

IO" ()

I

9.2 —10 GeV

FTHM = 0.45in.
cr =O. I9in.
Qg = ScAl

2o/o BKGD

& I0.5 GeV

FTHM —0.3 in.

cr =O. I3in. -

g = Scrnr

I ~ ~RnrkufP I n~ m I

-2.0 -I.O 0 I.O 2.0 Inches

FIG. 7. Reconstructed target distribution in a coordin-
ate perpendicular to the beam for (a) all masses, (b)
masses 7-8.5 GeV, (c) masses 9.2-10 GeV and 10.5-14
GeV.

III. DATA REDUCTION

A. General; efficiencies

The first stage of the analysis was data com-
pression. Its aim was to reduce some 1000 data
tapes to a manageable number in a reasonable
amount of computer time. There were four levels
of compression, called A, C, D, and E. In the
A level, a simple track-finding algorithm was
used to compute the invariant mass of the muon
pair. Events failing this algorithm were elimi-
nated. All subsequent analysis used the more
complicated "standard" track-reconstruction al-
gorithm.

Subsequent levels of compression eliminated
events failing the standard reconstruction algo-
rithm or failing a progressively more stringent
series of requirements which were intended to
eliminate background events while retaining good
efficiency for genuine massive muon pairs. Events
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TABLE IV. Sample-selection requirements. TABLE V. Fiducial cuts for data sets I and II.

(1) 1 track found in each arm.
(2) ~6 chambers participating in each track.
(3) Track conMence-level cut:

If 6-chamber track C. L.» 0.021.
If 7-chamber track C. L.~ 0.011.
If 8-chamber track C. L.~ 0.001.

(4) Fiducial cuts.
(5) Muon cuts: ~5 out of (4Y, 5Y, H2, JI3, V3, V4)

within 30. of extrapolated track.
(6) Target cut: projected horizontal position at target

~~0.3 in. + 20/p.

were required to pass track-quality, fiducial-vol-
ume, and muon cuts.

Track-quality cuts included requirements on the
confidence level of the least-squares fit to the
track and on the number of chambers participating
in the fit.

The muon cuts used information from the detec-
tors behind the steel magnet to confirm the muon
momentum as measured by the air magnet. Since
hadrons and electrons had been suppressed by a
factor of over 10' by the 18.5 hadronic absorption
lengths of material in the target box, the major
remaining background was low -momentum muons

appearing to have high momentum due to traversal
of the air magnet along unorthodox paths. The re-
constructed track was extrapolated through the
steel magnet using the momentum measured in the
air magnet. At each of 4F, 5F, H2, Hs, VS, and

V4, the distance of the extrapolated track from
the nearest active hodoscope element or M%PC
wire was computed and compared with the ex-
pected rms deviation due to multiple scattering in
the steel (and MWPC measuring error in the case
of 41' and 5F). If the distance was less than three
standard deviations the cut was passed. Events
were required to pass five out of the six muon

cuts. The complete set of cuts as applied to the
final sample of events is listed in Tables IV and
V. The cuts used and the resulting compression

Position x limits (in. ) y limits (in. )

Magnet entrance
M agnet exit
H1
JY
V1
Y1
Y2
V2
3Y
H2
Y4
V3
Y5

H3

-8.80
-11.80
-12.50
-12.25
-13.15
-14.00
-16.00
-18.63
-18.00
-19.00
-22.50
-24.13
-27.00
-27.00
-28.00

8.80
11.80
12.50
12.25
14.05
14.00
16.00
19.13
18.00
19.00
22.50
24.13
27.00
27.00
28.00

-5.00
-5.00
-5.90
-6.30
-7.50
-7.56

-11.34
-16.50
-14.17
-17.00
-16.54
-16.50
-17.00
-16.50
-17.00

5.00
5.00
5.90
6.30
7,50
7.56

11.34
16.50
14.17
17.00
16.54
16.50
17.00
16.50
17.00

B. Normalization and corrections

1. General

In order to compute the differential cross
sections, we need to know the apparatus accep-

factor at each level of compression are given in
Table VI.

The final stage of compression was the writing
of a "data-summary tape" (DST) of events from
the E-level compressed tape. The final event
sample included events missing up to two cham-
bers and failing any one muon cut, so the effi-
ciency of each chamber and each muon cut could
be determined. Events satisfying the study trig-
gers but failing the event trigger allowed deter-
mination of the trigger efficiency.

The compression efficiency was found to be
(96+1)%. The reconstruction efficiency was de-
termined by combining the measured individual
plane inefficiencies with the reconstruction re-
quirements and found to be (94+2)%. The overall
efficiency was ('I'7 +6)%. See Table VII for a sum-
mary of inefficiencies in the A-dependence data.

TABLE VI. Levels of compression.

Level Requirements ~ Comments
Compression

factor

Crude reconstruction
prescale m&3.8 GeV

Standard reconstruction
No. of chambers ~6, y ~&5.4 in.

m&4.8, C.L.&10 5

if 6 chambers
y~& 5.2 in. , 4Yor

5 Y within 30.

800 to 1600
bits per in.

Scalers to
25 words

Scalers to
7 words

'ym~ is the maximum vertical excursion of the track in the air magnet.
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TABLE VG. Efficiency summary {A.-dependence data).

Be target

Trigger
Compl ession
Reconstruction
Muon cuts
Target cut
Track C.L.
One track
Combined
Average

0.884 + 0.051
0.956 &; 0.014
0.937 ~ 0.021
0.990 + 0.002
0.988 + 0.005
1.000 + 0.002
0.990 + 0.004
0.767 + 0.057

0.796

0.933
0.963
0.951
0.987
0.972
1.000
0.993
0.814

+ 0,035

+ 0.038
~ 0.013
~ 0.019
+ 0.002
+ 0.008
+ 0.003
+ 0.OO3

+ 0.045

where

N„= number of events in the bin 5m b,y,

N„,= number of incident protons,

A, p, L,«= atomic weight, density, effective
length of target,

N, = Avogadro's number,

& = efficiency,

g = acceptance in the bin d m, by,
C= correction factors for nuclear and radia-

tive effects.

The effective length of the target is the length cor-
rected for absorption of the incident beam; it is
thus given by

where

X= hadronic absorption length of target ma-
terial,

L = length of target.

The remainder of this section discusses the fac-
tors which enter into Eq. (12).

2. SEN calibration

The number of incident protons was measured
by a secondary-emission monitor (SEM). The

tance and efficiency and the total flux of incident
protons. The acceptance is defined as the frac-
tion of muon pairs emerging from the target
which traverse the spectrometer. The efficiency
is the fraction of pairs traversing the spectrom-
eter which are recorded by the electronics and
pass the various analysis cuts. The differential
cross section in a bin bm, b, y, of mass and rapid-
ity is then given by

d 0' bO N~~ A 1 1
dm dy hmby N„, NopL, «&g bmby

SEM mas calibrated by inserting copper foils into
the beam line and measuring the yield of ' Na per
SEM count. Assuming that the ~Na production
cross section is 3.5 mb per Cu nucleus, " the SEM
calibration constant was found to be (1.01+0.02}
& 10" protons per SEM count.

d a O'E, (corr) =E, (uncorr) .
P P y+Qy

(15)

This is accompanied by a slight loss of resolu-
tion in y (0.02, rms) and in pr (0,03 GeV, rms).
These latter effects are not significant.

(5) A dependence. An A dependence given by
a~A' ' would be expected (and has been ob-
served)~ for the bulk of hadronic scattering cross
sections; these are the "soft" collisions in which

3. Nuclear effects

Equation (12) gives the cross section per atomic
nucleus of target material. To get the cross sec-
tion per nucleon we might divide by 3, but this is
not necessarily the cross section that would be ob-
served on hydrogen for three reasons: (i) our
targets contain neutrons, (ii) the target nucleons
are not at rest within the target, and (iii) the
cross section might not depend linearly on A. The
mix of neutrons and protons is handled by defining
an average "nucleon" which, in the case of copper
is 60/o neutron and 40/o proton. In the detailed
evaluation of structure functions, use is made of
SU(2) symmetry in unfolding the neutron and pro-
ton contributions. Below, we discuss the remain-
ing nuclear effects.

(a) Fermi motion. Nuclear motion modifies the
dimuon yields because of the strong energy depen-
dence of the cross section, . Some proton-nucleon
collisions have more energy in the c.m. and some
have less. The form of the energy dependence is
such that cancellation is imperfect and a small
correction results. Corrections mere made by a
Monte Carlo calculation. A simple Fermi gas
model' with a maximum momentum of 260 MeV
mas used and the sensitivity checked by also using
an experimentally determined Fermi-momentum
distribution. " The results differed by less than
20%. The major effect of the Fermi motion is a
mass-dependent correction to the spectrum mhich
can be expressed (averaged over the y acceptance)

CPO' d 0'

dowdy tidy)„„„
= 0.901+0 827M' —2..54'. (14)

The rapidity- (y} dependent correction is pre-
sented in Table VIII. Another effect of nucleon
motion is to shift the observed y distribution by
an amount b,y= 0.1M', where
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TABLE VQI. Fermi-motion correction.

c
d Q' d 0'

d~~d =a, + a,y+ Ij,y'+ a,y'
corr d ~ d& uncover

1048, 10'B& 10'B, 10'.8

0.547-0.620
0.500-0.547
0.450-0.500
0.386-0.450
0.332-0.386
0.300-0.332
0.250-0.300
0.211-0.250
0.185-0.211
0.168-0.185

5949 1774 -1280
6831 1652 -659
7506 1711 -225
8199 1060 -68
8701 712 -5
8973 519 26
9218 375 36
9407 266 34
9517 199 36
9582 164 29

-2071
-1546
-1760
-944
-519
-353
-231
-147
-110
-81

little momentum is transferred from the beam
particle to the target particle. Such a dependence
can be understood in terms of "shadowing" of nu-
cleons inside the nucleus by nucleons on the sur-
face: The incident hadron does not penetrate very
far into the nucleus (note that a platinum nucleus
is about 3 nuclear collisions lengths thick} and so
does not see the nucleons in the interior.

What has been said above implies that all had-
ronic scattering cross sections should have an
A' ' dependence. However, faster A dependences
may occur if (as seems to be the case} hadrons
have internal structure. Then some components
of hadrons (the ones responsible for soft colli-
sions) might interact before reaching the interior
of the nucleus, mhile other components mhich
interact less strongly might see all of the nucleons
and interact with linear A dependence. In the par-
ton model, soft processes are due to the interac-
tion of "wee" partons. Wee partons carry a tiny
fraction of the momentum of their hadrons, so wee
partons from the beam and target move slowly with
respect to each other and- intera, ct with large prob-
ability and A.

' ' dependence. By contrast, within
this model, particles of large transverse momen-
tum and pairs of large mass are produced in col-
lisions of "hard" partons, which carry significant;
fractions of the momenta of their hadrons. Hard

partons from the beam and target move very rap-
idly with respect to each other in high-energy col-
lisions and so interact rarely. Their interactions
should thus exhibit linear A. dependence.

Stronger than bnear A. dependence ha, s also been
observed, both for the production of single had-

' rons at large P ~,
"and for hadron pair production

at large mass. " The mechanisms responsible
for this are not understood. There is then the
possibility that A dependence reflects some subtle
and possibly interesting physics involving the be-
havior of quarks inside a nucleus.

To investigate the 3, dependence, we took a set
of data runs using both platinum and beryllium
targets, switching targets every few runs. We
parametrize the A. dependence by the functional
form

(16)

and determine the exponent e according to the
formula

The relative normalization of the two data samples
depends only on the amount of incident flux in each
data sample and the targeting fractions. for the Pt
and Be targets. All other factors cancel since the
tmo samples were taken with the same apparatus
and during the same period of time.

The beam targeting efficiencies for the tmo tar-
gets mere carefully measured by observing the ra-
tio of the 90 monitor counts divided by the SEM
as a function of horizontal target position. The
beryllium target was sufficiently wide to intercept
all of the beam. The platinum targeting fraction
was 0.927 +0.073.

The incident flux was measured by the SEM. The
flux factor for each data sample is [from Eq. (12)j
Ngn~L gff The flux calculation is summarized in
Table IX.

The values for u.versus mass and transverse
momentum are given in Table X and Fig. 8. The
data are consistent with a constant value of a in
our mass and transverse-momentum range. Av-

TABLE IK. A-dependence flux calculation.

Pt target Be target

HEM counts
90' mon counts
90 live-time gated
Live time
Incident protons .

Flux factor
Pt/Be flux ratio

12667 101
1808 764
1721082

0.9515
1.217 && 10"
4.274 && 10~8

1.126 + 0.035

23 516 602
1 698 489
1 634 927

0.9626
2.286 x 10is
3.793 && 10
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TABLE X. A dependence vs mass and transverse momentum. Errors are statistical only.
There is an additional 0.028 systematic error at a11 masses and transverse momenta. The
number of doubly charged events is a measure of the background and is subtracted from the
number of neutral events in computing ~.

Charge 0 2 0 2
Mass (Gev No. events Pt No. events Be Q

5.0- 5.4
5.4- 5.8
5.8- 6.2
6.2- 6.6
6.6- 7.0
7.0- 7.4
7.4- 7.8
7.8- 8.2
8.2- 8.6
8.6- 9.0
9.0- 9.4
9.4- 9.8
9.8-10.2

10.2-10.6
10.6-11.0

p, (GeV

146
120
95
87
67

35
23
20
11
24
20

9
2
3

0 2
No. events Pt

142
115
95
68
63

34
24

9
7

18
19

8
9

0 2
No. events Be

0.986 + 0.041
0.994 + 0.043
0.993 + 0.048
1.066 + 0.053
1.006 + 0.057
0.986 + 0.069
0.995 + 0.078
0.972 + 0.095
1.246 + 0.131
1.133 + 0.157
1.079 + 0.101
1.003 ~ 0.104
1.024 + 0.158
0.497 + 0.254
0.892'+ 0.248

0.0-0.2
0.2-0.4
0.4-0.6
0.6-0.8
0.8-1.0
1.0-1.2
1.2-1.4
1.4-1.6
1.6-1.8
1.8-2.0
2.0-2.2
2.2-2.4
2.4-2.6

35
120
127
105
90
69

28
17
10

8

0
2
2
1
0
1
0
0
0
0
0
0
0

49
107
124
102

93
84
50
37
26
12

9
6
2

1.089 + 0.073
0.951 + 0.044
0.981 + 0.042
0.980 + 0.046
0.993 + 0.049
1.039 + 0.055
1.027 + 0.067
1.068 + 0.083
1.098 + 0.107
1.045 + 0.139
1.024 + 0.158
1.118 + 0.210
0.688 + 0.272

eraging over mass and transverse momentum,
we obtain

(n)=1.00'I +0.018+0.028, 5&m&II GeV (18)

where the first error is statistical and the second
is systematic (due chiefly to the uncertainty in the
platinum targeting fraction).

4. Radiative corrections

Hadiative corrections change the shape and the
normalization of the continuum mass spectrum.
This takes place through the emission of photons
and the consequent reduction of the mass of the
muon pair. We follow the calculations of Soni'0
and find that we can parametrize the result by the
form

d o'
+0.0046 (m+0. 95 6ev)

VAR dP gg0PI'g

C. Acceptance

The horizontal acceptance of each arm extended
from 50 to 95 mr in the laboratory (0 mr being
the beam direction). For light particles and 400
GeV beam energy, this corresponds to 70 to 110
in the proton-nucleon center of mass. For lower
beam energies the acceptance moves forward in
the center-of-mass frame. The vertical accep-
tance was a function of momentum, approaching
+10 mr at high momenta. At 72.5 mr horizontal
angle, this corresponds to an azimuthal accep-
tance of +138 mr in the center of mass.

The pair acceptances are calculated by integrat-
ing over irrelevant variables by the Monte Carlo
method. In calculating the acceptance for the in-
variant cross section Ed'o/dp' at fixed mass, the
only nontrivial variables are the muon pair decay
(spherical) angles 8~ and g~. In general, the de-
cay angle distribution can depend on four density-
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This presumably is modified somewhat by QCD
corrections. If, on the other hand, the intermedi-
ate state were an unpolarized particle the decay
would be isotropic.

Detailed discussions of the decay angular distri-
bution can be found in the literature. " For the
continuum analysis we have assumed that the
Drell-Yan prediction is correct. This has been
shown to be true in the experiments of Childress
et al."and Hogan et gl. 34 in a kinematic range rel-
evant to this experiment. In our experiment, in
the quark-antiquark or any closely related frame,
the acceptance is restricted to a small range of
cos8 near 0. Therefore the acceptance ambiguity
introduced by uncertainty in 6 cannot be resolved
within this experiment, but is just one of overall
normalization. For simplicity we have chosen to
do our calculation in the frame determined by the
incident proton (the "Gottfried-Zackson" frame of
our previous publications, also called the t-chan-
nel helicity frame); such a choice avoids the am-
biguity of specifying a partition of p~ between the
quark and antiquark as is required to define the
quark-antiquark frame. For reasonable partition
assumptions the acceptance thus calculated is the
same to within a few percent as the acceptance
calculated in the quark-antiquark frame. The ac-
ceptance calculated using a 1+cos'8~ distribution
is 0.78 of that calculated using an isotropic dis-
tribution, independent of y and nearly independent
of p~." The acceptance vs p~ for data sets I and
II under the assumption of 1+cos'8~ decay is
shown in Fig. 9(a).

To obtain the acceptance for the cross section
d'0/dm dy, it is necessary to integrate over the

p~ of the pair. We did so using the p~ distribution
determined from our measured invariant cross
sections. These were fit with the form

0
0

I I

2
p (GeV)

FIG. 8. A-dependence power , derived from the
platinum- and beryllium-target data runs. (a) A depen-
dence of the dimuon yield versus mass (integrated over
all p z.). (b) A dependence versus p z, (integrated over
all masses).

matrix elements each of which is a function of
four invariants. " For some processes, and for
appropriate choice of reference-frame orienta-
tion, the distribution reduces to the form

W(8D, pD) ~ 1+ 5 cos'8D. (20)

For example, in the Drell-Yan model the distribu-
tion is 1+cos 8~ in the frame whose z axis lies
along the directions of motion of the (colinear)
quark and antiquark (the "quark-antiquark frame").

(21)

A typical value for p, was 2.8 GeV. This form was
also used to extrapolate to p~'s for which we had
no data. The fraction of the integral in this region
was typically 1%. Detailed fits using this form
have already been presented in Ref. 5. We discuss
this further in Sec. IVE.

The acceptance vs center-of-mass rapidity (y)
is shown in Fig. 9(b). The y acceptance for three
energies is shown in Fig. 9(c). Note that the ac-
ceptance peaks near y= 0 for 400 GeV incident
protons and shifts to forward y for lower energies.
Since the y acceptance is narrow we present cross
sections differential in rapidity evaluated at the
mean rapidity of the acceptance (y„,). The values
of (y„,) for the three beam energies are indicated
in Fig. 11. The observed rapidity interval at each
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energy is (y„,)+0.3. The acceptances versus
mass calculated for these intervals are shown in
Fig. 9(d). Ail figures show "observed" y, uncor-
rected for Fermi motion.

D. Backgrounds

Having evaluated all the terms in Eq. (12), we
now discuss the background events included in the
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N"-"+N"-"=2(N N )"' (22)

accepted data sample. Backgrounds can come
from directly produced muons from two different
interactions in the target (accidentals) or from the
decays of hadrons. The latter can be from the
same or different interactions. We estimate most
of these backgrounds with our simultaneous mea-
surement of the p, 'p, ' and p. p rates. If the back-
grounds are of accidental origin, whether directly
produced or from hadron decays, they obey the re-
lation

1

-55
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~ Io-
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-37
IO—
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0
4

I

(a)

Since in our case N„=—N, this simplifies to

N'""+N"""=—N +N . (22)

II

& -seb~ IO-
cu

We observed that (N„+N )l(N, +N, ) was propor-
tional to beam intensity in our data. This implies
that indeed most of N„+N has an accidental rath-
er than a physics origin.

We can also use the same-sign events to esti-
mate nonaccidental backgrounds. If the two-parti-
cle correlations (8) of the parent hadrons are in-
dependent of particle type and satisfy 8,
= (R,.R )'~ ', then formula (22) given for acciden-
tals al-so holds for correlated pairs. The above
premise has been shown to be true at the 50% level
for ordinary hadrons. " Thus since N„+N is
mostly accidental, we conclude that the same-sign
pairs give a good estimate of our backgrounds due
to accidentals and decays of ordinary hadrons.

The equal correlation premise is not, however,
necessarily true for charmed particles. While
reasonable models of charm production do not pre-
dict a significant background, not enough is known
about charm production (particularly at high pr) to
rule it out.

A final possible source of background at high
mass is mismeasured real muon pairs of lower
mass. These were effectively eliminated by re-
measurement of the muon momentum using the
steel magnet.

Figure 10(a) shows our mass spectrum for un-

like- and like-sign pairs from data set I at 400
GeV. We see that ba, ckground is less than 10/p for
M, ~ 5 GeV and drops rapidly at higher masses.
We Piandle this small background by subtracting
the spectrum of same-sign pairs from that of oppo-
site-sign pairs. Since, however, the p~ accep-
tance of same-sign pairs is broader than that of
opposite-sign pairs, some care must be taken in
order not to bias the p~ distribution at the lowest
masses. We therefore use a technique to correct
for the difference in same-sign versus opposite-
sign p~ acceptance. " Before calculating the p~,
rapidity, and mass of a same-sign pair, we re-
flect one of the muons through the horizontal mid-
plane of the apparatus. In general this changes

"39
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the mass and p~ of the pair, but if it is an acci-
dental the reflected pair has the same production
cross section as the original pair, and if it is
from correlated hadron pair decay the cross sec-
tions are approximately the same.

lf

6 8 IO 12 I4 I6 l8 20
M„„CGev)

FIG. 10. (a) Dimuon yield for data set I, 400 GeV pro-
tons incident. The like-sign pairs are a measure of the
contributions from accidentals and pion decay. (b)
Dimuon yield for data set III, 400 GeV protons incident.
The cross sections in (a) and (b) do not have nucleon mo-
tion or radiative corrections. Symbols = p', P, & = p'p',

+ p p, .
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IV. RESULTS

A. Data presentation

Figure ljL shows the differential cross sections
d'o/d222 dy ~&,&

for data sets I and IL" The overall
systematic normalization uncertainty of all the
data can be assumed to be less than +25%%d. Figure
10(b) shows the highest-mass p'p pair data (data
set III, 400 GeV high intensity).

Invariant cross sections versus p~ at 400 GeV
are presented in Table XI and shown in Fig. 12.
In Fig. 13 we give the moments (pr) and (pr') vs
mass. In all cases the moments were calculated
directly from the data. The variation of the cross
section vs y for various mass bins 3 t three differ-
ent incident proton energies is shown in Fig. 14(a)
and presented in Table XII. %e use the scaling
form s d'o/dv 7 dy for convenience. Figure 14(b)
shows the slope, at y=0, of the distribution shown
in Fig. 14(a). The slope will be discussed in de-
tail in Sec. IVD.

B. Scaling

The Dreil-Yan model Eq. (4) embodies scaling
and we have already published a scaling compari-
son' in some detail. The exponential scaling fit"

to the data is

s =(42+0.2+11.0)
d T dy el=a. 2

x exp[-(25. 1+0.1+0.6)II ~ ]
x p, b GeV'. (24)

The scaling data and the fit are shown in Fig. lb.
Also shown is a Drell-Yan-model fit which is dis-
cussed in detail in Sec. IVC. In Fig. 16, we com-
pare the exponential fit and the Drell-Yan-model
fit to our data with preliminary pp data from the
CERN ISR." %e note that the CERN data is all at
lower values of Mr= x and that the higher-s data
agrees with the extrapolation of our data within
the statistical errors.

It remains to discuss the question whether or
not the agreement with scaling is too good, in view
of the scaling violations observed in deeply inelas-
tic pN scattering"" and in neutrino charged-cur-
rent interactions. ~'

In Fig. 17(a) we present the scaling plot as com-
puted using the QCD calculation of Owens and
Reya. '4 It is seen that in the region M2. = 0.15 to
0.45, the predicted QCD scale-breaking effects
are small. The data has insufficient statistics to
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FIG. 12. Invariant yield of dimuons as a function of
the transverse momentum p& of the muon pair for 400
Ge V incident protons.
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evidence for @CD effects is seen in the pz behavior
discussed in Sec. IVE.
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C. Extraction of nucleon sea
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Etiuation (4) can be differentiated with respect to
rapidity to give the form

+P(x„m')f', (x„m')] .
(25)

Here we follow the usual procedure of neglecting
the heavier (e, 5, . . .) quarks. The f 's are the
quark structure 'functions which can be expressed
as

FIG. 14. (a) Yield of dimuons versus the center-of-
mass rapidity y, of the pair of muons. o =—400 GeV,
h, —= 300 GeV, and 0—= 200 GeV. (b) Slope of the rapidity
distribution evaluated at y = 0. The solid line is the
Drell-Yan model fit to the data with Q =2 and the dashed
line is the fit withu &d.

taking explicit notice of the fact that the I quark in
the proton, for example, has a large component
which is due to the presence of I valence quarks
and a small piece which comes from the sea of
uu quark pairs. The f's are defined such that

f„(x,m') =-u„(x,m')+ u, (x, m') . (26)



TABLE XI. Cross section versus rapidity (y) for bins of v T= m/~s. Nucleon-xnotion and
radiative corrections have been applied to the cross sections as described in the text.

400 GeV

0 m2 GeV2 nucleon i)
dg Tlag

300 GeV 200 GeV

0.198 -0.189
—.0.099
0.021
0.141
0.231

2.59 +0.28 x 10~
2.88 + 0.11
2.86 + 0.08
3.20 + 0.08
3.37 + 0.17

0.229 -0.187
-0.097
-0.067
0.023
0.143
0.233
0.263
0.353

1.11 ~ 0.10 x10«
1.10 + 0.04

1.16 + 0.03
1.33 + 0.04
1.40 + 0.07

1.61 + 0.29 x10
1.29 ~ 0.08
1.33 + 0.05

1.48 + 0.06
1.38 + 0.09

0.273 0.184
-0.094
-0.064

0.026
0.146
0.176
0.236
0.266
0.356
0.386
0.506
0.596

3.61+0.16 x10+
3.63 + 0.07

3.98 + 0.05
4,25 + 0.06

4.45 + 0.13

4.55+ 0.64 x 10
4.66 + 0.26
4.54 + 0.17

4.64 + 0.17
4.60+ 0.32

5.05 + 0.74 x10

4.58 + 0.26

5.02 + 0.21
5.02 + 0.21
4.35 + 0.43

0.315 -0.180
-0.090
-0.060

0.030
0.150
0.180
0.240
0.270
0.360
0.390
0.510
0.600

1.27 +0.09 x10
1.27 + 0.04

1.33 + 0.03
1.46 + 0.04

1.51 + 0.08

l.ll + 0.32 x 102
1.46 + 0.16
1.76 + 0,12

1.63+ 0.11
1.94 + 0.23

1.89 + 0.30 x 10~

1.91+0.04

1.60 + 0.09-

1.60 + 0.10
0.92+ 0.16

0.357 -0.057
0.033
0.153
0.183
0.273
0.363
0.393
0.513
0.603

4.72 + 1.44 x 103
5.14 + 0.59
6.07 + 0.46

6.01 + 0.49
5.48 + 0.81

7.12+ 1.19 x ].0~3

6.20 + 0.49

5.83 + 0.36
4.74+ 0.35
4.99 ~ 0.85
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TABLE XI. (Continued. )-

400 GeV

d 0'
(cm~ GeV2 nucleon~)

dg 7'dg

300 GeV 200 GeV

0.414

0.4V3

0.522

-0.170
-0.080

0.040
0.160
0.190
0.250
Q.280
0.400
0.520
0.610

-0.163
-0.073
-0.043
0.047
0.167
0,257
0@87
0.377

-0.157
-0.067
0.053
0.173
0.263

0.70 + 0.10 x10
1.00 + 0.06
1.01 + 0.05
1.13 + 0,06

0.96 + 0.12

1.28 + 0.47 x 10~4
1.33 + 0.20

2.12 + 0.21
1.85 ~ 0.23
1.82 + 0.49

3.Q8 +2.19 x1Q
2.87 + 1.QQ

3.42 + 0.90
4.5V + 1.19
3.93 + 2.28

1.66+ 1.67 x 10
0.87 ~ 0.50
2.11+ 0.59

2.47 + 0.67
3.90 ~ 1.61

1.29+ 0.35 x 10+3

1.16 + 0.14
0.78 + 0.09
Q.53+ 0.08
0.39 + 0.15

is the fraction of the proton's momentum carried
by the quark of flavor i. We assume the SU(2)
symmetry

dependent fit to the data" on electron-nucleon and
muon-proton scattering to provide pW, . %e use
a fit" suggested by Iow-Q' SLAC data for pW",.

ci'(x, m') = d"(x, m'),

u "(x,m') = d'(x, m'),
q~ = 1.0 —0.8x.

pQ" ~2

(28a}

where p =- proton and n -=neutron.
In principle, sufficient dilepton data over a large

enough domain of y, m' could be used to unfold the
structure functions. ' Because our data is concen-
trated near y= 0, ave cannot perform this unfolding

without additional knowledge or assumptions. To
proceed further, me substitute data from inelastic
lepton scattering for the quark distributions

f,(x, m'). Inelastic electron or muon scattering
measures

.~:(»,e') =g.;[y', (», e').f',(», e')]. (»)

@CD calculations of the underlying subprocesses
contributing to lepton scattering and dimuon pro-
duction" ~' suggest the identification of

Furthermore, the @CD diagrams of these proces-
ses, to order a, 'Q', amount to the use of Q'-de-
pendent structure functions. We thus use a Q'-

%e parametrize the antiquark distributions,

2= X(1-«)",
N = A.(1-»)"',
s = (a+ d)/4.

(2sb)

The inequality of u and d, originally suggested by
an argument of Feynman and Field, ~' has recently
been discussed within QCD." The s suppression
is suggested by neutrino scattering, ~' '~ but it has
a small effe'ct on the predicted dimuon rate and the
results of our fits. %e assume that these antiquark
distributions are independent of Q' over the ob-
served x range. A @CD analysis" suggests that
this should be true to the level of -10%%uo for x& 0.2
and 10&@'&300 [See Fig. IV(b}].

Ne use pR', measurements as input and use the
muon-pair data to fit the parameters A, N, and P.
The results are given in Table XIII(a) both for
the assumption g= d and for the case where the
value of P is determined by the fit. The data
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For the results in Table XIII(a) we assumed no

Q' dependence in Eq. (28a). The QCD calculation
of Owens and Heya4' can be used to obtain an esti-
mate for the expected Q' dependence of the ratio.
Using the data of Bodek et a/. " in the range 0.2
& x & 0.6 and correcting the data to m' appropriate
for our 300 GeV data we obtain
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u(x)/d(x)= (1-x)' ',
s(x) = s(x) =(u(x)+ d(x))/4.

The result of the fit using Eq. (28c) is shown in
Table XIII(b). The data still favor u g d.

We can avoid parametrizing the antiquark dis-
tributions and extract them directly if we assume
a relationship between the flavors of antiquark,
e.g. , the floating fit of Table XIII (a):

CD QO

O O O O
~~o I I I I I

Q «D Cq + CD QO

O. O O O O

CD

I I I
O C4

QO O

I I
CD QO

M W CD

I I IOMW

QO O

I I
CD OO

C9 CQ

I
O
CQ CO

To do this we take data pairs at symmetric y val-
ues, the p W ~2 measurements, and Eq. (28a) for
vS"," at the corresponding g, = beam and x, = target.
We then have a system of six unknowns and six
measurements:
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u(x„), u(x, ), d(x,), d(x, ), d(x, ), d(x, );

sd g
(+y, v 7, m'), (-y, V 7,m'),sd 0'

d r dy d r dy

vWt(x~, m'), vWt(x„m'),

vW",(x~, m'), vW,"(x„m') .

Most of the 400-GeV data and one third of the 300-
GeV data provide us with suitable data pairs.

Figure 18(a) shows the results for M+ d, the sea
combination most independent of our assumptions
about relative antiquark strengths. It is also pos-
sible to form the quantity q(x)+ s(x) —= u(x)+ Z(x)
+ 2s(x}. In Fig. 18(b) we compare our values of
q(x}+s(x} to those measured in inelastic neutrino
scattering at CERN" and at Fermilab. "

The comparison involves the explicit factor of
8 for color in dilepton production and also the QCD
prediction that Q' m'. Our values of q(x)+s(x)
appear to lie about f0' higher than the neutrino
data in the vicinity of v 7 = 0.2. Note, however,
that for the same v y the average Q' for the neu-
trino data is lower than that for the dilepton data;
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a correction computed using the results of Owens
and Reya44 [Fig. 17(b)] would slightly lower the
neutrino points at v g = 0.2, increasing the dis-
crepancy.

We therefore observe a dilepton production rate
larger than would be predicted by the Drell-Yan
model using the E,(x, Q') from muon scattering
and q(x) from neutrino data. Recent results from
experiments at the CERN SPS indicate that dimuon
production for m-nucleon collisions is larger than
the Drell-Yan calculation by approximately a fac-
tor of 2." This discrepancy was not observed in
an earlier measurement made at Fermilab. "
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FIG. 16. CERN ISR (Ref. 38) dilepton data. The dotted
line is the exponential fit defined in the text and the
solid line is a Drell-Yan-model fit to this experiment's
dimuon data, taking into account the fact that the CERN
data are proton on proton and our data is proton on
nucleon.
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FIG. 17. (a) Cross section vs ~q at three different
beam energies, computed following a QCD calculation
by Owens and Reya (Ref. 44). (b) Sea distribution using
the QCD calculation by Owens and Reya.
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Several recent calculations of QCD contributions
of next order (beyond leading logarithm) for both
deep-inelastic scattering and dilepton production
have the effect of increasing the theoretical di-
lepton yields by about a factor of 2.""This fac-
tor is independent of g for ~(0.5. However, lack-
ing calculations or estimates of contributions from
yet higher orders, the consistency of experiment
and theory must be taken as somewhat fortuitous.
Taking a broader view, agreement of the dilepton
data with the neutrino-scattering data within a fac-
tor of 2 represents a substantial success for the
quark-parton model.

the proton, second, the increase of u!d as g-1
observed in electron scattering, and third, the
possible SU(3)-violating dominance of d over u
quarks in the proton

u(x) —Z(x) (0,
which is mirrored as a dominance of the gg sea in
the neutron. It is interesting that this same quan-
tity appears in the QPM interpretation of the Adler

D. Slope at zero rapidity

The difference in the g and d content of a proton,
which was considered in the previous section, also
manifests itself in the slope of the data in Fig.
14(a) near y= 0. We assume that the higher-order
corrections mentioned in Sec. IVC are not y de-
pendent. The doubly differential cross section

d 0'
S

dV'7 dy

must be symmetric relative to y=o for pp colli-
sions. However, the quark-parton model favors a
positive slope in y for pyg collisions and therefore
also p-Cu collisions since the "nucleon" in Cu is
40'fo proton and 60% neutron. This slope near y= 0
is the result of several features of the model;
first, the larger number of charge —', gg quarks in

I.O-

15& Q & 30 GeV
30& Q & 60 GeV

g 60&Q'& 120 GeV

120&Q &270 GeV

I

.2
I

.5

I I

15 & Q & 30 GeV
30& Q & 60 GeV

o 60 & Q &120 Ge V
x 120 & Q & 270 Ge V

7

TABLE XIII. Parameters for nucleon-sea fit,
d=A(l-x)@, u =A(1-x)++~, s = (u+d)/4. The first er-
ror is statistical and the second when given is system-
atic.

(a) No Q2 dependence
A. Fix u=d

A= 0.476 + 0.011
N= 8.62 + 0.08

X'/DF= 300/154

B. Allow p to float
A= 0.548 + 0.002 + 0.17
P = 3.48 ~ 0.25 ~ 1.2
N= 7.62 + 0.08 + 0.38

X'/DF= 211/156

2
+ IOI~

3IO—

~ CDHS
HPWFOR

(b) Using Q correction for vW2

A. Fix u=d
A= 0.504 ~ 0.011
N= 8.69 + 0.08

y'/Dz= 24s/i54

B. Allow p to float
A= 0.536 + 0.016
P=2.51 ~0.39
N=7.77 +0.11

g /DF= 208/155

IO-
.2 .5 .6 .7

FIG. 18. u+d distribution for this experiment for
various Q bins. (b) Sea distribution for this experiment
for various Q bins. Also shown are data points from
CERN-Dortmund-Heidelberg-Saclay (Ref. 41) and Har-
vard —Pennsylvania- Wisconsin- Fermilab-Ohio State-
Rutgers (Ref. 43). The dotted line is the fit'with u =d
and the solid line is the fit withu=d(l-x). 3 48
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sum rule"'"

47= N(1 —x)'. (30)

Figure 14(b) plots, versus v 7., the slope

d & d'
luis (31)

d~F dy y~o

obtained by fitting the data in Fig. 14(a) near y = 0.
The slopes are larger than the Drell-Yan-model
fit which assumes asymmetries only in the valence
g and d distributions (solid curve). Thus the data
favors a surplus of 2 quarks over Q quarks in the
proton. Thi.s has been examined recently in QCD
theory by Ross and Sachrajda. ~' They evaluated
QCD diagrams which contribute to the structure
functions derived in lepton scattering. This en-
ables them to calculate a contribution to Eq. (29)
and to show that it is indeed negative but perhaps
a factor of 5 smaller than implied by the Adler
sum rule. The connection between the Adler dif-
ference and Eg. (29) is also discussed by Conto-
gouris and Papadopoulos. " We note that whereas
the dilepton data establishes the symmetry break-
ing for x&0.2, the Adler integral is dominated by
the small-~ region.

E. Transverse momentum of lepton pairs

f'1
I — C&c.

0

The negative value of 6 derived from experiment
motivated Feynman and Field4' to propose the re-
lation

{intrinsic pr of the quarks) is related to the con-
fining force. Equation (32} is the most dramatic
confirmation of QCD (gluon effects} as applied to
dilepton production.

F. Explicit QCD contributions

It is of further interest to see if a Drell-Yan
calculation including explicit contributions from
QCD diagrams involving gluon emission and ab-
sorption can be accomodated by the data. Ignoring
higher-order corrections, Altarelli eg gl."and
Kajantie and Baitio" have presented such calcula-
tions. They remove the divergence of the gluon
propagator at small momenta by assigning a con-
stant exponential "intrinsic" momentum to the
bound-state quarks within a hadron. The fit then
involves a time-consuming folding over the intrin-
sic Fermi momentum k~, of the quark at each data
point. In addition to the parameters A, N, and p
introduced above to describe the antiquark distri-
butions, we introduce g(x) =B(1-x)", the gluon
distribution within a nucleon f(kr) = e "r, the in-
trinsic "Fermi motion" of the quarks bound in the
nucleon, and 0,„the strong coupling constant at
the gluon-quark vertex. We then fit all the data in
bins of m, y, and p~ at the three energies 200,
300, and 400 GeV simultaneously. Again we as-
sume no explicit Q' dependence of the parameters
in the limited range of our fit. The results are

~ CHFMNP
x CCOR
+ A BCSY

0 400 GeV

Exp & 300 GeV
~ 200 GOV

The simple application of the quark model for
dilepton production predi. cts very small transverse
momentum for the dileptons. The observation of
average dilepton transverse momentum of the or-
der of 1 GeV and larger provided qualitative sup-
port for QCD descriptions of dilepton production.
The large (pz) comes about because of the proba-
bility (order a,) of one of the colliding guarks to
radiate a hard gluon and recoil to large p~. Fig-
ure 19 shows the experimental results plotted vs
V 7. for this experiment, another Fermilab experi-
ment, "and ISB experiments. " The increase of
average pr with v s is a direct prediction of
QCD 14f 17' 57

We find for Mr= 0.21, using our 300 and 400 GeV
data and the ISB"data,

OP

I.O-C9

A
~l-
V

.5—

CP Q + 225 GIV

(pr) = (0.028Ms+ 0.3V) GeV (32)

(Ws in GeV) in approximate agreementwiththepre-
dictions of QCD. Note that the slope is calculable
from perturbation theory whereas the intercept

0 .I .2 .5 .4

FIG. 19. Average p& vs Pv" for this experiment com-
pared with FermQab. (Ref. 39) and ISR (Ref. 38) data.
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given in Table XIV. Note that the fit is quite good
and that the parameters have reasonable values.
No detailed study has been made of the error ma-
trix because we believe that systematic errors
may well dominate.

G. Moon-electron universality

As a final topic, we present data on muon-elec-
tron universality. Figure 20 shows the data ob-
tained on -the dielectron continuum. Superimposed
in the insert is the muon data. It appears that pe
universality holds (to 50% or better} in the produc-
tion of massive lepton pairs near (Q')-40 GeV'.

V. CONCLUSIONS

In summary, we find a linear nucleon-number
dependence for the dimuon production cross sec-
tion using Be and Pt targets. The dimuon contin-
uum cross sections scale over the energy and
mass range studied by this experiment. In addi-
ti.on, fit8 to our data using the Drell-Yan model'
are in good agreement with the ISR data" when
extrapolated to their range of v g.

The sea quark distribution as measured by this
experiment is about a factor of 1.V", ,",'above the
sea distribution determined from neutrino experi-
ments. The fits to our data indicate that the I
distribution in the proton is suppressed relative
to the d distribution.

We can obtain a good fit simultaneously to the

y, p~, and mass dependence of the dimuon cross
section using the model of Altarelli et gl."and
Kajantie et al." The gluon distribution deter-
mined by the fit is g(x}= 2.55(l -x}"and the val-
ue at, =0.2V.

Scaling violations as expected from QCD calcu-
lations are observed in the dependence of (pr}
with v s at fixed Mv.

TABLZ XIV. Explicit @CD fit parameters.
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APPENDIX: THE DATA-ACQUISITION SYSTEM

Figure 21 is a block diagram of the data-acqui-
sition system. The system is very flexible and al-
lowed the trigger requirements to be studied and
modified as the data taking progressed.

IO"

A= 0.56 + 0.01
%=8.1 +0.1
P=2.6 + 0.3
B=2.55 (fixedby fg(x)dx=o. )5
m=4.1 + 0.2
0'~= 0.27 + 0.01
a=1.14 + 0.02 GeV

X /DF= 805/876
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FIG. 20. Dielectron yield for 400-GeV incident protons
from a previous CFS experiment. Shown in the inset
with wider binning is the dielectron spectrum compared
with the dashed line which is a fit to the dimuon data
from this experiment.
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1. Fast trigger logic

Figure 22 is a diagram of the fast logic. The
first-stage triggering decision was made by a
LeC roy Model No. 380 multiplicity-logic unit for
each arm, set to require four out of five of H1,
C, H2, H3, and V4. This crudely defines a track
traversing the entire length of the arm. This sig-
nal was called T,

T= (H1, C, H2, H3, V4) —', .

FAST
LOG IC

Trigger

dc
LOGIC

Reod out
System

NEVAC
BRANCH
DR I VER

y —NEVAC

CAeAC
CRATE ~ I I

z
CAMAC
CRATE

Computer

NEVAC
IN TERFACE

por -e ~o
DISK

g c P DP- II/05

CRAT'ES TAPE

We used a multiplicity trigger rather than a coin-
cidence of all five counters so that events could
be recorded in which one of the counters failed to
fire, allowing us to monitor the efficiencies of
the trigger counters. Typical T rates were %00

kHz; individual trigger counter rates ranged from
0.5 to 5 MHz.

The loose muon-pair trigger was formed from
the T signals of both arms by a LeCroy Model No.
364 majority-logic unit (which is capable of 150-
MHz operation) set to twofold coincidence:

UD U Dy

where U refers to one arm and D refers to the
other. Also formed was the out-of-time coinci-
dence

T~»x= T~ T~(delayed)

used to monitor accidental-coincidence rates; TD
(delayed) was delayed by 57 nsec (three accelerator
rf buckets) relative to T~ by the insertion of extra
cable. The TUD rate was about 1 kHz, the T~»x
rate roughly half that. The TUD rate was dominated
by accidental bvo-arm coincidences. It counted
more than T~»x because the rf buckets did not all
contain the same number of protons; occasional
buckets containing several times more than the
average made the probability of generating a T„~

FIG. 21. Data-acquisition system.

higher than the probabilityof generating a T~»x.
T» and T~»x together enabled us to monitor the
rf structure of the beam, and T~»x, together
with T~ and TD, enabled monitoring of beam struc-
ture on a slower time scale.

The T~ and TD signals prescaled by 128 and the

T„~ signal generated a trigger-fan-in (Tz~) gate
for the MWPC coincidence registers (CR's) and
triggered the dc logic.

2. dc logic

The dc logic (Fig. 23) was a sophisticated and
flexible general-purpose triggering system de-
signed by H. Cunitz and W. Sippach at Columbia
University's Nevis Laboratories. Input signals
were strobed by the T» signal and latched, so that
further processing could be de.'e with dc levels
without worrying about timing. Two 16-bit "logic
bus" crates containing logic modules had these dc
signals bused along their backplanes and available
to every module. Each module formed the "and"
of any of the 16 bus signals or their complements
(selectable by the insertion of pins) as well as an
optional input signal from some other module. The

CU
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FIG. 22. Fast logic.
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FIG. 23. dc logic.

outputs included a "trigger" signal and comple-
mentary logic signals which could be connected to
other logic module inputs, as well as an "inhibit"
input for prescaling and sealer outputs with and
without deadtime. The dc logic could be run with
as little as 100 nsec deadtime per T», but since
our T» rate was so low we set it to 400 nsec to
simplify timing and to cover dead times in the
readout system.

The T~, signal from the fast logic came to the
trigger generator input (TGI) module which
strobed the logic bus and hodoscope CR's and
started the dc logic decision cycle. A "matrix
unit" for each arm was used to discriminate

against tracks originating upstream of the target
in vacuum windows, etc. , or downstream in the
shielding. It looked for pairs of hodoscope ele-
ments of the form (Vi„V4&) which lay near the
diagonal of the Vl-V4 matrix (if no such pair of
elements fired the track did not point back to the
target) and set a logic bus bit (called M) if one was
found.

%e used the dc logic to implement one main mu-
on-pair trigger and four study triggers, two pair
and two single-arm. The prescaled study triggers
required only subsets of the main muon-pair trig-
ger requirements in order to check the efficiency
of the various trigger elements.
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