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Measurements of the polarization parameters and angular distributions are reported for m +p elastic scattering at
100 GeV/c and for pp elastic scattering at 100- and 300-GeV/c incident momentum. The. m *p data cover the
kinematic range 0.18 & —t & 1.10 GeV' and are in agreement with current Regge-model predictions. The pp data
cover the kinematic range 0.15 & —t & 1.10 GeV' and 0.15 & —t & 2.00 GeV' at 100 and 300 GeV/c,
respectively, and are found to be consistent with absorption-model predictions.

I. INTRODUCTION

In addition to the searches for totally new phe-
nomena, the higher energies available at Fermi-
lab and the CERN SPS provide the opportunity to
test the validity of phenomenological predictions
for strong-interaction processes based on low-en-
ergy data. A case in point is the measurement of
the polarization parameter in elastic scattering.
Differential cross sections in elastic scattering
at high energies are highly diffractive and thus
are well described by analogs to optical phenom-
ena, or by Pomeron exchange in Regge phenome-
nology. The polarization parameter, arising from
an interference between amplitudes, has greater
sensitivity to the details of the interaction; in par-
ticular, at small scattering angles it reflects the
behavior of other t-channel-exchange amplitudes
as they interfere with the Pomeron.

Regge-pole models have been formulated which
accurately describe mp elastic polarization data up
to 45 GeV/c', they predict that the tt'p and the tt p
polarizations will continue to be mirror symmet-
ric, i.e. , P,+s(t) = P, s(t) for -t(1-GeV', and that
their magnitudes will decrease with increasing en-
ergy approximately as s '~'. These same models,
however, are unable to account for the pp elastic
polarization data. ' The usual phenomenology with
exchange degeneracy predicts a smoothly varying

polarization without zeros for -t less than a few
GeV ', in disagreement with the data throughout
the momentum range from 10 to 45 GeV/c. Mod-
els which include absorption corrections have been
constructed' ' and are able to fit adequately the
existing da'ta below 100 GeV/c. Their predictions
at higher energies must now be tested. Of par-
ticular interest is the exploration of the polariza-
tion parameter in pp elastic scattering near t
= -1.4 GeV', where the differential cross section
develops a dip at incident beam momenta above
100 GeV/c. '

The results of this experiment have already been
reported in brief communications. " In this paper
we present the details of the experimental method
and data reduction, tabulate a]l of the results,
and compare them with the predictions of an ab-
sorption model. '

II. APPARATUS

Introduction

The need to measure the polarization in the high-
It

~

region (&1 GeV'), where the differential cross
section is small, placed several constraints on
the design of the beam and detector. A beam flux
of up to 3x 10' particles per spill was required,
which precluded single-particle detectors being
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operated directly in the beam. As a result all in-
formation about an event had to be obtained solely
from measurements on the scattered particles.

Another consequence of the high incident flux
was the potentially high trigger rate due to inelas-
tic events. For this reason the apparatus was de-
signed to provide redundant kinematic information
which could be used in the trigger to discriminate
against inelastic events.

Beam

The experiment was performed in the M1 (East}
beam line of the Meson Laboratory at Fermilab.
This secondary beam line had a production angle
of 3.5 mrad with respect to the primary proton
beam. Separation of elastic from quasielastic
events, i.e., events originating from protons
bound in the nuclei of the target material, de-
pended on knowing the transverse momentum of
the beam particle to +20 MeV/e. This small
transverse momentum was achieved by a beam
tune at the final focus with very small angular di-
vergence. The parameters of the final beam tunes
are listed in Table I.

The discovery of significant polarization in in-
clusive A production' led to speculation that our
proton beam might also be polarized. Since a sec-
ondary proton beam is produced via the parity-
conserving strong interaction, the only component
of beam polarization which can be nonzero is that
normal to the production plane. To first order
(i.e., ignoring the 1-mrad downward tilt of the
production plane and assuming no net spin pre-
cession by the beam-line guadrupoles) this com-
ponent will be vertical at the polarized target. On
the basis of such arguments we installed a system
of dipole magnets which eliminated the effect of
a nonzero vertical beam polarization by precessing
it into the scattering plane. Figure 1 shows the

locations and field directions of the magnets which
achieved the desired spin precession and restored
the beam to its original position and direction at
the polarized target.

Polarized proton target

The polarized proton target (PPT} was built at
Argonne National Laboratory and has been de-
scribed elsewhere. " The following is a summary
of its operating parameters. The target magnet
produced a central field of 24.75 ko with a field
integral along a diameter of 1130 ko cm. The
magnetic field was uniform to +56 over the target
volume. The target flask was made of teflon and
had dimensions 2.0 cm&& 2.0 cm transverse to the
beam and 8.1 cm along the beam. The target ma-
terial, ethylene glycol doped with potassium di-
chromate oxidation products, was deposited into
the flask in the form of 2-mm-diameter beads.
The resulting volume density of free protons was
approximately 0.07 g/cm', comparable to that of
liquid hydrogen. The target was cooled to an op-
erating temperature of 0.45'K by a closed-loop
'He system in contact with an open He system.
The target-polarization enhancement was mea-
sured once every ten beam spills by digitizing the
response to an NMH frequency sweep, while the
thermal equilibrium polarization was measured at
regular intervals during each running period. Po-
larizations as high as 90% were achieved although
average polarizations for data runs were typically
between 75 and 85%. The target enhancement was
reversed after every other run, corresponding to a
reversal every hour under normal circumstances.

Spectrometer

The scattered particles were detected with the
help of a double-arm spectrometer (Fig. 2) built
around two superconducting analysis magnets.

TABLE I. Beam parameters.

Beam momentum (GeV/c)
100 300

Momentum bite (&p/p)
Angular divergence at PPT
horizontal
vertical

Beam-spot size at PPT
horizontal
vertical

Flux per 1 sec spill
Approximate beam composition (x'.p:X')
primary proton beam energy= 300 GeV
primary proton beam energy= 400 GeV

+0.2 mrad
+0.2 mrad

2.0 cm
1.5 cm

~~1.5 X 10

40:54:6%
47:47:6%

+ &0.1 mrad
0.1 mrad

1.5 cm
1.0 cm

~&3 x 10~

0 100 0%
3: 97:0%
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FIG. 1. Arrangement of the spin-precession magnets. At the magnet polarities and bending angles shown, the spin
of a beam proton will be precessed from an initial direction N (normal to the scattering plane) to direction L (along the
momentum) and finally to direction S (transverse to the beam, in the scattering plane).

Particle trajectories were determined by four
pairs of proportional wire chambers (PWC's) on
each arm: WSl-WS4 and WR1-WR4 on the "scat-
tered arm" and "recoil arm, " respectively. Rele-
vant PWC parameters are listed in Table II. Since
the momentum and scattering angle of both final-
state particles were determined, the detector, in
principle, allowed a four-constraint fit to the hy-
pothesis of elastic scattering for each event.

Four scintillator-tungsten sandwich counters
covered the pole faces of the polarized-target mag-
net to suppress multiparticle final states and
events with photons from w' decay or nuclear de-
excitation. The halo around the incident beam was
rejected by the hole counter H, and a thin counter
8 indicated the presence of a recoil particle. The
locations of these counters are shown in Fig. 3.

In order to keep the beam on its proper course
through the spectrometer we equalized the relative
counting rates in pairs of "beam-tail" counters
which straddled the nominal beam line just up-
stream of the polarized target and WS2.

Detection efficiencies as calculated by a Monte
Ca'rlo simulation are shown in Fig. 4 for three
classes of events. The figure depicts the great
suppression of nonelastic events relative to elas-
tic events. The principal reasons for this sup-
pression are: the relatively small acceptance of
the forward arm for multiparticle final states, the
redundancy of kinematic information obtained from
the measurements of the recoil and forward scat-
tering angles and the recoil momentum, and the
constraint imposed by the momentum determina-
tion in the forward arm.
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Fig. 2. Plan view of the double-arm spectrometer in the 100-GeV/c geometry.
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TABLE II. Summary of proportional-wire-chamber parameters.

PWC
Distance from PPT (cm)

100 GeV/c 300 GeV/c
Wire spacing

X (mm) F (mm)
Number of wires

N„ = N„

WB1
WB2
WB3

. WB4
WSl
WS2
WS3
WS4

1600
2450
2950
5900

55
135
325
405

3200
4800
5300
9500

2
4

a

6
1.5
1.5
2'
2a

144
192
245
320
288"
408
192
312

144
88

160
200
128
112
192
288

The sense wires in this module were angled at 26' from the horizontal plane to remove
ambiguities in track reconstruction in cases of multiple tracks.

"The first 48 wires in the W81X plane were operated at lower voltage than the rest of the
chamber to make them insensitive to the unscattered beam.

'The first 112 wires in the WS2X plane were operated at lower voltage than the rest of the
chamber to make them insensitive to the unscattered beam.

TARGET
POLE FACE
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CRYQSTAT

ll

MT1
0 Il

MT2 MT3

MONITOR
T ELESCOPE

(a)

MAGNET COILS

POLE FACES VTT1
VTT2

MAGNET COILS

VTB1
VTB2

Two threshold Cerenkov counters (CSl, CS2)
were placed downstream of the forward-arm anal-
ysis magnet to distinguish between scattered pi-
ons, kaons, and protons. The counters were made
up of 9-m-long sections of 1.2-m-diameter pipe;

CS2 consisted of a single section while CS1 con-
sisted of three sections for the 100-GeV/c run
and four sections for the 300-GeV/c run. Al-
though the unscattered beam traveled just inside
the pipes, thin sheet metal septa prevented its
Cerenkov light from reaching the photomultipliers.
Both counters were filled with N, gas at low pres-
sure, with the temperature and pressure of the
gas inside the vessels monitored and automatically
maintained at a constant ratio. During the 100-
GeV/c run the pressure in CS1 was set just below
the kaon threshold (31 Torr) while CS2 was set
below the proton threshold (112.6 Torr). Thus, a
pion would be identified by large pulse heights in
both CS1 and CS2, a kaon by a large pulse height
in CS2 and at most a small pulse height in CS1,
and a proton by at most small pulse heights in both
counters. Since the number of photoelectrons ex-
pected in CS2 from a kaon is small, some kaons
may have been misidentified as protons; this is not
a serious problem because of the small K/p ratio
in the beam. On the other hand, protons may have
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FIG. 3. Arrangement of scintillation counters near
the polarized proton target (not drawn to scale).

FIG. 4. Monte Carlo-generated t dependence of the
detection efficiency for elastic (solid points), quasi-
elastic (open points), and inelastic events (crosses).
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contaminated the kaon sample by knock-on colli-
sions with the gas in the counters. We estimate
about 5/0 of the protons to be misidentified as ka-
ons, which made it impossible to extract K'p po-
larizations from this experiment. During the 300-
GeV/c run the pressure in both counters was set
above the pion threshold (-10 Torr).

The efficiencies of the Cerenkov counters were
measured at 100 GeV/c by reducing the beam in-
tensity and tagging beam particles with a differ-
ential Cerenkov counter located upstream of our
apparatus; allowing for differences in the scatter-
ing cross sections and for decays upstream of CS1
one can calculate. the efficiencies directly. The
pion efficiency of CS1 was found to be 99.3%. The
pion efficiency of CS2 was determined by looking
at its pulse-height spectrum for events for which
CS1 registered a large pulse height, i.e., a nearly
pure pion sample. Such a plot is given in Fig. 5.
The lowest channel contains approximately 2% of
the events, corresponding to a CS2 efficiency for
pions of 98%.

At 300 GeV/c, with protons comprising 9"t% or
more of the beam, contamination of protons by
pions was important only at high It I; even at f
= -1.3 GeV', proton events should be about three
times more numerous than pion events. Using the
differential Cerenkov counter we found the pion in-
efficiency of CSl to be about 5%, sufficiently small
to ensure a clean pp polarization measurement
even at high It

Logic

The fast-trigger logic was uniquely adapted to
this experiment in two respects. First, to mini-
mize delay times due to the length of the forward
arm, the trigger underwent several levels of re-
finement at spatially dispersed logic stations; at
the first unsatisfied coincidence requirement the

2000--

dead-time gates were automatically reset and the
system reactivated. The dead time was less than
2 ps for any reaction which satisfied the first co-
incidence requirement (the presence of a recoiling
particle) but failed to interrupt the on-line com-
puter. In the majority (&90%) of the reactions the
apparatus reset within 200 ns. Dead times result-
ing from the fast logic were less than 5% of the
live time at the highest fluxes. Second, the corre-.
lation between momenta and trajectories of final-
state particles in elastic scattering made it possi-
ble to enhance the trigger for desired events
through the use of two-dimensional matrix coinci-
dence units.

The inputs to the row and column elements of
these matrices came from groups of wires in ap-
propr'iate PWC's, with each intersection between
row and column elements switchable between an
active and an inactive state. If active, an inter-
section produced a logical TRUE signal if the re-
spective inputs were in time coincidence (b, t & 50
ns). The signals from active intersections were
either connected together to form a single OR out-
put for use in standard logic modules, or were
grouped such that members of each group repre-
sented a common trajectory angle through the re-
spective chambers. These common angle outputs
were then used as input signals to the row or col-
umn of a subsequent matrix.

The matrices could exploit the following proper-
ties exhibited by elastic events:

(a) The trajectories from WR3X to WR4X are
nearly parallel, independent of t.

(b) The trajectories of the beam, the forward,
and the recoil particle are coplanar.

(c) The forward and recoil scattering angles are
well correlated.

(d) The deflection angle in the forward analysis
magnet is constant for all practical purposes.

In practice, even at intensities up to (2-3) x 10'
particles per pulse, it was possible to reduce the
trigger rate to manageable levels by requiring a
recoil particle to pass through all the recoil-arm
chambers in coincidence with a particle in WS1X
and no signal in any of the pole-tip veto counters.

I 000-

ADC Channel

FIG. 5. Pulse-height spectrum of CS2 when gated on a
large pulse height in CS1 at a beam momentum of + 100
GeV/c.

Flux monitors

Since the polarization parameter is proportional
to the difference of the differential cross sections
for the two spin orientations of the polarized tar-
get divided by their sum, a precise knowledge of
the relative numbers of incident particles for the
two target enhancements is needed. Since the
beam intensity was too high for scintillators or
proportional chambers and too low for ion cham-
bers to work reliably in the beam, this experiment
relied on two indirect flux monitors:
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The ratios of these four monitors agreed to with-
in a few percent from run to run. M~. &«) and

M~. p(~) were calibrated in terms of the beam flux
by scaling coincidence counts from a pair of
crossed scintillation counters which mere placed
in the beam just upstream of the target. The cal-
ibration factor was found to be constant over a
wide range of intensities, until the beam counters
began to saturate at a flux of 5 x 106 particles per
pulse; this factor was used to convert monitor
counts to beam fluxes up to the highest intensities.

For the data analysis we formed the following
combinations of monitor counts:

and

Mg Mzl, g(g) + My, g('D) j

My= My~+ M~~,

E=M, + 0.01M, .

A weight factor of 0.01 was chosen to equalize the
counting rates from the two types of monitors.

In many polarized-target experiments, the
quasielastic background has been used as the
principal monitor. In this experiment, however,
the selective acceptance of the apparatus resulted
in a final data sample which contained only about
half as many quasielastic events as elastic events.
Thus, normalizing to the quasielastic background
would have meant that the statistical error on the
background events would have added significantly
to the final uncertainty in the polarization param-
eters at small ~t ~. Therefore, we used the num-
bers of quasielastic events only as a check on the
other monitors. This was done by calculating the
asymmetry in these events with respect to target-
spin orientation. This background asymmetry
should be zero.

(1) A pair of scintillation-counter telescopes,
each consisting of three elements, which pointed
toward the polarized target from a scattering an-
gle of 100 mrad. These monitors were located at
azimuthal angles of 90' and 270' in order to make
them insensitive to the polarization of the target.
(Orily the lower telescope was in place during the
100-GeV/c run). We scaled the threefold coinci-
dences between the elements for the up and down
monitor telescope separately, each in anticoinci-
dence with a signal from the hole veto counter in
front of the target; they are referred to as M~.~«)
and Mp, H(~) ~

(2) Two twofold coincidences between diagonally
opposite elements of the pole-tip veto counters
were recorded:

M~~ ——VTT1 VTB2 and M~~= VTT2' VTB1.

Data acquisition

The on-line computer which monitored the ap-
paratus and recorded the data on magnetic tape
was interfaced to the detectors by a conventional
CAMACsystem. For each event it recorded the
position information from the PWC's, pulse
heights from the Cerenkov counters, and the con-
tents of several latch modules which tagged the
status of a number of scintillation counters. (This
last information was not actually used in the anal-
ysis. ) The sealer data for the monitors and the
digitized NMR data for the target polarization were
recorded once every beam spill.

When not engaged in the acquisition or recording
of data, the on-line computer processed the most
recent events to provide diagnostic information on
the apparatus. Typical of such information were
PWC mire histograms and pulse-height spectra
for the Cerenkov counters. A useful feature of the
diagnostic program was its ability to make such
wire histograms or spectra depend on the pres-
ence (or absence) of a signal in a specified PWC.
This was particularly helpful in locating failures
in the electronics associated with the PWC's.

The data for this experiment were collected
during three separate running periods. The first
of these was devoted entirely to data taking at
100 GeV/c incident beam momentum. After that,
the forward-arm geometry was stretched to the
300-GeV/c configuration for the final two running
periods.

III. DATA ANALYSIS

The data-reduction process can be divided into
three well-defined stages:

(1) The processing of the raw-data tapes to
eliminate those triggers in which it was not possi-
ble to reconstruct a track on each arm, the elim-
ination of unnecessary information from accept-
able events, and the production of first-pass-anal-
ysis magnetic tapes.

(2) The kinematic analysis of the reconstructed
events and the production of second-pass mag-
netic tapes containing kinematic information and
event status flags.

(3) The extraction of elastic events and the study
of monitor normalizations.

Raw-data-tape processing

In the first stage of the analysis particle tracks
in both dimensions were reconstructed from wire-
chamber latches. Our criteria for selecting events
to be passed from the raw-data tapes to subsequent
stages of the analysis were determined by the need
to reconstruct the momentum and the azimuthal
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and polar scattering angles of each particle. We
consider the requirements on each arm separately.

On the forward arm we required latched data in
WS1X and either WS2X or WS3X in order to recon-
struct the horizontal projected angle. The combi-
nation of WS2X and WS3X was unacceptable since
those two chambers were too close to allow an
accurate measurement of the angle. To recon-
struct the vertical projected angle we required
WS1F and any other F chamber, or else WS2F
and WS4Y. Again, the WS2-WS3 combination was
rejected because it yielded too imprecise a deter-
mination of the angle. (Note that requiring a SF
or 4F chamber on either arm implicitly required
that the X coordinate of the particle be known,
since on both arms these planes had their wires
at an angle of 26' from the horizontal. )

On the recoil arm, the need to reconstruct the
momentum accurately led us to require all four
X chambers. To reconstruct the vertical pro-
jected angle (ascension angle) we required WR2i'
and any other recoil F chamber.

Triggers which satisfied the above conditions
contained the necessary information to recon-
struct angles and the recoil momentum. How-

ever, this information was sufficient only for
"clean" events in which each required chamber
had only one cluster. Often one or more cham-
bers had multiple clusters; in order to recover
events in such cases, while admitting minimal in-
elastic background, we imposed cuts based on the
following arguments. First, we eliminated events
with multiple clusters in both the 1X and 2X cham-
bers because there was no unambiguous way to
retrieve events with two tracks on either arm.
Second, due to the fact that the chambers down-
stream of the analysis magnets should be rela-
tively clean because these magnets sweep low-mo-
mentum particles away from the chambers, we
eliminated events with multiple clusters upstream
and downstream of an analysis magnet. Our re-
quirements on the vertical projected angles were
less stringent because the system had more re-
dundancy in this dimension. The specific cuts im-
posed on the data are listed in Table III.

TABLE III. Proportional-wire-chamber requirements
imposed on reconstructed events. Here "WS1X" means
"one or more signals in PWC plane WS1X," "M(WS1X)"
means "more than one signal in plane WSlX," and
"s(WS1X)"means "not one and only one signal in plane
WS1X," i.e., either zero or more than one. S repre-
sents logical oR. (3 represents logical AND.

Signal r equir ements

(1) WS1X S (WS2X WS3X)
(2) WS1YS (WS2YS WS3YS WS4Y) WS2Y(3 WS4Y
(3) WB1XS WB2X S WB3X (3 WB4X
(4) WB2 YS (WB1YSWB3YWB4Y)

Multiplicity requirements eliminate

(1) M(WSlX) (3M {WS2X) M(WR1X) (3 M(WR2X)
(2) M(WB3X) M(WB4X)
(3) [M(WS1X) SM(WS2X)1 (3 fs{WS3X8 s(WS4X) l

(4) s(WS1Y) (3 s(WS2Y) (3 s(WS3Y) 8 s(WS4Y)
(5) s(WRlY) 43 s(WB2Y) (3 s(WB3Y) (I s(WB4+

the appropriate angles g' and g. Having deter-
mined the momentum of the recoil particle in the
spectrometer, we corrected for the energy loss
suffered by the recoil particle in traversing the

Pp

(beam)

PR

Kinetic analysis

In the second stage of the analysis. we con-
structed positions and angles from the wire latch
data on the first-pass tapes and used these to cal-
culate kinematic variables characterizing each
event. Figure 6 defines our coordinate system.
We first constructed projected angles g„g,', g„,
and g„' in the x-z plane, ascension angles u„and
n„and the horizontal components of the observed
momenta as determined by the differences between

(beom)

FIG. 6. Definitions of kinematic variables used in the
reconstruction of events.
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target; the transverse coordinates of the produc-
tion vertex needed for this correction were ob-
tained by extrapolation of the forward-arm tra-
jectory back to the target. After compensation
for the deflections due to the target magnet, lab-
oratory angles 8„8„,p„and p„were calcu-
lated. This gave us six quantities characterizing
each event: two scattering angles, two azimuthal
angles, and two momenta.

In order to separate the elastic events from the
quasielastic background, separate values for t
were calculated from each scattering angle and
from the recoil momentum, according to the for-
mulas

IO

-2.5
0

2.5

BACKGROUND

t, = 2m, (m, -E„),
-(2mpPs cos 8„)'

(m~+ Es)' —(Ps cos8„)' '

E~ and P~ are the nominal energy and momentum
of the beam particle and E„ is the energy of the
recoil proton.

From these an average value t was obtained by
minimizing the quantity

where 6t, are uncertainties in the respective val-
ues of t, as calculated for each event from cham-
ber resolution, estimated multiple scattering, and
the error on the energy-loss compensation. As a
measure of the coplanarity of the final-state par-
ticle trajectories and the beam momentum vec-
tor, we formed

FIG. 7. Definition of elastic signal and background re-
gions in X and& Q/&Q space.

nal and background regions in X'-&p/5p space.
From these plots the number of elastic events in
each run in a particular kinematic region could be
extracted.

Distributions of events versus X' or hp/5P,
gated by specified limits on the complementary
variable, are shown in Figs. 8 and 9. The signal-
to-background ratio for pp scattering at 300 GeV/c
varied from typically 20:1 for -t& 0.5 GeV' to a
worst case of 0.8:1 at -t=1.35 GeV'.

As discussed above, the numbers of elastic
events for each target polarization had to be nor-
malized to appropriate monitors. To that end an
interactive cathode-ray-tube display program was
used to investigate the detailed behavior of the

The quantities f, t„5t,, and hg/5p, along with
the X', the Cerenkov pulse heights, and a status
flag for the event were written on a second-pass
magnetic tape. The status flag preserved certain
conditions for subsequent data manipulation. In
essence, these indicated incorrect track recon-
struction, missing chamber data, or inconsis-
tency between momentum or position and the elas-
tic hypoUlesis.

300 GeV/c
2-t& I GeV

h$/8$ & 2.5

h$/8$ & 3.0

Extraction of elastic events and polarization parameters

In the final stage of the data-reduction process,
the tapes containing kinematic information for
each event were used to generate histograms of
event distributions in X' —b g/5p space at the
various values of It ~. Since no calculations were
involved, this step could be repeated easily to
study the effects of various cuts on the data. Fig-
ure 7 indicates schematically how we defined sig-

I

4
I

8
I I

I2 I6
X

I

20
I

24 28

FIG. 8. Histogram of-reconstructed coplanar and non-
coplanar pp event samples as function of X .
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)000-
{a) 300 GeV/c

t=- .75 GeV2

50 —500 GeV/c
t=- I.35 GeV2

N

~X2 &p
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I

~X2) IO

0 4 0 4

FIG. 9. Histograms of reconstructed elastic and nonelastic pp event samples as function of &Q/6@; (a) at t= -0.75
GeV; {b) at t =-1.35 GeV .

system on a run-by-run basis. Ratios of scalers
or data and associated statistical uncertainties
were calculated and displayed versus run number
in a point plot. Typical of such quantities were
ratios of beam monitors and ratios of elastic and
background events to such monitors.

In the above study, fluctuations and long-term
drifts of these ratios were observed which were
larger than could be explained from statistical un-
certainties alone. The fluctuations were caused
by variations in the overall detection efficiency of
the apparatus resulting from pulse-to-pulse dif-
ferences in the incident beam Qux. To prevent
these variations from affecting the relevant ra-
tios, we derived effective monitor counts M~
and M„' for use in subsequent calculations of these
ratios:

Ply

Mr =+Mr, (l —f„Mr,)(l-f„M„,),
]al T V

M'„=+M, (1 -f„M~)(1-f„M„,),
j=l

where M ~, and M «are the counts in the two types
of flux monitors during beam pulse j, n, is the
number of beam pulses in a data run, and the
weight factors f„and f„were empirically de-"T V
termined.

This correction was not entirely gd hoc, even
though the precise values of f„and f„were not

V
calculated theoretically. First, instantaneous flux
variations necessarily affected the dead time of
the apparatus, and crude calculations resulted in
weight factors within a factor of 2 of those used.
Second, the weight factors remained nearly con-
stant over the entire set of data runs. Third, the
X' value for the fits to a constant ratio of events to
monitor counts were rather stable with respect to

changes of the weight factors up to 25/0 of their
value but increased rapidly with larger changes.
In fact, we chose the weight factors which gave the
smallest value of X'. , The final polarization param-
eters were also constant, within quoted errors,
for changes of up to 25/0 in these factors.

While this procedure decreased the extent of the
run-to-run fluctuations, there still existed long-
term drifts which, if ignored, would have led to
spurious asymmetries. We dealt with these drifts
by dividing the data into sets of runs in which the
ratios were consistent, compensated each ratio
within a set to remove the drift, and calculated a
total uncertainty on the ratio which included both
statistical and estimated systematic errors. In
this context "consistent" means that each set con-
tained a reasonable number of runs (at least 20),
that the run-to-run variations within the set were
not much larger than expected from statistical
fluctuations, and that a plot of the ratios for the
runs within a set versus time of the run was sta-
tistically consistent with a straight-line fit, not
necessarily of zero slope. The slope calculated
in the fit was then used to make a linear correc-
tion to the ratios. Note that this process was in-
dependent of the orientation of the target polari-
zation. It led to fractional changes in the ratios
which were smaller than statistical uncertainties
in those ratios for all but the smallest t bins.

In this process we have dealt with the numbe'r
of elastic events summed over all t bins. The
fractional statistical uncertainty on the ratio of
total elastic events to monitors, g.„„is thus a
t-independent quantity. To calculate uncertainties
in the polarization as a function of t it was neces-
sary to calculate the statistical uncertainties for
each value of t and to estimate the systematic er-
rors on the ratios which go into the polarization



R. V. K LI N E et ul. 22

calculation.
These systematic uncertainties were of several

types: First, there are those which affected the
overall normalization of the data and therefore
had the effect of multiplying the observed polariza-
tion by a scale factor. An exampIe of a source of
this type is the uncertainty in the target polariza-
tion. In our case the combined error g, from such
sources was 5%%uo. Because our polarization results
are not far from zero, this type of error is negli-
gible for this experiment. A second type of sys-
tematic error, q„has the effect of shifting the
zero of the polarization for all points up or down.
An example would be systematic fluctuations in
the monitoring counters. This type of uncertainty
contributed a systematic error of 0.2%%uq for the
100-GeV/c data and 0.5/0 for the 300-GeVlc data,
as described below. Finally, during the course
of the experiment we often observed small but sta-
tistically significant fluctuations in the ratios of
the number of elastic events to various monitors.
Because of these fluctuations, whose cause was
never completely understood, we scaled up our
statistical uncertainties according to the following
method.

The overall uncertainty e„,(t} associated with a
given t bin was assumed to be given by

(f) ( 2 2)1/2

where q, was assumed to be the same for all values
of t and was introduced to make our error esti-
mates more realistic. To evaluate q„we first de-
fined &,*„,to be the statistical uncertainty of the
ratio of the number of all elastic events (i.e.,
summed over f} to monitor. The systematic error
e, was taken to be that quantity which, when added
in quadrature with &,*„„resulted in X'/Nz= 1 for
the straight-line fit; i.e., if (X /Nz) is the value
calculated from the fit, if the errors are assumed
to be purely- statistical, then

&3 = 1 &stat .

The contribution of this systematic error to the
total uncertainty of the polarization results was
typically less than 0.5% and thus was negligible at
all but the smalle'st ~t

~

values. Strictly speaking,
this systematic error (for example, the error
caused by rate-dependent effects) could be more
t-dependent than our procedure would indicate.
However, since the numbers of events are so
heavily dominated by the first few bins at small

~

f ~, we did not do a bin-by-bin error analysis.
The procedure outlined above was followed for

all of the 100-GeV/c data and for the 300-GeV/c
data in the second run. During the third run (300-
GeV/c data) the apparatus was not triggered on

low- ~t
~

events; since the uncertainties were dom-
inated by statistical uncertainties, we simply nor-
malized to background.

Polarizations were calculated according to the
forxn. ula

ZN, /ZF', -ZN /QF'
Pr(ZN"/ZF')+ Pr(Z¹'/Z F')

where + (-) refers to the direction of the target
polarization being normal (antinormal} to the scat-
tering plane, & refers to all of the events within
the central X'-hp/5p region, N" refers to the
elastic events in this region, P~ is the average
target polarization (weighted by monitor counts),
F'=M~+ 0.01 M~ is the combined rate-corrected
flux monitor, and the summations are taken over
all runs. We calculated a total uncertainty in the
ratio of elastic events to monitors as described
above and a total uncertainty in the polarization

( )
1 Z(N. +N-)

( )
Pz' P (Nel ~N el)

The sources and relative sizes of the errors con-
tributing to the total calculated error are sum-
marized in Table IV.

As a check on the normalization the same pro-
cedure was applied to the background events.
These should be unpolarized because they are
dominated by scattering from bound, unpolarized
nucleons. Figure 10 shows that all background
asymmetries were consistent with zero except
in the set of pp data at 300 GeV/c which, when
normalized to monitors, had a statistically sig-
nificant nonzero value of 0.005 + 0.002 when av-
eraged over all t. We were unable to account for
this background asymmetry in any reasonable way
and assigned an additive systematic uncertainty of
0.005 to our pp polarizations at 300 GeV/c, i.e.,
we allowed the zero on the polarization scale to
shift up or down by 0.005.

An independent analysis, with different cuts and
procedures, was carried out on part of the data.
The results obtained were in substantial agree-
ment with those of the analysis presented here.

IV. RESULTS AND MODEL COMPARISONS

mp scattering

Tables V and VI list our results for the angular
distributions and polarization parameters in m'p

and v p elastic scattering at 100 GeV/c. Instead
of determining an absolute normalization for our
angular distributions we. normalized them at t
= -0.55 GeV' to the differential cross-section val-
ues measured by Akerlof et al. ' The results for
m'p and m p are shown in Fig. 11. Our data agree



POI, ARIZATIO5 PARAMETERS AXO AÃGUI, AR DISTRIBUTIONS. . .

TABLE lV. Sources and sizes of errors quoted for the polarization results.

Source of error Type of error
Typical

size of error

Statistical
uncertainty

Systematic
fluctuations

Uncertainty
in target
polarization

Difference
between monitor
and background
normalizations

Statistical,
adds in quadrature

Systematic,
adds in quadrature

Systematic,
multiplies scale

Systematic,
adds linearly to

scale

0.20% at t=-0.2 GeV
10% at t=-1.2 GeV
0.50% at all t

5% at all t

&0.20% at all t
(0.50% for pp
scattering at
300 GeV/c)

with those of Akerlof et gl. ' over the fuQ I; range.
Our results for the w'p and m p polarization pa-

rameters are shown in Fig. 12. For -1&0.6 GeV'
our data still exhibit the mirror symmetry P,.«(t)
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FIG. 10. Asymmetry of the background events when
using monitor normalization for m+p and & p scattering
at 100 GeV/c and for pp scattering at 100 and 300 GeV/c.

-t (GeV') N(t) 6N(t) N(t) 6N(t)

0.18
0.25
0.35
0.45
0.55
0.65
0.75
0.85
0.95
1.05
1.15
1.25
1.35
1.45
1.55
1.65
1.75

178 879
151062

73 260
36 405
18 283

8 949
4 271
2 400
1 327

666
339
231
128
65
29.5
32.4
12.0

1074
505
339
236
164
115

80
58
42
30
22
18
13.5
9.7
7.5
6.1
3.6

142 653
120 704

58 557
28 284
14 373

6 937
3 487
1 688

948
446
227
135
102
27.5
16.4
8.7
2.2

895
455
305
209
147
101

67
47
35
24
18
13
11
7.9
4.9

10.3
9.4

P, «(I) -which has been observed at lower mo-
menta. ""The curves in Fig. 12 represent the
polarization parameters which were measured at
10 GeV/c (Ref. 13) and scaled up to 100 GeV/c ac-
cording to s "', with the assumption of Pomeron
and p exchange prescribing e(t) = -0.5+ 0.9t. The
agreement between the curves and our data for
-)&0.6 GeV' shows that the energy dependence of
the wp polarization parameters is consistent with
predicted Regge behavior.

Since the np polarization is approximately given
by

P(m'p)=(Imu, )[Re(F aF )],
where N and F denote helicity nonf lip and flip am-
plitudes, respectively, and where the subscripts
indicate isospin, our polarization data can be used
to place a limit on the isosinglet helicity-flip con-
tribution, i e , f e.xc.hange and, in some models,

TABLE V. Angular distributions for ~'p and ~ p
elastic scattering at 100 GeV/c.



TABLE VI. Polarization parameters for ~'p and x p
elastic scattering at 100 GeV/c.

t {Gev') P(t) 6P(t) P(t)
7r p

0.18-0.20
0.20-0.30
0.30-0.40
0.40-0.50
0.50-0.60
0.60-0.70
0.70-0.80
0.80-0.90
0.90-1.00
1.00-1.10
1.10-1.20
1.20-1.30
1.30-1.40

0.037
0.025
0.009
0.003

-0.009
0.005

-0.001
-0.004
—0.016
-0.035
-0.077
-0.097

0.012

0.007
0.004
0.005
0.007
0.010
0.014
0.020
0.027
0.036
0.050
0.070
0.085
0.112

-0.023
-0.028
-0.024
-0.001
-0.014
-0.029
-0.018
0.001
0.008

-0.025
0.018

-0.082
-0.007

0.008
0.004
0.006
0.008
0.011
0.016
0.023
0.032
0.043
0.061
0.084
0.111
0.129

an additional "diffractive" contribution. Our re-
sults are found to be consistent with Regge behav-
ior for g„ in agreement with polarization data at
momenta up to 20 GeV/c. We do not find any
evidence to support the tentative identification of
non-Regge I o behavior in the Serpukhov da, ta. '

In order to test the ability of Regge phenomen-
ology to account for our data, we selected from
among the many models of strong-interaction

physics the model of Kane and Seidl. ' This model
appealed to us for several reasons. First, the
authors have attempted to describe, in a unified
fashion, all of the high-energy two-body hadron
physics in which the nuclear force is generated
through meson exchange; variations in the pa-
rametrization of the model from reaction to re-
action were introduced only when dictated by the
underlying physics. Second, this model is closely
connected to Regge-pole phenomenology and is not
simply a fit of some complicated function or func-
tions to published data. Third, it correlates an
immense amount of disparate experimental data,
much of which is not easily described by pure
pole models. Finally, the model is explicitly de-
scribed in the literature. A summary of the mod-
el's technical features is given in the Appendix,
together with a collection of the formulas needed
to calculate amplitudes and observables.

Figure 13 shows resulting fits to w'p polariza-
tion data below 100 GeV/c, and Fig. 14 compares
the predictions at 100 GeV/c and the results of
this experiment. The agreement is very good.
An interesting prediction of the model, and one
which could be directly tested with new high-inten-
sity pion beams, is the existence of a dip in the
differential cross section for np elastic scattering
near t= -2.3 GeV', accompanied by a change in
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FIG. 11. Differential cross sections for ~ P elastic scattering at 100 GeV/c.
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FIG. 18. Fits of the Kane and Seidl model to 7r p po-
larization data at 10 pad near 40 GeV/q.

the polarization from -0.50 to+0.75. This struc-
ture arises from a nearby diffraction zero and is
analogous to the dip in the pp differential cross
section at t= -1.4 GeV'.

Tables VII and VIII list our results for the angu-
lar distributions and polarization parameters in

pp elastic scattering at 100 and 300 GeV/c. In or-
der to make a comparison with previously re-
ported differential-cross-section data at corre-
sponding momenta obtained at Fermilab' and at
the CERN ISR,"we normalized our angular dis-
tributions to these data at t= -0.55 GeV'. At both
momenta the agreement is very good over the en-
tire t range, as can be seen in Fig. 15.

Our results for the pp polarization parameters
at 100 and 300 GeV/c are shown in Fig. 16, to-
gether with data points obtained by Corcoran et
al."at 110 GeV/c. Since pure pole-model pre-
dictions have been unsuccessful in accounting for
pp polarization data even at low momenta, extra-
polations of the pp polarization behavior from low-
energy data to 100 and 300 GeV/c are quite unre-
liable. Consequently, we first discuss our results
in the context of existing lower-energy data in or-
der to identify trends in the structure of the po-
larization parameters as the energy increases.
Then we compare our results with predictions of
the model by Kane and Heidi. '

Figure 17 shows a selection of pp polarization
data at 6, 10, 14, 1'l.5, 24, and 45 GeV/c incident
laboratory momentum. '""'""At 6 GeV/c there
exists a dip near t= -0.8 GeV' which has changed
to a double zero by 10 GeV/e. This structure per-
sists through 17.5 GeV/c and may still be present
at 24 GeV/c. However, the polarization data at
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TABLE VII. Angular distributions for pp elastic scattering at 100 and 300 GeV/c.

t (GeV') N(t)
100 GeV/c

6N(t) N(t)
300 GeV/c

0.18
-0.25
0.35
0.45
0.55
0.65
0.75
0.85
0.95-
1.05
1.15
1.25
1.35
1.45
1.55
1.65
1.75
1.85
1.95

361 779
287 736
110747

44 075
17 585

6 507
2 369

944
374
108
49.7
11.7
13.4
15.3

1495
678
408
255
158
96
57
36
22
12.6
8.7
3.9
4.3
4.3

3.89 x 10
2.801 x 10
1.272 x 10
0.570 x 10'
0.226 x 106

87.8 x 10
35 026
13392

5 409
2 234

907
236

64
6.5
0

13.2
40.9
19.2
30.0

8.2 x10
3.6 x10'
2.4 x 103
1.6 x 103

992
618
212
133
86
56.6
37.8
22.6
14.6
9.0
6.3
6.8
8.1
6.9

14.1

45 GeV/c exhibit quite a different structure: The
polarization zero has moved in to smaller it i

and
instead of being positive near t= -1 GeV

' the po-
larization parameter is zero or slightly negative.

Since no data exist between 24 and 45 GeV/c, the
details of how the polarization changes with mo-
mentum in this region remain unexplored. It is
also worth noting that at 45 GeV/c the polarization

j

TABLE VIII. Polarization parameters for pp elastic scattering at 100 and 300 GeV/c.

-t (GeV )

100 GeV/c
P(t) 6P(t) t (GeV')

300 GeV/c
P(t) SP(t)

0.15-0.20
0.20-0.25
0.25-0.30
0.30-0.35
0.35-0.40
0.40-0.45
0.45-0.50
0.50-0.55
0.55-0.60
0.60-0.65
0.65-0.70
0.70-0.80
0.80-0.90
0.90-1.00
1.00-1.10
1.10-1.20

0.0177
0.0076
0.0032

-0.0179
-0.0225
-0.0006
-0.0213
-0.0074
-0.0265
—0.0295
-0.0485

0.0326
0.0295

-0.0357
-0.280

0.0098

0.0055
0.0047
0.0055
0.0067
0.0085
0.0106
0.0133
0.0172
0.0220
0.0270
0.0350
0.0357
0.0567
0.0960
0.157
0.2060

0.150-0.175
0.175-0.200
0.200-0.225
0.225-0.250
0.250-0.275
0.275-0.300
0.300—0.325
0.325-0.350
0.350-0.375
0.375-0.400
0.400-0.425
0.425-0.450
0.450-0.475
0.475-0.500
0.50 -0.55
0.55 -0.60
0.60 -0.65
0.65 -0.70
0.70 -0.75
0.75 -0.80
0.80 -0.90
0.90 -1.00
1.00 -1.10
1.10 -1.20
1.20 -1.30
1.30 -1.40
1.60 -2.00

0.0118
0.0034
0.0069

-0.0039
-0.0076
-0.0011

0.0113
0.0097

-0.0025
-0.0103
-0.0006
-0.0276
-0.0037
-0.0227
-0.0046
-0.0136
-0.0102
-0.0162
-0.0241
-0.0176
-0.0339
-0.0488
-0.0277
-0.1110
-0.152
-0.15

0.294

0.0083
0.0053
0.0052
0.0056
0.0064
0.0073
0.0081
0.0084
0.0089
0.0097
0.0114
0.0126
0.0142
0.0158
0.0132
0.0166
0.0094
0.0103
0.0123
0.0157
0.0156
0.0245
0.0368
0.0610
0.096
0.31
0.223
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is only about 0.025 which is somewhat smaller
than one might have predicted from a pole model
with a single exchange-degenerate trajectory.

From our results, shown in Fig. 16, it can be
seen that the polarization at small

~

t
~

is still de-
creasing with increasing momentum. As in the
Serpukhov data" the zero appears at smaller it

~

than it did in the data at lower momentum. Our
results also show a trend to relatively large neg-
ative polarizations (--0.05) with increasing ~t ~.
There is no indication of a positive second lobe
near f,= -1 GeV', which is characteristic of the
data below 20 GeV/c.

For model predictions we again turn to the ab-
sorption model of Kane and Seidl Since the mod-
el as published is in disagreement with a large
body of new data which have been obtained since
19V5, we have first reevaluated the parameters
of this model by including the new data points in
the fitting procedure. The resulting fits to the
differential cross sections at 100 and 300 GeV/c
and to the polarization parameters between 6 and
45 GeV/c are represented by the solid curves in

(0) (b)
I I i I i I i I I I I I Ital' I

0 .5 I.0 l.5 0 .5 I.O l.5 2.0
t

(GeV2)

FIG. 15. Differential cross sections for pp elastic
scattering at 100 and 300 GeV/c. The solid lines rep-
resent fits by the Eane and Seidl model.
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FIG. 16. Polarization paraIneters for pp elastic scat-
tering at 100 and 300 GeV/c measured in this experi-
ment, and at 110 GeV/c as determined by Corcoran
et al. The solid lines represent predictions by the Kane
and Seidl model, and the dashed line is a predi. ction by
Irving (Ref. 6}.

Figs. 15 and 1V, respectively. The only serious
disagreement between the model fits and the data
occurs with the polarization at 6 GeV/c, where
the model gives a polarization parameter which is
only about half as large as the measured one and
which does not have any hint of the dip observed
near g= -0.9 GeV'. The dip and double-zero struc-
ture arise in the model from the fortuitous can-
cellation of amplitudes with quite different mo-
mentum dependence. Although the fit to the 6-
GeV/c data can be improved by a different choice
of the model parameters, the model would then
fail to reproduce the polarization data at momenta
greater than 10 GeV/c.

Using the same updated parameters, the Kane
and Seidl model predicts that the pp polarization
parameters at 100 and 300 GeV/c vary with t as
shown by the solid curves in Fig. 16. In Fig. 18
the model prediction at 150 GeV/c is compared
with the recent results obtained at the SPS.' The
agreement between the model predictions and the
polarization data above 45 GeV/c is good. For
it

~

&1 GeV' our data at 300 GeV/c are suggestive
of the structure predicted by the model, but un-
fortunately the statistical accuracy of our mea-
surements in this I; region is insufficient to place
strong constraints on the model.

Finally, in Fig. 19 we show the polarization-pa-
rameter data which we obtained at 300 GeV/c
without the spin-precession magnets in the inci-
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FIG. 17. Polarization parameters for pp elastic scattering between 6 and 45 GeV/c. The solid lines represent fits
by the Eane and Seidl model.

dent beam. There is no statistically significant
difference between these results and those of Fig.
16 which were obtained with the spin precession
magnets. Both sets were taken with a 400 GeV

primary proton beam striking the production tar-
get. The secondary beam line accepted particles
which emerged at an average horizontal angle of
3.5 mrad. From this comparison we conclude that
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FIG. 18. Polarization parameters for pp elastic scat-
tering at 150 GeV/c measured by Fidecaro et al. (Ref.
20). The solid line represents the prediction by the
Eane and Seidl model.
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FIG. 19. Polarization parameters for pp elastic scat-
tering at 300 GeV/c obtained without the spin precession
magnets in the incident beam.
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the polarization of the secondary proton beam was
small or that the spin correlation parameter was
small, or both.

l I

b,P=P(vr+p) ~) (m+p) —P(vr p) ~) (~ p) too Gev/c

Electromagnetic effects

Our results show that the polarizations observed
in elastic m'p and pp scattering become quite small
at high energies, due to the generally decreasing
hadronic amplitudes. As a result, contributions
from electromagnetic interactions may begin to
produce noticeable effects on the observed po-
larizations, even at I; values outside of the Cou-
lomb-nuclear interference region. This has been
pointed out by several authors. ""

The size of the electromagnetically induced po-
larization in pp scattering has been calculated by
Buttimore et al."under the assumption that the
hadronic polarization is zero: at an incident mo-
mentum of 100 GeV/c and for ) t

~

& O. l GeV' it is
& 1%.

For pion-nucleon scattering Boric and Jakob
have made a numerical comparison between one-
photon exchange amplitudes and isospin-odd had-
ronic amplitudes; even at incident momenta as low
as 10 GeV/c they were comparable in magnitude
for I; values beyond the interference region. The
magnitude of the electromagnetic effects is illus-
trated in Fig. 20, which shows the t dependence of
the polarization difference

n.p= p(m'p) —(m'p) —p(~-p) —(~-p)
do' ~ do'

cC tN

at100 GeVjc (Ref. 25): the data points are calcu-
lated from the results of this experiment, both
before and after correcting for the one-photon-
exchange contribution; the curves represent pre-
dictions for h,P based on the pion-nucleon scatter-
ing amplitudes extracted by H5hler et gl. ,

' again
before and after subtraction of electromagnetic ef-
fects. The corrections are comparable to or
slightly larger than the experimental errors.
Thus, it will be necessary to correct high-energy
polarization data, including those presented in
this paper, for- electromagnetic effects before us-
ing them as input to detailed analyses of hadronic
amplitudes.
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APPENDIX

The following is a summary of the absorption
model as described in the review article by Kane
and Seidl' and in the references therein. The
.formulas required to implement the model are
given and clarifications or corrections of the pub-
lished model are noted.

The Kane and Seidl model is a strong absorption
model without "nonsense wrong-signature zeros"
in the residues. Apart from phase zeros all zeros
in the amplitudes are the result of absorption.
This is in contrast to the simple pole model and
the absorption model of Fields and Stevens. '
Thus, strong exchange degeneracy is not auto-
matic in the Kane and Seidl model.

Amplitudes for the reaction a+ b- c+ d are gen-
erated as functions of s and I; according to the us-
ual Regge formulation with minor modifications:



570 R. V. KLINE et al. 22

R»» (., t) = [-.'(-t)'"""'y„..(t)y„„(t)] l([J- n„(t)]/2)(e/eo} """»~——, [n,«) -J]j ~
l& i~

(A1)

Here x denotes the Regge trajectory (p, f, v, A„
m, or B), J' is the spin of the lowest mass physi-
cal particle on the trajectory, and y„„and y„„,
are factorized pole residues; the subscripts A. ,
are helicity indices, g is the net helicity flip, and
x is the sum of the helicity flips at each vertex.
The pole residues are parametrized as

P(s, t) = -i sR, 'A, ee 'J,(R,V -t)/R, V' -t
-i sR, 'A, ee~' J,(R,V' -t), (A5)

where

The diffractive amplitude, the Pomeron in Regge
language, is parametrized as

y„„,=g„„„exp(c„„,[(m' —t)"' -m]], (A2)
R,. =R,.o +R&~ ln s ——. (A6)

with g the coupling constant at t=0-, the s-channel
helicity amplitude (SCHA) factor, and m the mass
of the lowest t-channel threshold. The trajectory
Q.„ is written as

( ), n,„(t-m„'}
1+ n,„/m„'-t ' (A3)

n,„=[J'- n„(0)]'/(2n„'(0) —[J—n„(0)]m„'],

n,„=2[J —n„(0) —n„'(0)m 1/{m, [2n,'(0)m

-J+ n„(o)]j. (A4b)

where J' is the spin J of the lowest mass physical
particle as before, plus any correction to the real
part of the trajectory due to the dispersion inte-
gral over the width. The coefficients a,„and n,„
are related to the t= 0 slope and intercept of the
trajectory,

As is customary, the energy scale factor s, is
taken to be 1 GeV'. The linear dependence of
the radii R,'on in. (s) accounts for the shrinkage of
the forward elastic peaks. The subscripts c and

e refer to center and edge components, respec-
tively.

Absorption has a natural geometrical interpreta-
tion in impact-parameter space; transformations
between this space and t space are made via the
Hankel transforms

R»~ » (s& b) 2v t-d~tR~ »~ (s, t}J.„(bv'-t),

(A7a)

R»„,»~(&, t) =2q' jtbdbR~ „~~ (s, b)J„(bd t), -
(A'I b)

TABLE IX. Coupling constants for AN and NN scattering.

mN scattering
Vertex SCHA factor Values

p 7f 7l'

fm'm

p'p(2) P(2)

p'P(2) P(=2)

fP() P()
fP(a) P(-2)

NN scattering
Vertex

~2g�p;-
&o2e,~-

Gv

v'2GT/2m~

~20f,

v 2Gr/2m~

SCHA factor

g'Pott+ff = 6

gy w-= 6.9

GvP = 1.65

GT = 20.7

Gf = 26.9

G~T = 4.24

Values

GT= 7.9

Gv-

Gv2= 6 9

Q= 22.4,

Gv Oy

Gv=o,B

p'P(2) P(2) ~2GPv G

p'p|;) p(=.) v 2GT/2m~

co, A2, f, x, and B couplings have the same forms
as the p couplings and numerical values:

GT= 1.2
Ao

GT2=7 35

GT = 17.9
GB= 28
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Z(s, t) = -is&,s'"(R,'+K, )J,(R,&-t) . (A9)

The absorption-corrected amplitudes are then

R„,(s, b) = R (s, b)(1 —i(2q'/4vs)M(s, b)J (A10)

and

R„(s,t) = 2q' j)b db R~,(s, b)J„(bl-t ) . (All)

We note the following clarifications of, correc-
tions to, and differences from the model de-

TABLE X. Parameters determining Reggeon trajec-
tories and residues for ~N and NN scattering.

Par ameter Particle/vertex

s0 (GeV )

~„(0) (GeV-2)

all

p0 0.74 0.83

A2 0.8

0.8

0.8

0.8

with n the net helicity flip.
The elastic rescattering amplitude M (the ab-

sorption matrix) is defined as

M(s, t) = P(s, t) + K(2q/W)f (s, t) + Z(s, t), (A8)

with P the Pomeron, f the Regge f nonf lip ampli-
tude, and E an adjustable parameter =1. Z is a
parametrization of the contribution to absorption
from the sum over all inelastic intermediate
states,

M,(s, t) = P(s, t) + Z(s, t), (A13)

thereby defining an approximately absorbed f, de-
noted by f'. Then absorption of all amplitudes
used in constructing observables is carried out
with

M(s, t) =M,(s, t)+K(2q/W)f '(s, t). (A14)

Fourth, the article discusses in some detail the
use of a helicity-flip "diffractive" amplitude.
Again, Seidl has informed us that this term was
not used in their fits nor have we found it neces-
sary to include the term in ours. Fifth, the m and
B trajectories, as parametrized in the article,
have negative n,„and consequen)ly have poles at
some value of negative t. We have replaced the
trajectory parametrization (A3) for these two poles
(but no others) by a linear trajectory"

scribed in the article by Kane and Seidl. First,
our equations (Al), (A2), (A4), and (A8) are cor-
rect, while the corresponding equations in the re-
view article contain typographical errors. Sec-
ond, the diffractive amplitude in absorption is
always transformed to impact-parameter space
via a J„regardless of the helicity flip of the
Hegge amplitude which is to be absorbed, i.e. ,

M(s, b) =, v' -tdv' tM(-s, t)Jo(bu' -t}, (A12)
1

2$

while R, (s, t) is given by Eqs. (A10) and (All).
Third, it is not clear from the paper how the f
contributes to Eq. (A8). A. Seidl has informed
us that his prescription was to absorb the f via an
approximate matrix

0.„(0) p0

2

0.85

0.55

0.45

0.25

0.28

0.85

0.55

0.47

0.25

0.28

TABLE XI. Parameters for Pomeron and absorption
in mN and NN scattering.

Pomeron

mNN

0.4
-0.015

0.16

1.365

0.8

0.61

0.5
-0.015

0.16

1.365

1.92

0.61

0.47

1.5

Ac

C

A

&e

Rco
Ri
R0
Rei

Inelastic intermediate states

A~
B~
E~
R~02

R~i2
X

13.78
2.05
0.88
3,32
2+23
0.47
0
1.95

0.85
3.01

74.2
-3.49

5.51
0.889

11.5
2.24
2
4.18
2.19
0.85
0
1.71

2.13
5.61

49.37
0

10.02
0.889

These values were suggested by A. Seidl (private
communication) .

All of the ~N parameters were suggested by A. Seidl
(private communication).
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n(t) = e(0)+ n'(0)t. (A%5)

Equations for calculating differential cross sec-
tions and polarization parameters for m'p and pp

elastic scattering are given in Ref. 3. The up-
dated parameters used in the calculations with the
Kane and Seidl model as presented in this paper
are listed in Tables IX, X, and XI.
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