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Quantum mechanics on the half-line using path integrals
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We study the Feynman path-integral formalism for the constrained problem of a free particle moving on the half-
line. It is shown that the effect of the boundary condition at the origin can be incorporated into the path integral by
a simple modification of the action. The small-time behavior of the Green’s function can be obtained from the
stationary-phase evaluation of our expression for the path integral, which in this case includes contributions from

both the direct and reflected classical paths.

I. INTRODUCTION

Constrained quantum-mechanical problems are
sometimes of interest. One of the simplest to
consider is one in which a dynamical degree of
freedom is restricted to be positive. In this paper
we consider the example of a free particle re-
stricted to move on the positive half-line. The
constraint that the coordinate be positive results
in a boundary condition at the origin, which can
be taken account of in a well-known manner in the
operator formulation of quantum mechanics. Here
we show how this can be done using the path-inte-
gral formulation.!

In the usual Feynman path integral for the
Green’s function, the paths are weighted by
exp[(i/7%)S], where Sis the classical action. Our
principal result is that in the constrained problem
the boundary condition at the origin can be incor-
porated into the path integral by a simple modifi-
cation of the action. This is established by show-
ing that the sum over paths is the continuum limit
of a (discrete) random walk, with the continuum
boundary conditions accounted for by an elastic
barrier at the origin. We also show that a station-
ary-phase evaluation of our expression for the
path integral results in the correct small-time
behavior of the exact Green’s function for a free
particle on the half-line. To obtain this result,
it is necessary to include in the evaluation of the
integral the contribution of each of the two classi-
cal paths (direct and reflected) which connect a
given pair of points.

Our approach relies heavily on concepts and
techniques familiar in the probability theory of
diffusion processes (Brownian motion). In fact,
many of our results are already known in this
context.?*3 Here, we are mainly emphasizing their
application in quantum-mechanical problems.

II. OPERATOR FORMALISM

In this section we review the standard quantum-
mechanical solution for the behavior of a free par-
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ticle on the half-line. Since the mathematical
framework is well known,* we simply state without
proof the needed results.

The Hamiltonian H=—(%%/2m)d?/dx?, regarded
as defined on infinitely differentiable functions
vanishing outside a closed interval of (0,«), is
not essentially self-adjoint in L%[0,»),dx). How-
ever, it has a continuous one-parameter family
of self-adjoint extensions. Physically, the differ-
ent self-adjoint extensions correspond to the dif-
ferent ways that a wave packet can reflect off the
boundary at x =0, while conserving probability.®
Mathematically, the domains of self-adjointness
are characterized by the boundary condition at the
origin. Specifically, for each Se (-, ] there is
an extension of the domain of H such that the wave
functions in the respective domains satisfy

¥(0)=84'(0) . (2.1)

The Hamiltonian has a continuous spectrum with
eigenvalues 0< /72p?/2m <« and associated eigen-
functions

1/2 ’
d),,(x)=<%> cos(px +¢,), (2.2)
where
tang,=—(1/pp) . (2.3)

For each B the eigenfunctions are normalized
f:dx PED ) = 5(p — ) 2.48)
and complete
_[wdp PFEP(¥) =0 -y). (2.4b)

Finally, the Green’s function is given by

3012 © 1980 The American Physical Society



22 QUANTUM MECHANICS ON THE HALF-LINE USING PATH... 3013

G,y 1) = [ apentofremetysa (y)
0

= (m/zmt)l'Z{exp[g_’;‘ (_’i;y_)f] +exp[%% (x-it-y)z]}

t

-p1 exp[zfnﬁﬁ2 i+ b ;y)] erfc [<2Z;2>”2 + (%2) <2;ﬁéz)-u 2] R (2.5)

where

erfc(z)=-\/?7r=f dx e~ =?
0

It is easily verified that G satisfies the Schrodinger equation

9 B az) B
(’Lh’a+m‘a—;§ G(x,y,t)=0, t=0

and the boundary conditions

G(x;y90)=6(x_y) ’

60,5,0=8(22) ©,9,1).

If; will prove useful in later sections to analytically continue this quantum-mechanical problem into a
diffusion problem. This is done by letting ¢ ——i¢. Furthermore, in order to compare the above results
with those to be obtained in the next section by summing over paths, it is convenient to have the Laplace

transform of G(x,y,—it) with respect to ¢£. This is

c';(x,y,s)zf At Gx,y, —it)e st
0

= (m/Zﬁs)“z{exp[—(x —y)@ms/B) 2] +exp[—(x +y)(2ms/H)* 2]}

- 2(m/27s)Y 21 + B(2ms/R)Y 2]t exp[- (x +y)(2ms/m)Y 2]. v (2.6)

III. EVALUATION OF THE GREEN’S FUNCTION
AS A SUM OVER PATHS

In the Feynman formulation of quantum mechan-
ics, the Green’s function is expressed as a sum

over paths, each path having an appropriate weight.

In this section we evaluate the Green’s function
for a free particle on the half-line as a sum over
paths and show that a different result is associated
with each distinct self-adjoint extension of the
Hamiltonian. To establish these results, we con-
sider the paths as a continuum limit of an appro-
priate random walk, in which an elastic barrier
at the origin accounts for the boundary conditions.

We begin by using a random walk to derive the
Green’s function for a free particle on the whole
line. Consider a random walk in which a particle
has an equal probability to move a distance Ax to
the left or right in a time interval A¢{. Summing
over all the ways to go from one point to another
gives the total probability for the particle to go
from x to y in time #:

r

nl

(1Y
g(x,y,t)—<§> (.”””m)l ("_7”)1 , for m+m even

2 2
(3.1)

where # is the number of time steps, [¢/At], m is
the number of steps between x and y, [(x —y)/ax],
and [x] stands for the largest integer smaller than
x.

The generating function for g(x,y,?) is defined by

gx,y,0) =):g(x,y,nAt)0"- (3.2)
n=0

It satisfies the inhomogeneous difference equation

Z(x,y,0)=0,,,+30[Z(x +Ax,y,0)+Z(x - Ax,y,0)],

(3.3)
with the boundary condition g(x,y,0)- 0 as
|x = y| -, Eq. (3.3) has the solution
gf(x,y,G):(l _ 0.2)-1/27\[lx-v|/At-] , (3'4)
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where A=[1- (1 - 03)!/2]/0.

To pass from the random walk to the Brownian-
motion description® needed in the path-integral
formulation, we let Ax—0 and A¢-0 in such a way
that (ax)?/At— (5/m). With the identifications
o—exp(-sAt)and ), —~ (At)“‘fdt, the generating
function converges to the Laplace transform of the
usual Green’s function

B(x,y,0)(at/Ax)~G(x,y,s)
= (m/27s)M 2 exp[- (x — y)(@ms/B)?]. (3.5)

To solve the problem on the half-line requires
that the previous discussion be modified to account
for the boundary conditions at the origin. In the
random-walk description, the appropriate boundary
condition is that the particle has a probability y
to be reflected from the origin and a probability
1 -y to be absorbed. This is called an “elastic
barrier” in probability theory.

Let g,(x,y,?) be the probability to go from x to
y(x,y€[0,«)) in time #. This transition probability
satisfies a simple recursion relation based on the
probability for the particle to reach the origin for
the first time. In terms of the auxiliary quantities

&o(x,v,¢)=the probability to go from x to y in time ¢
without reaching the origin [=g,(x,y,f)
when y=0],

u(x,t) =the probability that the first passage from

“ x>0 to 0 occurs at time ¢,

v(t) =the probability that the first passage from 0

to 0 occurs at time ¢,

the recursion relations for g, (x,y,t) can be written
as

8.(x,y,n0t) =g,(x,y,nil)
+2 u(x,mAat)g,(0,y, (n—m)Ab)
m

for x, y>0 (3.6)
and’

£.(0,y,nA1) =2yu(y,nAt)

+Z v(mat)g,(0,y, (n—m)At) fory >0.
m

(3.7)
1

2.0,9,0)=[1~ 02]-“2{xnx-w sttt o [1 4

Passing to the continuum limit as before, with the
additional condition y—~1~ Ax/B, we recover the
Green’s function for a free particle on the half-
line, Eq. (2.5). Note that for 3>0, v 1 as Ax-0
and thus y has a conventional probability interpre-

—y -1
1 )’) (1 - 0?22 XG4/ ax]

‘

Iterating these recursion relations would express
g,(x,y,t) as a sum over classes of paths, each
term corresponding to paths reflected off the ori-
gin a definite number of times, », with an addi-
tional weight y". However, since these equations
are of convolution type they can be more readily
solved by introducing generating functions g,, 3,
i, and 7 for g,, g,, #, and v, respectively. Then
Egs. (3.6) and (3.7) take the form

Z.(x,y,0)=8,(x,y,0) +i(x, 0)3,(0,y,0) (3.8)
and

2.00,y,0)=27(y, ) +5(0)2,(0, ¥, 0), (3.9)
which have the solution »

2vau(x, 0)i(y, o)
1-79(0)

Z.(c,y,0)=8,(x,y,0) + (3.10)
To complete the solution we must determine
8, @, and ©. The probability g, corresponds to
the case of a totally absorbing barrier. It can be
found from the transition probability for a free
particle on the whole line as follows. The paths
from x to y on the whole line can be divided into
two classes: those never reaching the origin and
those reaching or passing through the origin. The
second class is in one-to-one correspondence with
paths from x to —y. By subtracting the contribu-
tion from this second class of paths we find

§o(x,y,°)=§(x:y,0)—§(x,*y,U),

where g(x,y,0) is given by Eq. (3.4).

The probability # is equivalent to the well-known
“gambler’s ruin” problem on the interval [0, «).
The solution is

(x,0) = AL/ 85, (3.11)

where as before A=[1- (1- 02)2]/¢. Finally, the
probability v is related to u by

v(t)=yu(ax,t— At)
or
(0) =you(Ax, o) . (3.12)

Combining these results with Eq. (3.10) we obtain

(3.13)

r -
tation. For <0, ¥ N1 as Ax—-0. In this case y
can simply be considered as a parameter which
has the effect of changing the relative weights of
paths such that those which hit the origin are more
probable.
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IV. EFFECT OF BOUNDARY CONDITIONS
ON THE FEYNMAN PATH INTEGRAL

In the previous section we saw that the Green’s
function (2.5) could be derived by making the prob-
lem a discrete random walk on the half-line with
an elastic barrier, summing over paths and taking
an appropriate continuum limit. However, in con-
tinuum language the Feynman “sum-over-paths” is
usually, and most conveniently, written as an in-
tegral over paths, with each path receiving the
weight exp[(i/%) (classical action)]. In this section
we show, by a direct probability theory calculation,
that the effect of the boundary at the origin can
be included in this prescription by adding a simple
term to the action or, equivalently, by modifying
the free measure on paths.

Our principal result is that the path integral for
the Green’s function for a free particle on the half-
line is

G(x,y,T)=f‘.l)&x(t))exp[%(jo-T%-iz(t)dt

+£% f Té(x(t))dt)],

(4.1)
where x(t) =0, x(0)=x, and x(T')=y. Equation
(4.1) is a formal expression, which must be in-
terpreted as an appropriate limit. We will discuss
the derivation of each of the three factors in Eq.
(4.1).

The first term in the exponential in Eq. (4.1) is
the usual action for a free particle. It results by
the central limit theorem from the random walk
on the whole line in the limit (Ax)?/At —7/m.

To interpret the second term in the exponential
we introduce a quantity called “local time” in
probability theory. The local time at x =0 for a
path w is defined as

p{0<s <t;x(s,w)<Ax}t
b

; v (4.2)

tl(oy w) =% EI}}

where ¢ is Lebesque measure. Note that {;, has
dimensions of 1/velocity. For the random walk
on the half-line discussed in Sec. III, #,(0,w)
=nat/ Ax, where n is the number of times the path
w hits the origin. Thus, for Ax small,

exp [--75—3@(0, w)]=exp (—%)z (1 ——Aé{)". 4.3)

By interpreting ¥ =1 — Ax/B as the probability for
a single reflection from the origin, one sees that
the exponential of the local time accounts for the
probability that a particle on a given path is re-
flected from the boundary. From Eq. (4.2), we
readily see that the local time can be written
formally as

HO,w) = 2

{t<T; x(t)=0}

T
[1/|dx/dt|]= f (x(t))dt .
(4.4)

Thus, we have accounted for both the exponential
weighting factors in Eq. (4.1).

Finally, we discuss the part of the measure
which we have denoted by D,(x(¢)). This is the
measure for the case of total reflection (8 =)
and is determined as follows. At a totally reflect-
ing barrier the particle, upon reaching the origin,
moves to the right with probability 1, whereas in
the unconstrained problem the particle could move
left or right with probability 3. Thus the measure
for the totally reflecting case [x(¢) = 0] is obtained
by simply multiplying the usual méasure by a
factor of 2 each time the path hits the origin,

dx
T 6(x(t))dt] y

T
D.(x(8)) =D(x(1)) exp [mz f

(4.5)

i.e., the measure D,(x(f)) is the same as the mea-
sure for the quantity |x'(¢)|, where x’(¢) is a path
on the whole line, with the usual measure D(x’()).
One important check of Eq. (4.1) results from
computing the path integral in the stationary-phase
approximation, which should reproduce the small-
time behavior of the Green’s function (2.5). In
the stationary-phase approximation, the dominant
contribution to the path integral comes from the
classical paths. Owing to the barrier at the origin,
there are two classical paths from x to y (x>0
and y>0): the direct path and the path reflected
once at the origin.
The contribution to the path integral from the
direct path is as usual

1 - 2
Idi:ect O:exp[zzﬂﬁ (x Ty) ] . (4.6)

For the reflected path, both terms in the effec-
tive action contribute to the path integral. Since,
classically, the particle suffers an elastic re-
flection, the reflected path corresponds to a path
ending at the image point —y. Thus the contribution
of the reflected path to Eq. (4.1) is

im x4y in T ]
Ireﬂected OczeXp[Zﬁ T —mB (A«"'_'V) )
(4.7)

Aside from a normalization constant (m/2m%T)'/2,
the sum of 7 4o +7 reniected 18 precisely equal to

the Green’s function (2.5) in the limit 7 small,
with x and y fixed.

Having recovered the small-time behavior of
the Green’s function from Eq. (4.1), we can infer
that this functional integral incorporates the in-
formation contained in the Schr&dinger equation,
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together with the appropriate boundary conditions.
Furthermore, the Green’s function at finite times
can be obtained from its small-time behavior using
Feynman’s prescription for evaluating the func-
tional integral by dividing the time into small
intervals and evaluating the limit of the resulting
multiple integrals. :

An interaction can be included in Eq. (4.1) by
adding a potential to the action. This gives the
usual Feynman-Kac formula, with an extra term
to account for the boundary. Singular potentials
may require special treatment since (1) the Ham-

iltonian may be essentially self-adjoint or (2) the
self-adjoint extensions may not be conveniently

characterized by the value of the logarithmic

derivative of the wave function at the origin.
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