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Vacuum polarization contrivutions due to fermions or scalars produced by gluon background-field
fluctuations indicate vacuum instability in quantum chromodynamics; the instability is quantitatively related
to pair-creation processes. The results extend previous work on gluonic contributions, and generalize the
similar quantum-electrodynamic results of Euler and Heisenberg and Schwinger.

Virtual fermion pair creation by quantum fluc-
tuations of a constant electric field in quantum
electrodynamics is known to lead to instability of
the vacuum. For a pure magnetic field, however,
the vacuum is stable.! Combined magnetic and
electric background fields in general also make
the vacuum unstable. Indeed, pair creation (vac-
uum polarization) suggests a bridge between a
fermion and antifermion pair, so that the Coulomb
potential will acquire a correction due to vacuum
polarization.

Recent experimental discoveries of heavy mesons
and spectroscopy of such families show us that an
effectively linear potential will be taking over at
large separation of the fermion-antifer mion
(quark-antiquark) pair.? The answer to this type
of potential lies outside the quantum-chromodyn-
amics picture (so far), but a number of questions
naturally appear within quantum chromodynamics.
The background techniques that we employ reveal
some relevant and useful information pertinent to
the vacuum structure of chromodynamics, which
eventually may be a crucial step for the under-
standing of confinement and hadron spectroscopy.?

In a previous paper? we obtained the effective-
action contribution due to gluon creation in a back-
ground gluon field, at the one-loop level, and an-
alyzed its effect on the behavior of the vacuum.

In the present paper we extend these results to
include fermionic and scalar contributions. .

The calculation in these cases, as for gluons,
closely parallels the classic work® in quantum
electrodynamics. We assume a background gauge
field Bj,, with field strengths

F4,=0,B% - 0,85+ gf"**BLB;, (1)

where f%° are the (totally antisymmetric) struc-
ture constants of the gauge group. [The symmetry
group is left arbitrary, although we expect to
identify it as SU(3) for quantum chromodynamics. ]
The field strengths are assumed to obey a con-

stant-field condition

DPF,=0, (2)
where the covariant derivative operator D¢® occurs
here as

Dab = 6abah +gfaCbB; . (3)

Adding fermion or scalar fields to the theory
introduces other representations of the gauge
group. We will use the notation T, for matrices
for either representation, obeying [T, T,]
=if.]. Since no serious ambiguity will arise.
The covariant derivative acting on these fields is
then

(D)) =058, —ig(T,)"/Bs. (4)
Introducing a matrix notation for the gauge-field
strengths, with

B, =TB}, F.,=T[F},, (5)
we obtain the standard commutator relation

lDu)Du]:_igFuus (6)
while the constant-field condition, Eq. (2), implies

[Fs Fuu]=0. (M

The quantum effective-action contribution is ob-
tained from the basic formula,® in the fermion
case,

8W,=—i TrG6G™ =i TrdInG, (8)
XQD XQD

or in the scalar case,

6W,=+3i TrA0A™ =_1; TrolnA, (9)
xQ x¥Q

where G or A is the respective propagator for the
particles generated by a field fluctuation 64, and
the trace in either case is over coordinate-space
labels (X) as well as internal-symmetry indices
(Q). In the fermion case there is also a trace over
Dirac indices, plus an extra minus sign from sta-
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tistics and a doubling since fermion fields are
complex; the scalar formula, Eq. (9), assumes
real fields.

Use of the standard fermionic propagator func-
tion, expressed in momentum space, G=(yI1+m)™?
where II is the momentum-space equivalent of the
covariant derivative, Eq. (4), gives the action
change as

OW = =i Tr (/I +m) ™6 (/I1 + m) . (10)
XQD
Using properties of traces and Dirac matrices,
plus the identity

1 ° .
s i J’ dse ' (11)
(1]

(where the integral may be taken to infinity along
any contour for which convergence is maintained),
we obtain the net action contribution in the form

AWf:% Tr J’ ds —is(m +H2-l0F) . (12)
XQD
where oF = touwl .

The constant-field condition, Eq. (2), enables us
to separate II and o exponential factors, and to
usefully apply proper-time techniques’ to evaluate
the coordinate-space trace. The Dirac trace can
similarly be evaluated, giving a result

, 1
aw,=4 [

XTrJ _d%e—ismzexp( ZT %)
Q 0 S L gF 4 bs

x (Tr coshgF ,®s cosgF,%s), (13)
L

where F,, =%, F** and Tr, indicates a trace
over Lorentz indices, which have been given a
matrix inter pretation.

Since all Lorentz components of F commute [ Eq.
(7)], they can be simultaneously diagonalized in
color space, We can then diagonalize F as a
Lorentz matrix without having difficulty due to
non-Abelian color. In general, gF ” will have
two real and two imaginary eigenvalues in each
color component; we can reassemble these into
diagonal color matrices +a, +i8 (a, 8 nonnegative).
Due to properties of €,,,, in four-dimensional
Minkowski space, expressmns involving F can also
be evaluated using @ and B; thus, an eigenvalue
evaluation of the Lorentz traces in AW, Eq. (13),
gives (explicitly, (a,p)= (g/N2H[(E2-B?)?
+4(E - B)z]l/zi_ (2 _Bz)}1/2)

J

’

md -lsmz as
fdx(4)2Trf s3 ¢ Sinhas
X Bs (2 cosha s cospBs) ,
sinfs
(14)

before consideration of renormalization.

Similarly (in fact, more easily), the scalar con-
tribution to the effective action can be obtained,
using A = ([12+m?~* in Eq. (9) to give

AWs="%if ‘_l§_Tre—is(m2+H2) (15)
o S xq

1 “dS  _ism2
1 fd4 ’ Trf pL ism
2 x (4m)? o %o pe e

Xexp ( Tr

sinhgF,%s )
gF, Bs
(16)

ds _.‘ 2 as Bs
= d'l f__ ism .
2f * 4) Q b ¢ sinhas sings
1m

For m #0, these integrals [Egs. (14), (17)] are
quite convergent at « for any contour in the lower-
half s plane that avoids the poles at s = (n7/a)i.
The physical choice is a fourth-quadrant contour,
since correct causality boundary conditions on the
Green’s functions are expressed by the standard
m? — ie prescription on propaigator denominators,
which in turn leads to exclusion of Res<0.

Taking the integration contour along the imagin-
ary axis (displaced by €), via the substitution s
- -1is, we write these integrals as

2 “*ieds _ 2. AS Bs
=_ 4,7 Z20 ,mmcs ——e
AW, Id * e Tr J;H.e 2" Sings sinhfs
xcosas coshfBs, (18)
1 1 teds _ 2. AS Bs
= L JY Si— 22 ,-mes
AW, .[d X'y @y TQr ;e s°¢ sinas sinhgs °
‘ (19)

Equations (18) and (19) have exactly the forms
obtained in the QED calculation,® apart from some
changes in notation. Despite their extensive his-
tory,® a number of properties of these expressions
deserve attention, especially concerning their
limit as m - 0.

The ultraviolet (s -~ 0) behavior of these integrals
will as usual require renormalization; we first
regularize by inserting a cutoff 6 in place of 0 as
the lower limit of the s integral. Use of partial-
fraction expansions for the cotangent and cosecant
then enables us to present AW as

2
AW, = Id4x'—(4}r)2 Tr{ [- 313-+ 2 4 (4 om0 %)] - %(a? - B?)(y+ lm?8) + ofF, + z‘aﬁFz}, (20)
Q
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11 1m?
aw,= Jare g {[W-ﬁ—

m‘;—(w lnm®8 — %)]—gg(az = B%)(y+1nm?8)+ aBF3+iaBF4} , (21)

where y=0.577" is Euler’s constant and the dimensionless functions F,, F,, F,, and F, are given by

Fyla, gm?) =221 [( thﬂ>fﬂe xax

=] B o x°+1

Fyla, B,m?)= ZZ ( Bk")e"’"zfa””,
=1 a

1 i:(_l)k-l 1 I“ xdx
743k \sinh(ak1/B) J, x*+1

i l)k'l 1
Fa, B,m?) =3 ; Sinh(Bkw/a)e

Fy(a, B,m?)

-(m? Jo ) R
b

where P indicates that the principal value of the
integral is to be taken at the pole.

The first term of each of these contributions AW
can be absorbed in a redefinition of the zero point
of energy, provided that d is taken to be real.
Comparing the original action expression for the
gauge fields,

a - —Bz
Wo= J‘d‘lx'(—%F A8Y) = qux Tr 2¢°C,

(26)

[C, is the Casimir operator for the represer{tation
T, C,6,,=TrT,T,; this Eq. (26) differs from that
used in our previous paper because T, rather than
the structure constants were used to define ma-
trices F,,], we observe that the second term of
each AW, proportional to a® - 8%, can be absorbed
in a redefinition of g?2:

1 1 2
22 7" )2[ 273 (v + Inm?6)

+Cyq i (y+1m?0)], (CX))

where subscripts distinguish the fermion and sca-
lar Casimir operators, and we recognize the Gell-
Mann-Low g-function coefficients — 3C,, and

- 3C,, in the coefficients of the logarlthms The
remaining terms in AW, Egs. (20) and (21), then
correspond to physical effects, modifications of
vacuum structure. In particular, the imaginary
part of W gives a decay rate for the vacuum state.
From the explicit forms of InW=apF,, aBF,,
given in Eqs. (23) and (25), we see that for all val-
ues of field strengths except @ =0, the vacuum
state has a finite width for decays related to either
interaction, i.e., any configuration except pure-
magnetic-type will decay by pair production of
both fermions and scalars. The width, per unit
space-time volume, is given by the imaginary part

o~ m2T/B) kx _ (cothﬁk"> f ?i

- (m2
e (mén [B)Rx _

(2
| % _le (m n/m)k{l , (22)

(23)

1 p * xdx
sinh(Bkr/a) ), x2-1

e-(mzﬂ/am), (24)

(25)

-
of the integrands in AW [Eqgs. (20) and (21)];
[0]0)]2= |exp(iW) |? = exp(~2 ImW) = exp(-2V T ImL),
where VT is the volume of space-time and £ is

- the Lagrangian whose integral is the action W.

Here we obtain

1
2Im&,=—— Tr aBF,
Q

87
e 1 D (com BT ), (ag)
2ImL —-8—:;3 ’I;)r apBF,
16 2 Trf\-::‘( 2)’*-1 sinh(aain/a) e
(29)

These formulas also apply in the case of Abelian
symmetry, where we recover the known pair-
creation probability in an electric field (8=0,
a=e|E|).® Inthat Abelian case, these contribu-
tions give the entire decay rate, and we determine
that a magnetic-field-only configuration in the
vacuum is stable. In the non-Abelian case, how-
ever, we must include the gluonic action contri-
bution calculated in our first paper® and find that
only the zero-fields configuration can be stable;
consequences of this instability are discussed in
that paper.

The massless limit of these formulas deserves
special attention. For fermions, the proper-time
integral for the effective-action correction [AW,,
Eq. (14)] is infrared divergent (s~ «) in the mass-
less case for all contour directions unless the
background field is either pure electric or pure
magnetic in some Lorentz frame, i.e., either
B=0 or o =0, respectively. In contrast, the cor-
responding integral for the massless scalar con-
tribution [AW,, Eq. (17)] is convergent at s — .
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Taking m? finite but small, we can separate the small-m? dependence of the fermionic contribution

in the form

af(F +iF,)= a,B{

2 2%[(cotha§ T_

k=1

1€

~¥a? - 62)(1n Fo
m-m

4 (P gy
‘7>‘;f 7

4 [rridx T(1+ax) 1“(1+;'Bx) B, m,
f [61‘1"(1 ax)Tz I‘F(l_iﬁx)-2a6x<lna+§1)]

Z

+2aﬁ( 1n£+z>(2 y - lnm?mx,) ,

!o*te

where € =0+ defines the treatment of the poles of
T'(1 - ax), and T is the generalized factorial func-
tion; terms which vanish as m -0 have been
dropped. Here F, and x, are arbitrary dimensional
parameters, introduced to divorce field-strength
dependence from mass dependence, similar to
the renormalization-group arbitrary dimensional
parameter. The first divergent term here,

- %(a? - B?)[In(F,/m?r) - 7), has the effect of sub-
. stituting F, for m? in the coupling-constant re-
normalization formula, with some change in

2a282

2025
B Bkvr a Bk
1) Iy _< coth 1) neE +§z<coth—a—- - 1)] }
81n 1"(1+ax) oln T(1+48x)
e R e
(30)

T

numerical additive constants, and is thus removed
from the theory. The last term in this expression,
however, cannot be similarly removed, and unless
a or B is zero, it gives a divergent indefinite-
sign contribution to the vacuum action integral

and a divergent nonnegative contribution to the
vacuum decay width.

A small-mass scalar, on the other hand, yields
a well-behaved contribution. In the scalar contri-
bution, F, has a smooth limit as m -0, while F,
has the form

1 2 2 B \1 -+ k 1 F 7
aBF, --ﬁ( o - i >+ = IEY "%—m(az—ﬁz)(ln— Y-l c(z)) (31)

where ¢’ is the derivative of the Riemann zeta
function; terms which vanish at m — 0 have been
dropped. Here the only divergent term is the one
required to substitute F, for m? in the coupling-
constant renormaliztion formula. The additive
constant there can conveniently absorb some non-
divergent terms, but in any case the result is a
form with a smooth limit as m,—~ 0, quite dif-
ferent from the new singularities obtained as

r
m,— 0.
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