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Whenever gyroscopic forces are present, stable static solutions to dynamical equations of motion need not
minimize the energy. We show that this happens in the classical Yang-Mills theory with sources, and we
identify the stable fluctuations which lower the energy. The finite form of these infinitesmal, time-dependent
deformations of the known static solutions is obtained for weak external sources, and a unified description
of both the static and time-varying solutions is given. Also, we demonstrate that the previously found
bifurcation in the presence of strong sources is characterized by a zero-eigenvalue mode which dominates
the behavior of the solutions near the bifurcation point. The stability properties of the bifurcating solutions

are assessed.

I. INTRODUCTION

Recent investigations of classical Yang-Mills
theory have concentrated on solutions to the field
equations in the presence of static, prescribed
sources. A variety of results has been obtained, -
but no systematic discussion that organizes them
is in hand. In this paper we offer an analysis,
based on properties of fluctuations about steady
motion, which helps towards a comprehensive
description. Also we take the opportunity to re-
view the general theory of stability—a topic wide-
ly studied in former times by physicists but now
known mostly to mathematicians—and assess the
stability of some of the available solutions. The
general theory, which does not rely on minima of
the energy, is found to be applicable to the Yang-
Mills model, here shown to share the physical at-
tributes of an upright top: Some static solutions—
critical points of the (constrained) energy—are
stable even though they are not (local) minima.

Section II is devoted to general remarks about
stability, which are then exemplified in a toy mod-
el that provides a simple setting for some of the
features of Yang-Mills theory. In Sec. III, we
review the solutions which we then analyze in Sec.
IV. Stability is established for weak external
sources. When the source is sufficiently strong
to produce a bifurcation, a zero-eigenvalue mode
is present in the stability equations. The stability
behavior near the bifurcation is analyzed in terms
of this mode and is related to the stability proper-
ties at the bifurcation point. Various technical
computations comprise the Appendices.

II. STABILITY IN DYNAMICAL SYSTEMS
A. Definition of stability
Consider a time-translation-invariant system

whose equations of motion for the 2N dynamical

21

variables P, and Q,, #=1,...,N, can be obtained
from a Hamiltonian H(P,®), which is also the
conserved energy,

Pn——TQn_,
Q . BH(PyQ) (2'1)
" ap,

A static solution, one for which P and  vanish, is
a critical point of H, and vice versa, stationary
points of the energy define static solutions. (An
overdot means differentiation with respect to
time.)

A natural question with which we shall concern
ourselves here is whether or not a static solution
{P,Q} is stable. By “stable” one means that
if initial data are given to be {P®) +56P, Q" +6Q},
where 8P and 6Q are “small” quantities, then the
subsequent time evolution keeps the solution “near”
the static configurations. In order to convert the
above qualitative notion to a well-posed definition,
we shall take stability as the requirement that the
equations of motion for 6P and 6@, when linearized
about the static solution, do not yield exponential
growth in time. In other words, for stable motion

the small quantities {6P, 6Q} fluctuate harmonic-

ally in time with real frequency, while complex
frequencies signal instability.

The above criterion for stability is also in ac-
cord with quantum-mechanical ideas, The first
quantum correction to the energy of a state in-
volves the fluctuation frequencies. That quantity
must be real for the state to be quantum-mech-
anically stable.

Note that growth with time of the fluctuations
smaller than exponential, say polynomial, is not
a sign of instability, In such a circumstance, the
eigenfrequencies are degenerate, but still real,
and the quantal energy remains real. We shall not
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discuss the very difficult problem of the relation-
ship between stability in the small fluctuations
and true global stability. No general analysis ex-
ists, and the question continues to be the subject
of mathematical research.’

B. Conditions for stability

An intuitively appealing idea is that stability
should be connected with energy minima; and it
is widely assumed by contemporary physicists
that a static solution, which necessarily is a
stationary point, also is a (local) minimum
when the solution is stable. More precisely,
the minimality condition is the requirement
that only non-negative eigenvalues occur for
the quadratic Hamiltonian matrix, 3¢, defined by
expanding H(P, Q) about {P*’,Q’} and retaining
quadratic terms in {GP, GQ} (linear terms vanish
since the expansion is about a critical point):

H(P,Q)=H(P®,Q) + 6P, T, 6P,
+6P Gy 0Q 1 +30Q, V,yn 6Q  + + + ¢

=HP®,Q®) +3 XX ++ -+, (2.2)
T G 0P
() (5) e
G vJ 5Q
det(3¢ -AI)=0=1=0, (2.4)

In (2.2) we make use of the summation convention
and the tilde indicates transposition.

In fact minimality is a sufficient condition for
stability—a result, known as Dirichlet’s theorem,
which will become apparent below—but by no
means is it a necessity. Indeed there are fam-
iliar physical systems (tops, gyroscopes, plane-
tary configurations) which are stable, even though
their energy is not locally minimal, To derive a
more general condition, we expand (2.1) around its
static solution and find

1

X =inX, (2.5)
_[o _a] 0.9
i o0 ) :

By making a monochromatic Ansatz for X,
X =e 0ty (2.7)

we recognize the (constant) x as simplectic eigen-
vectors of 3¢ with simplectic eigenvalue w:

3€x=wnx‘. (2.8)

It is clear that our definition of stability requires
the w’s be real; this is known as Liapunov’s the-
orem®:

det(3¢ —wn) =0=w real. (2.9)
The point is that (2.9) is in general different from

(2.4) and can be satisfied when (2.4) fails.
If (2.8) is premultiplied by x*, where the dagger
indicates transposition and complex conjugation,

xt3e x =wxtnx, (2.10)

we see that the left-hand side is real, 3¢ being real
symmetric, hence Hermitian, Also xt7nx is real
since 1 is Hermitian, and we conclude that w can
fail to be real only when x¥3¢ x and x*nx vanish.

So when ¥ is positive definite, w is real and Dir-
ichlet’s theorem is established: Minimality implies
stability. The more general situation reflects the
possibility that w may be real without 3¢ being
positive definite.

One may consider 1 as a metric on the vector
space of the x’s. Then (2.8) is the condition that
x%3¢ x be stationary against variations of x which
preserve the simplectic length xtnx, Instability
can occur only when there are zero-length sim-
plectic eigenvectors of J¢. The simplectic eigen-
value equation in (2.9) is relevant to the program
of diagonalizing by simplectic matrices, just as
the corresponding equation in (2.4) arises when
diagonalizing with orthogonal matrices.- (A matrix
M is simplectic when MnM =1.)

Conditions (2.4) and (2.9) are clearly different,
and no simple relationship exists between the two
in the general case, In practice, we can special-
ize somewhat. Firstly, the kinetic-energy matrix
T in (2.2) and (2.3) is taken to be positive definite;
with an appropriate definition of coordinates, we
may choose it to be the identity. Secondly, the
off-diagonal matrix G arising from mixed p-q
terms in the Hamiltonian, which are frequently
called gyroscopic or Coriolis terms, is always
antisymmetric, when the theory is derivable from
a Lagrangian., The reason is that any symmetric
piece in such velocity-dependent forces corre-
sponds to a total time derivative in the Lagrangian
and may be dropped. Thus we are led to a simpler
form for 3C,

e = ,
-GV

G=-G, V=V.

(2.11)

With this 3C, the simplectic eigenvalue problem
(2.8) reduces to

[(w+G)(iw+G) +V]6Q =0, (2.12)
and the stability condition (2.9) becomes
det(2iwG +G2 +V — w?[) =0=w real. (2.13)

To bring out the difference from the minimality
condition (2.4), we first recognize that positivity
of 3¢ is entirely equivalent to positivity of M3CM,
with
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M=[I"G], MC}CM=[[ 0 ]
0 I 0 G*+V

Then (2.4) becomes equivalent to

det(G2+V =AI)=0=1=>0, (2.14)

This is analogous to (2.13), but an obvious differ-
ence exists when G is present. In the absence of
gyroscopic forces, the two conditions coincide:

w? may be identified with A, and instability occurs
only for imaginary w. In the presence of gyro-
scopic terms, there may occur stable, static solu-
tions which do not minimize the energy, while in-
stability can exist with complex w. When J3C is as
in (2.11), the condition for instability, x*nx=0, is
equivalent to

. 0QxG,,0Q
Rew = nJnm_¥m
w=1 5Qx0Q,

We shall use the phrase “gyroscopic stability”
when we make a distinction with the more familiar
“energetic stability.,” A hint for gyroscopic sta-
bility occurs when we can find arbitrarily close to
a static solution harmonic fluctuations that lower
the energy. As we shall show, such solutions exist
in the Yang-Mills theory. Instability would be in-
dicated when there are, arbitrarily close to the
static solution, time-dependent solutions which de-
crease the energy and grow exponentially in time,

To conclude our review of stability theory, let
us remark that although we discussed Dirichlet’s
sufficient condition in terms of the energy constant
of motion, a similar criterion can be formulated
by reference to other constants of motion. This
generalization is useful when analyzirig solutions
invariant with respect to the symmetry transfor-
mation which is associated with the constant in
question,!

(2.15)

C. Example

The above remarks are well illustrated by the
following Hamiltonian':

H=3{P?+P,%) +g(P.Q, -P.Q,) +$9%Q,* +Q,?),
£>0, ©=0, (2.16)

(A physical realization is the motion of a symme-
tric top, with @,, @, being the direction cosines
for the axis of symmetry relative to two ortho-
gonal horizontal axes. The angular momentum
along the symmetry axis is 2g, and g% -Q?® is the
potential energy of the center of mass. The sym-
metric moments of inertia are set equal to unity.)
Vanishing P, and @,, the origin in phase space,
provide a static solution, while (2.16) is the quad-
ratic Hamiltonian which determines stability. Ap-
plying the minimality test (2.14), we find that the

origin is a minimum of the energy only when =g,
However, the stability criterion (2.13) is always
fulfilled since the four frequencies are w=+g+Q.
(In this -example the motion is stable in the ab-
sence of gyroscopic terms. This is not a general
condition for gyroscopic stability; gyroscopic
terms can stabilize an otherwise unstable con-
figuration.) For Q+0, the solution to the fluctu-
ation equations is

Q,=a,cos(Q +g)t+a,sin(@ +g)¢t

+azcos(Q -g) t+a,sinl@ -g)t,
(2.17)
Q,=-a,sin(Q +g) t+a,cos(Q +g)t

+a,8in(Q ~ g) ¢t —a, cos(Q - g)t,
with energy
E=0(a’+a,2)Q +g) +Q(a’+a,)(Q -g). (2.18)

For Q>g this is positive, confirming that the van-
ishing energy of the static solution is minimal.
However, when g >, the energy can be lowered
below zero without loss of stability.

When © =0, the frequencies are pairwise de-
generate and the solution becomes

Q,=a,cosgt+a,singt-b, gt singt+b,gt cosgt,
Q,=-a,singt+a,cosgt—-b, gt cosgt-b,gtsingt.
(2.19)

The energy can again be lowered below zero,

é’=§g2[(al+b1)2+(ﬂz+bz)2 "alz-azz] . (2.20)

Note that the degeneracy of the frequencies pro-
duces in the fluctuations a linear rise with £.
Nevertheless, we consider them to be stable.

It is also interesting to examine the quantum-
mechanical version of (2.16). (We do not here
take the variables {P,,Q,} to be angular, but
rather Cartesian.) The Hamiltonian is recognized
to be a two-dimensional harmonic oscillator aug-
mented by gM, where M is the angular momentum
with eigenvalues Zm, m =0,+1,.... The har-
monic-oscillator ground state has energy 7, and
since m =0 this is also an energy eigenvalue of H.
The first excited state of the oscillator has energy
279 and is doubly degenerate; m =1, ~1. Hence
the energy eigenvalues of H are 77(2Q +g). When
g >, the state with m = -1 has lower energy than
the harmonic-oscillator ground state. The quantal
ground state is not the one with maximal symme-
try (corresponding to the static classical solution)
but rather one with nonvanishing angular momen-
tum (corresponding to a time-dependent classical
solution).

When © =0, the motion becomes essentially free;
it is unbounded, but entirely stable.
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III. YANG-MILLS FIELDS

We list here some finite-energy solutions to the
Yang-Mills equations with sources:

DHF‘“J:GUOp, °
FHV=pHAY VAR +[AV, AV]

Ei=Fio (3.1)

Bi - _%eikojk,
D,=0,+[A4,, ].

[We study the SU(2) theory with coupling strength
scaled to unity and use interchangeably component
notation and anti-Hermitian matrix notation, e.g.,
Pa, @a=1,2,3; p=p,0%/2i, ¢%="Pauli matrices.]
The source, assumed extended, is a given time-
independent function, 8, p=0. The covariant con-
servation law for the source is reduced to

[A° p]=0, (3.2a)
or in component notation
eabcAgpc=09 (3.2b)

which means that in a solution the time component
of the vector potential always is parallel to the
source. The energy constant of motion is

=1 f dFE2+B8.7). (3.3)

For all solutions of concern to us this is finite;
consequently we do not discuss point sources.

Presentation of solutions is complicated by the
gauge covariance of (3.1): If A* solves the equa-
tions with source p, then the equations with a
gauge-rotated source p’

p'=U"pU (3.4a)

are solved by the gauge transformation of the
previous solution

A'F=UTAMU + U BT . (3.4b)

[Here U is an SU(2) matrix, i.e., a 2X2 unitary
matrix with unit determinant.] We shall take the
point of view that two solutions related by a gauge
transformation, as described above, represent the
same solution in different “gauge frames.” Fre-
quently we shall speak of an “Abelian gauge

frame” —one in which the source points in the -
third direction:

Pa=06,4. (3.5)

Of course, results for gauge-invariant quantities,
like the energy, are frame independent.

In addition to the above gauge covariance, there
exists also a gauge invariance with respect to
gauge transformations which leave the source un-

changed. From (3.2), we see that gauge transfor-
mations involving A° in the gauge function do not
affect the source. Thus it is always possible to
pass to the temporal gauge where A° vanishes,
without changing the gauge frame.

Solutions naturally fall into two classes: Those
that are present for arbitrary sources and those
that require a critical, nonvanishing source
strength., We list these in turn.

A. Sources with arbitrary strength

When a solution exists for arbitrary source
strength, it will in particular be present for weak
sources, where an expression for it can be given
perturbatively in the source strength. So that we
can speak of order of perturbation, we shall take
the source to be 0(Q), where @ is a convenient
scale of magnitude for the source.

Of course the most obvious solution is the static
Coulomb one, which is easily presented in the
Abelian gauge frame by an exact formula?:

Al=56,,0, (3.6a)

A,=0, -(3.6b)
-1

¢=<z4- (3.6c)

An alternative description, still in the same gauge

frame, is given by passing to the temporal gauge:
A%=0, (8.7a)
A,=0,,Vot. (3.7b)

The energy of this, according to (3.3), is the fam-
iliar Coulomb expression

-1
gc=%fq7§'q

1 (o 1
=-8—1r-fdrdr q(r)-[-_—f——_?‘-q(r ). (3.8)

Note that in the Abelian frame the solution van-
ishes with the source.

Another static solution is also known. It differs
from the Coulomb one by the property that in the
Abelian frame it does not vanish with the source;
rather it becomes a pure gauge,?®

At p_:oU'*a“U . (3.9)

A closed expression cannot be given; only a per-
turbative formula is available. Its most economic-

" al description is in the frame obtained by trans-

forming from the Abelian frame with the gauge
function U, occurring in (3.9):
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3
p’=UpU'1=U%-U"q, (3.10a)
A°=8 +0(Q%), (3.10b)
A= %[@,%]Jro(q)‘*), (3.10c)
-1
&= 50 (3.10d)

The primes remind that the solution is being pre-
sented in a gauge frame other than the Abelian one.
The gauge function U is not arbitrary but must be
chosen so that (3.2) is satisfied. It is a conse-
quence of that condition and of (3.10b) that we must

have
[®,VZ®]=0. (3.11)

The following is the temporal gauge equivalent to
(3.10):

A°=0, (3.12a)
1, 1
R=Vdt+ S+ [®, V@] + 0(Q?) (3.12b)
with an 0(Q) electric field
E'=_Vé - t[®, 8]+ 0(Q%, (3.12¢)
and an 0 (Q?) magnetic field
B'=VX[8,V®]+ 0@
[ ]+0(@, (3.124)

V' =V/V2. )
[The time dependence in (3.12) is, of course, a
consequence of the gauge choice, as comparison
with (3.10) shows.] In the primed frame, the
solution appears similar to the Coulomb one, (3.6)
or (3.7), except that the nonvanishing commutator
[@,3@] prevents the expressions from closing.
Hence we call the above a “non-Abelian Coulomb”
solution to contrast it with the “Abelian Coulomb”
solution of Eqs. (3.6) and (3.7). The energy of the
non-Abelian Coulomb solution also exhibits simi-
larities with the Abelian Coulomb case. The form-
ula to lowest order in @ follows from (3.3) and
(3.12¢),

-1
=3 /PZ?PZ"" 0(Q%Y)

=3 fdrd T pl(T) —= 1*,{p( )+ 0(QY.

(3.13)

A specific example of a non-Abelian Coulomb’
solution can be given when the source in the Abel-
ian frame is spherically symmetric,

Pa=043q(7). (3.14a)
One then verifies that (3.11) is satisfied with the

charge density in the radial frame;

p,=7%(r), (3.14b)

e., U is the gauge transformation which rotates
the third axis into the radial axis. A further in-
teresting feature is that the present solution car-
ries less energy than the corresponding Coulomb
one,?

é’——fdrd ;; q(¥) + 0(Q%) <8, .

’|
(3.14c)

In addition to the above static solutions, there
are also time-dependent ones that we shall want
to study. One family comprises a generalization
of the Abelian Coulomb solutions (3.6) and (3.7) in
that it possesses the same magnetic field, i.e., a
vanishing amount (this is a gauge-invariant prop-
erty):

B, =VXA, - }e,, A xAL=0. (3.15)

abe

Primes again are used as an indication that the
solution is being presented in a frame other than
the Abelian Coulomb one; see (3.19) below. It is
easy to see that all potentials satisfying the Yang-
Mills equations and (3.15) are characterized in the
gauge A’°=0 by conditions on the electric field,
which has to be static:

A= _E'¢, (3.16a)
E'=_vo, (3.16b)
[Vé, Ve]=0. (3.16¢)

According to Gauss’s law, the time-component of
Yang-Mills equations, the source which gives rise
to these solutions is related to & by Poisson’s
equation

v =_p’, (3.17)
The energy expression following from (3.3),
(3.16b), and (3.17) is of the Coulomb form:

8=1 [oi oo

S P TG e ——c (3.18)
8,” pa l-]? _?,‘ pa . .

For the problem at hand, we are not interested
in arbitrary configurations satisfying (3.16), but
only in those for which the source in (3.17) is
gauge equivalent to the source given in the Abelian
frame:

3
p’:UpU‘1=U%—U'1q. (3.19)
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In that case the solution can be presented in the
Abelian frame by gauge transforming with U,

A°=0, (3.20a)
K=-Et-U"VU, (3.20Db)
E=-U"'VaU. (3.20c)

To recapitulate, the solution for a given source
(3.5) is constructed by choosing a gauge function
U; computing p’ from (3.19); & from (3.17) and
finally the potentials from (3.16) or (3.20). When
(3.16c) is met, one has a time-dependent solution,
which can be viewed as a continuous deformation
of the static Abelian Coulomb solution, obtained
by a continuous development of 7to U. We shall
demonstrate in Sec. IV that the energy (3.18) of
this  time-dependent generalization can be lowered
by an arbitrary amount below the Coulomb value
(3.8).

One can show that in general these solutions are
_essentially time dependent—a time translation can
not be compensated by a gauge transformation.
The only member of the family for which the time
dependence can be absorbed in a gauge function is
the Coulomb one where U =1. (This and the pre-
vious assertions are proven in Appendix A.)

For a given source, there are as many members
of this family of solutions as there are gauge func-
tions U. A specific example can be given for the
radial source (3.14a),* ’

R,=-E t+6alv<ar Z‘p)
- 7 1 . d
Ea=-——§' F{6a351n<arzd—f>

+04 [1 - cos(arz%)]}, (3.21b)

(3.21a)

A

1
9=-<rd. (3.21c)
This is of the form (3.20) with
1 d(P
U= exp( 5 ar W) (3.21d)

Here q and ¢ depend only on #. The solution is
characterized by an arbitrary parameter @, which
when set to zero gives U =1 and the Abelian Cou-
lomb solution is regained. The energy is

8=811f dr 212 sin (g 1'2—2—;@->.

Just as the above generalizes in a well-defined
way the Abelian Coulomb solution into time-de-
pendent generalizations of the non-Abelian Cou-
lomb solution discussed in Eqs. (3.10)—(3.12).
The feature which characterizes the present fam-

(3.21e)

ily is that there exists a gauge in which the mag-
netic field coincides to O(Q?) with that of the non-
Abelian Coulomb solution, (3.12d). The time-
dependent solution is constructed perturbatively
as is its time-independent antecedent. Define the
0(Q) matrix @ by

P = 1p

(3.22)
We use double primes to distinguish this source
from p—the source in Abelian frame—and from

p’ —the source in the gauge transformed frame
where the non-Abelian Coulomb solution has a
simple perturbative expansion; see (3.10). We
are interested only in those p” that are gauge
transforms of p’,

pII=UplU-1' (3'23)
In the temporal gauge, our time-dependent solu-
tion is represented by

A"0=0, (3.24a)

Ar= V<I>t+(%t2 + %)([@, Ve] -V [®, v28])
+0(Q%).

One readily computes the electric field, which is

o0@),

-

Er=-Vo -t([®,V®] -

(3.24Db)

e, v®])+0(Q%).
(3.24c¢)

The magnetic field is indeed O(Q?) and has the
same static form as in (3.12d),

B =V"1x[®, V®]+0(Q%). (3.24d)
The energy, to lowest order in @, is
=1 -1 4
-2 pa Vzpa+O(Q)
fdrd” 0 *,‘ ——pr(F)+0(QY. (3.25)

In Sec. IV, we show that also the above energy can
lie below the corresponding energy of the static
solution (3.13) by an arbitrary amount.

In comparing this time-dependent solution to the
static non-Abelian Coulomb solution, we see that
the generalization does not require (3.11). Sim-
ilarly upon comparing with the time-dependent
generalization of the Abelian Coulomb solution
(3.16), we note that (3.24b) differs from (3.16a)
and (3.16b) in the term involving [, va]

—_Y' [®, v2®], which may also be written as
-ViX%, x'=€"*[9;®,0,®]. But according to
(38.16c) the vanishing of ¥ is precisely one of the
characteristics of that solution. So we may sum-
marize the four solutions by the following scheme.
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Given a static source, construct ¢ by solving
Poisson’s equation. Consider next the vector
C=[® V®]. If this is zero, one is dealing with
the static Abehan Coulomb case; otherwise con-
struct VXC and V- C. When the former vanishes,
(3.16c) is satisfied; one has the time-dependent
generalization of the Abelian Coulomb., When the
latter vanishes (3.11) is true; one is dealing with
the static non-Abelian Coulomb case. Finally
when none of the above happens, one can construct
the time-dependent generalization of the non-
Abelian Coulomb. The different possibilities arise
for different sources. We are interested only in
those differences in the sources which can be
achieved by gauge transformations. In each case,
in the temporal gauge

A°=
o, (3.26)
-1 1 1\> > —
A= [th+<2 t2+?>v><vxc],
and the energy has the form
fp vz P
o [azawo B ,pa(r) (3.27)

with p being the approprlate charge density in the
different solutions. This is exact for the Abelian
Coulomb and its time-dependent generalization,
while in the non-Abelian Coulomb case and time-
dependent generalization, (3.26) and (3.27) com-
prise the 0(Q?) contribution.

B. Sources with critical strength

When the source strength @ increases, the pre-
vious solutions continue to be present. For the
Abelian Couiomb, and its time-dependent general-
ization, there are closed expressions which hold
for arbitrary . For the non-Abelian Coulomb
with its time-dependent generalization, one must
calculate terms higher order in @; a tedious pro-
cedure with unknown convergence properties.
Alternatively one can do numerical computations.

Furthermore as @ increases, solutions appear
which require. a critical, minimal source strength
to support them. Very little is known about these,
and the numerical method is presently the only ef-
fective means of investigation. We review one
such example.?®

When the source is radially symmetric, as in
(3.14a), we have the spherically symmetric Abel-
ian Coulomb solution. Also by passing to the radi-
al frame (3.14b) we exhibit the perturbative non-
Abelian Coulomb solution. By iterating Egs. (3.10)
a few orders in @, it is found that the form of the
potentials remains within the following Ansatz:

=23 2epry, (3.282)
£=2X8 Liatryry -11. (3.28b)

Here 7, is a length scale. In this subsection we
shall always remain in the radial frame,

1.a

P, = —;()—S—q(r/ro) : (3.29)

hence primes on the potentials are dropped. We
postulate the above Ansatz for the complete static
solution and derive the following nonlinear differ-
ential equations:

n

(3.30a)

2 2
a? -1~
-a"+ —————— I~ a-o.

% (3.30D)

All functions depend only on x =7/7,, and the prime
indicates differentiation with respect to that vari-
able. Equation (3.30a) is what remains of Gauss’s
law, and (3.30b) is Ampére’s law, the spatial com-
ponents of the Yang-Mills equations (3.1). More
general radially symmetric Ansdtze can be given,
but it has been proven that static, radial solutions
necessarily fall into the above restrictions.® [We
emphasize that the Abelian Coulomb solution does
not lie within the above ansatz, and cannot be found
in the solutions to (3.30); in the radial frame, the
Abelian Coulomb solution is not radially symme-
tric.] Requiring that the energy be finite

8:472£wdx[(a’)2+ Y +3(F)2+ —xlz-fzaz]

(3.31)

—the above is the form that (3.3) takes within the
Ansatz (3.28) —imposes boundary conditions at the
origin and at infinity. At the origin the potentials
must vanish rapidly:- £(0)=0, a(0) =1, A%0) =0,
A(0)=0. At infinity two types of behavior are al-
lowed: Type I, where the potentials vanish as in
the origin; type II, where the vector potential
tends to a pure gauge a(»)=-1,

=—(iF - P)V(=ic- 7).

The type-I solution is the previously perturbative-
ly encountered non-Abelian Coulomb. The type II
is a new, nonperturbative solution.

Numerical computation confirms the above, with
the further surprise that type II comes in two
branches, once @ exceeds a critical magnitude.?
Figure 1 shows a plot of the energy versus source
strength for solutions with a §-shell charge den-
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FIG. 1. Energy, in units of 277/70, as a function of @
for a 6 -shell source of strength @. The curve C is the
Abelian Coulomb parabola. The curve I is the non-
Abelian Coulomb solution. Curves IIa and IIb are the
two branches of the bifurcating solution. The bifurca-
tion point occurs at @ =5.835. The plot is taken from
Ref. 3.

sity

(3.32)

2a

Po= : Qd(r - 7,).
The Coulomb parabola (which does not lie within
the Ansatz) is also exhibited for comparison. The
bifurcation point where the two type-II solutions
first occur is found numerically tobe at@ =5.835.
We shall call this type-II solution the “bifurcating
solution.”

IV. STABILITY ANALYSIS FOR YANG-MILLS THEORY

We turn now to the stability analysis of static
solutions for the Yang-Mills equations, and we
use the ideas sketched in Sec. II. There are two
ways in which the Yang-Mills field theory differs
from the simple Hamiltonian previously analyzed.
Firstly, rather than‘2N degrees of freedom, there
is now an infinite number. This causes matrices
to be replaced by differential operators, summa-
tions by integrations, etc., thus raising questions
of convergence and uniformity. We shall not con-
cern ourselves with this complication, even though
there will be occasion to refer to it in the course
of our development, Secondly, because one is-
dealing with a gauge theory, the Hamiltonian for-
mulation of the dynamics is not straightforward;
rather Gauss’s law must be viewed as a constraint.
For our purposes this complication may be handled
in the following manner.

We retain (3.3) as the Hamiltonian, identifying
—E with the canonical momentum, conjugate to
the canonical coordinate A,,, B being constructed
from the latter in the standard way. However the
variations of H =8, with respect to A and E
which are needed for obtaining the dynammal
equations are not unrestricted; they are con-
strained by the three relations that comprise
Gauss’s law. These constraints may be imple-
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mented with three Lagrange multipliers, which we
call A}, and unrestricted variations are performed
on ‘

8=6- [aF A%V B, - ook, Fo-p).  (4.1)

In this way the full Yang-Mills equations are re-
gained,

58 = = - -
0=—-——5=V"E, —-€,,.A,-E,-p (4.2a)
5A(; a abe b c a
(Gauss’s law constraint—time component of Yang-

Mills equations),

8, E,= =VX Bu_eabcAbec_Eab;:AgEc

oA
(Ampére’s law—spatial components of Yang-Mills
equations),

(4.2b)

a

(definition of E J. (4.2¢)

No equatlon is needed to determme the magnetlc
field since B is always V><A - zea,,cAbXA
The static equations emerge as conditions that
& be stationary when E and A are subject to
variations restricted by Gauss’s law (4. 2a).%°
Provided the constraint on the variations is taken
into account, we can apply the general theory of
Sec. IL

To determine the quadratic Hamiltonian, we set
R,~A® +0A,,E, -—ﬁ‘s’+61_f and expand §. With
the help of the static equations satisfied by
{6E 6K}, we find up to quadratic terms

8=+ [av((6E,)? + (6B,

- 8Ai(e*Me, , BY) 6A] +2E,- 0F,

+2€,, ASE, 0K, ] . (4.32)
Here 6B,=V X064, - €,,, A, X0A, and §© is the
energy of the static solution. In the above we have
suppressed the label (s) on the static background
field; this practice is followed henceforth. Note
that linear terms do not disappear, because as yet

the constraint (4.2a) has not been taken into ac-
count. Expanding that equation gives

v- 6 ,— €abe GK,,- EC— e,,,,cK,,- Gﬁc - €4pc GKb- 5§C=0 ,
(4.3b)
and use of this to reexpress the last term in (4.3a)
does eliminate linear terms, leaving
8§=8+}% fd?[(éﬁa)z ~20Ei €, ,, A2BA}
+(8B,)? - 8Ai(eiti e, BF)8AI ] .
(4.3c)
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Thus we see that the quadratic Hamiltonian matrix
is exactly of the form (2.11) with

G =0"¢,,, A%(F -F), (4.4a)
V=(e*mpn o ™ — e, B)O(T —1'). (4.4b)

In particular we observe the presence of gyro-
scopic terms (4.4a).

Derivation of small-fluctuation equations pro-
ceeds from the quadratic Hamiltonian as explained

in Sec. II—the vector X is now
J

( _5—E’a]

ok,

—except that the constraint of Gauss’s law for the

fluctuations must be satisfied. The latter is mere-
1y the condition (4.3b), taken without its last term

which is not needed in this order. The subsidiary

condition is implemented with a Lagrange multi-

plier, which we here call 8A%. Thus the effective
quadratic Hamiltonian is

H® = f d¥[3(0E,)? - 61 €,,, A20A! + 3(6B,)? — 364 (¢ ¢, BY) 6A!

—8A2(V-0E, —€,, A, OF, + €,

The fluctuation equations are

5H(2) - - - - - -
0=—m_€)—=v' Ea—ellc‘bAc'éEb'*‘eachc'éAb’
a

9, 0F, = =VXBB, = €05 A X 0B, — €0, B, X0A, + €

= 0K, - VoA +¢€

a= 5(5Eu) abcAb 6Ag_€abc

One may check directly that these are the lineari-
zation of (4.2) around a static background field.
When a monochromatic Ansaiz is made for the
time dependence, the above take the form of a
simplectic eigenvalue problem.

Before making use of Egs. (4.6) to analyze the
stability of the two static solutions described
in the previous section, we comment on their
properties. An integrability condition follows
from (4.6b). By taking the covariant divergence,
one finds that the infinitesimal version of (3.2b)
must be satisfied,

€ape 040D, =0. (4.7)

Also vice versa: (4.7) and the integrability con-
dition on (4.6b) imply, together with (4.6c); that
the covariant time derivative of the right-hand
side in (4.6a) vanishes.

Equations (4.6) possess a local gauge invari-
ance,

Gﬁa" 6§a = €abe Ebec ’ (4'83')
BAJ—~BA% ~23,0,~€,,. A7 0,, (4.8b)
6, 6K, +V0, — €450 Ay 0, . (4.8¢)

Here 6, is a local function which must be parallel
to the source,

€, be eb pc =0 . (4'8d)

Owing to the linearity of the equations, the finite
transformation and the infinitesimal are of the

acb

E,- 04,)]. (4.5)

(4.6a)

AYSE,, (4.6Db)

ach

E, 040 - ¢

AQBR . (4.6¢)

r

same form (4.8). The energy (4.5) of all config-
urations that satisfy Gauss’s law (4.6a) is gauge -
invariant., [There is also a gauge covariance to
the Egs. (4.6): A gauge transformation on the
background fields is compensated by a homogen-
eous gauge transformation on the fluctuating quan-
tities. We shall not make use of this property.]

It is clear from (4.7) and (4.8d) that the external
charge density defines a direction in group space
which we can call the “electromagnetic” direction,
while the orthogonal directions can be termed
“charged.” Thus A], 8AJ, 6,, and p, all lie in
the electromagnetic direction, and vanish in the
charged direction. This reduces the allowed
gauge transformations, in that the last term in
(4.8b) must vanish. Observe also that the gyro-
scopic term (4.4a) affects only the charged direc-
tion; the electromagnetic fluctuations are free of
gyroscopic terms.

It is possible to derive a gauge-invariant fluc-
tuation equation in the following way. The quantity

8,=0F, +€,,,A0A,

= -9, GKa __:l.)abGAg (4.9)

is gauge invariant with respect to the gauge trans-
formations (4.8). Then by taking a covariant time
derivative of (4.6b), we arrive after a set of steps
at

f‘D(z::bsogc—éc+:"“)zsz:Dbcx—éc_eachbx-éc:o‘ (4'10)
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[This is readily derived in the 8A°=0 gauge, which
can always be achieved with the transformation
(4.8b).]

Equation (4.10) is gauge invariant and involves
the unconstrained fluctuation variable €,. It is
remarkable that such an equation can be derived;
the possibility to do so is intimately linked with
the existence of an external charge density that
defines a direction with respect to which the small
fluctuations are constrained by (4.7).

With the monochromatic Ansatz

8, =e7ivt6Q,, (4.11)
(4.10) may be written as
[Gw+G)iw +G) +V]56Q =0, (4.12)

with G and V given by (4.4). We see that (4.12) is
precisely as in (2,12). This puts the Yang-Mills
model into the formalism described in Sec. II,
which we now apply to assess the stability of the
static solutions discussed in Sec. III.

A. Abelian Coulomb solution

For the Abelian Coulomb solution (3.5), the
small-oscillation equations are best presented
by introducing complex quantities in the charged
directions, 1 and 2,

1

"y (§1+iﬁz) ,

oF

- 1 - -
0A = "-ﬁ(AI +17 Az) 5 (4.13)

8=0F +ipoA .

Equation (4.10) in the electromagnetic direction,
that is direction 3, decouples completely,

8,28, +VXV X8, =0, (4.14)

while the equation in the charged directions simply
becomes

(8, +i0)?E +VXVXE=0,
» 1 (4.15)
¢=-v24-

The electromagnetic fluctuations are free; the
charged ones describe the motion of charged vec-
tor mesons in an external potential ¢.”

Detailed analysis of the equations can be per-
formed in frequency space. Note that the elec-
tromagnetic equation involves w?® as an eigenvalue
of a Hermitian operator, hence it is real. Only
the issue remains whether w? is positive or neg-
ative. In the charged equation there appears
(w-¢)? and w can be complex; it is not related to
the eigenvalue of a Hermitian operator. This dif-
ference merely reflects the fact previously re-

marked upon: In the charge-neutral, electromag-
netic direction there are no gyroscopic terms,
hence stability is equivalent to minimality. In the
charged direction, gyroscopic terms are pres-
ent; they are responsible for the more compli-
cated equation.

The electromagnetic fluctuations are obviously
stable. Those in the charged directions are stable
in the absence of the external potential and by con-
tinuity they remain stable for a sufficiently small
external potential.> As the external charge density
increases in strength, an instability is expected to
appear. This is not the instability of the Klein-
Gordon equation to an 1/7 (Coulomb) potential,
which has previously been remarked upon,® and
which is a consequence of the (presumably un-
physical) singularity at the origin which is absent
in our examples. Instead it is the instability of the
Klein-Gordon equation in a strong external poten-
tial.®

For the 5-shell source (3.32), the instability
sets in at @ =1.5. This number can be extracted
from Mandula’s calculations concerning a point
source.? Indeed in order to regulate the singular-
ity in the Coulomb potential, he replaced that ex-
pression by a 6-shell potential, with radius 7,.
The finite radius is a regulator, set to zero by
Mandula at the end, while we are concerned with
results for nonzero radius. The coincidence of the
0 -shell value for the magnitude of @ at the onset
of instability with that of the (limiting) point-source
value is a consequence of special scaling proper-
ties of the 6-shell source, and is not expected for
arbitrary sources. Nor does there seem to be any
transparent relation to the value of the critical
charge at the bifurcation,

In spite of stability for weak sources, we expect
as a consequence of the gyroscopic terms to find
modes which, though harmonic, lower the energy.
These can be readily exhibited, without passing to
frequency space. We remain with the first-order
equations (4.6), and seek a solution with 6B, =0.

In that case the charged portions of (4.6), with an
Abelian Coulomb solution as the background field,
reduce to

0=V-06E —-iVp- 54, (4.16a)

0=(5, +ig) 6E , (4.16b)

0K = —(3, +ip) 64, (4.16¢c)

5B=VX8A=0, (4.16d)
The solution of (4.16b) and (4.16c) is

0A =[8,(F) +ta,(¥)] exp[-ito(F)], (4.17a)

OF = —a,(F) exp [ -ito(F)] , (4.17p)

while (4.16a) and (4.16d) demand



436 R. JACKIW AND P. ROSSI 21

Vx3,=0, (4.18a)
a,XVg =0, (4.18b)
A, XV =i VXE,, (4.18c)
A, XV =iVXE,. (4.18d)

Owing to (4.18a) 4, is written as a gradient,
=vo. (4.19a)

Equations (4.18a) and (4.18c) show that the vector
quantities &, and i¢d, differ by a gradient of a
scalar, which together with (4.19a) means we
should set &, = -6 qu +VX where X is undeter-
mined. But (4.18d) requires that i V23X =6q; hence
we take

3,=-i6Ve —iV(6q). (4.19b)

Finally, to fulfill (4.18b), V™!(6¢) must be parallel
to —V>¢, which can be easily achieved, for example,
by setting 6g =V?F(¢), where F is an arbitrary
function. Thus Eqs. (4.16) can be satisfied in terms
of one arbitrary function.

The quadratic energy (4.5) is seen to be negative
(at least for sources which do not change sign—
actually this restriction can be removed; see be-
low):

5= [ 140 G ta0m - (1010 Th(0)

=____fd d"/ q(r q(r ) 19(—?)

-—» -»,]

-6(¥)|%<0.

(4.20)

This rather peculiar fluctuation gives evidence that
the Coulomb solution is gyroscopically stable since
the energy decreases below its Coulomb value.
Note, in particular, the linear growth with time,
which, however, does not produce instability. Be-
cause the frequency is position dependent, it is
not clear how to locate this mode among super-
positions of functions with definite frequency.
Nevertheless we have encountered it already. It
is merely the time-dependent generalization of
the Abelian Coulomb solution, discussed in Sec.
ITI, when the latter is brought arbitrarily close to
the static solution. To recognize this, let us
chose p’ in (3.19) to differ from the Abelian frame
charge density by an infinitesimal gauge trans-
formation,

P,=043q = €430, 4. (4.21a)
Here 0, is the gauge func{ion, taken without an
a=3 component, It follows from (3.17) that

1
©,=0,30 +€443 ?(9,, q, (4.21p)

and from (3.16)

i =6a33(pt+e”3—€‘1(9b q)t, (4.21¢)
E = _5a3v<p - €ab3 ( bq) (4.21d)
Vo XV (0,9)=0 (4.21e)

Next we make a gauge transformation, so as to
return the charge density (4.21a) into the Abelian
frame. Accordingly (3.20) takes the form

A°=0, (4.22a)
K, =04Vt +€,,.9 (0, @)t +€,,5 0,901 +V0,, (4.22b)
E,==0,V0 — €,V (6, 9) = €450,V . (4.22¢)

To effect a comparison with the expressions for
the small fluctuations, we pass out of the temporal
gauge; a formula gauge-equivalent to (4.22) is

Al=6,0, (4.23a)

R.=€,,5[ VU6, q) +6,Y¢] t cospt
-[VY6,q)+6,V¢] tsinpt
+V0,COSQL+€,,,V0,singt, (4.23b)

B, = —V0 4 — €556,V + V6, 9)] coset
+[6,Y9 +V7(6, q)] singt. (4.23c)

Equivalently, in the complex notation for the
charged direction, the above become identical to
(4.17) and (4.19),

8A={V0-i[6Vp +V(0g)]t}e ",
OF =4[V +V 1 (0q)] e,

(4.23d)
(4.23¢)

while (4.21¢) reproduces the requirement that
V-!(6q) be parallel to V.

Finally we may compare with the explicit time-
dependent solution presented in (3.21). Expanding
those formulas to first-order in @ and equating
with the expressions in (4.22) gives agreement with
6,=ar?d¢/dv,0,=0, Thus 6=(a/V2 )7r’d¢/dv, and
the energy 8 in (4.20) becomes evaluated to

m ® ! (get a¢ *
-Faz—/()‘ dr (’V )6<__——d7"> ’

which is always negative, regardless of the sign
of the source. This demonstrates explicitly that
the static Abelian Coulomb solution, when stable,
is only gyroscopically stable.

B. Non-Abelian Coulomb solution

The non-Abelian Coulomb solution, (3.10) and
(3.12), follows in many respects, at least for weak
sources, the behavior of the Abelian Coulomb so-
lution. The stability equations are now highly
coupled, and we have not solved them; see how-
ever Sec. IVD. Nevertheless, by continuity with
the sourceless problem one expects stability for
weak sources.? Moreover, one can show that this
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again must be an instance of gyroscopic stability,
since the energy is lowered by the time-dependent
generalization presented in (3.24), which can be
taken arbitrarily close to the non-Abelian Coulomb
solution. This is achieved by making p”, the
source for the time-dependent solution, to be an
infinitesimal gauge transformation of p’, the
source in the non-Abelian Coulomb solution. The
energy can then be computed from (3.25). The de-

]
fd TdT pli(F

- fdrdrp.,m\ Ip.,r')[e,, ) - 6,(¥)]

8——[drdrp,,

The first term is the O(Q?) non-Abelian Coulomb
energy. The second may also be written as

[ 78,0 €9, (D) 0,(5),

whence it is seen to vanish owing to (3.11). The
remaining two terms give the energy of the fluc-
tuation. Unlike (4.20), one cannot determine the
sign by inspection, but in Appendix B we show that
in the generic, spherically symmetric case the
terms are negative.

C. Bifurcating solution

The bifurcating solution, described in Sec. III B
where it is also called the type-II radial solution,
exists only for sufficiently strong sources. Con-
sequently, we have no closed-form expressions to
describe it; yet precisely because there is a bi-
furcation, we can say a considerable amount with-
out explicit computations. Consider first a solu-
tion to the static Yang-Mills equations—Eqs. (4.2)
with the left-hand side of (4.2b) and (4.2c) set to
zero—for a definite source p. Next imagine
changing the source slightly, p—p+0p, and
looking for a new static solution. If the new
solution is regularly related to the old one, the
increments in the Yang-Mills fields will satisfy
linear equations which are of the same form as
the fluctuation Eqs. (4.6) except that 5p occurs
in the left-hand side of (4.6a) and the left-hand
sides of (4.6b) and (4.6c) are zero. However, if
we are at the bifurcation point, it must be im-
possible to solve these equations, and this hap-
pens if the homogeneous system [left-hand side
zero in all Egs. (4.6)] has a nontrivial solution.

In this way we arrive at the important observa-
tion that at the bifurcation point the stability equa-

tions have a zero-eigenvalue mode, and vice versa:

A zero-eigenvalue mode is a hint for a bifurcation
(or generalizations thereof).

- ——fdrdr pL(T) 6,(F)

tails are the following. Set
p;’=(1—?12_9b Gb)p;_eabcgbpc- (4-24)

This ensures that p; is a gauge transformation of
p, taken through second order in 6, which lies only
in the charged direction,

0,(T) pi(T) =0. (4.25)
It now follows from (3.25) that the O(Q?) energy is

B *'l €440 Py (F') 0.(T)

R ‘pb(x")e( )+ 0(Q%). (4.26)

The zero-eigenvalue mode dominates the be-
havior of the solutions near the bifurcation, and
general properties of bifurcation phenomena allow
for the development of a rather detailed theory,
without using the explicitform of the solutions. We
present this here, butthediscussion is complicated
by a proliferation of equations and indices. We
therefore begin with an analysis of a simple, one-
component model, in order to exemplify the the-
ory. Then we state the results for the Yang-Mills
model, which follow in every respect the features
of the example.

Consider a nonlinear field equation for a field
&(¢,T) in the presence of an external, static source

p(¥),

(::z _v2><1> +U (@) =—p. (4.27)

Here U is a potential for the field, and the prime
indicates differentiation with respect to argument.
We suppose that a bifurcation occurs at p=p,. By
hypothesis p, supports a unique static solution
¢.(T). Correspondingly, there is a real, normal-
ized zero-eigenvalue mode y(T) in the small-fluc-
tuation equations,

=V, +U'(¢,) = =P, (4.282)
[-v*+U"(¢.)]y=0. (4.28b)

Let us now replace p by p, +€dp, where € is a
small parameter, chosen to be positive, which
systematizes the study of the theory around the
bifurcation point. It is then appropriate to expand
the static field ¢ according to

o=@, +€Y2ch+edp +- -+, (4.29)

with ¢ being a numerical factor which together
with 6¢ is to be determined. Expansion of (4.27)
shows that terms independent of € as well as those
of order €Y? vanish by virtue of (4.28). The order-
€ equation leaves
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[-V2+U" (9 )] 09 + 35U (9 4*==0p.  (4.30)

Equation (4,28b) implies a consistency condition on
(4.30),

1c2 fﬁU’” () 4= [aFyop. (4.31)

For subsequent use let us observe that U"” (¢, )4?
is also proportional to the y* term in the expansion
of the Lagrange density, evaluated at ¢,+%, in
powers of ¥, Calling that contribution £® (¢, +3),
we may rewrite (4.31) as

3¢2 fd?,em((pcw):[d?zpap. (4.32)

With generic 8p, the right-hand side of (4.32) is
nonvanishing. We shall further assume that the
integral in the left-hand side also is nonvanishing.
(This assumption is a prerequisite for the subse-

quent development, Although we have not checked '

its validity in our Yang-Mills application, the fact
that our analysis of the bifurcation is verified in
the explicit numerical results, see below, pro-
vides ana posteviori justification.) Thus (4.31)
determines both the magnitude of ¢ and the direc-
tion of the bifurcation,

2y =Jdfyoo
Jatu (o)

Obviously the functional sign of 6p must be such
that the right-hand is positive. [We seek real
solutions, hence ¢ in (4.29) must be real.] Two
solutions for ¢ are obtained,

c (4.33a)

/2

2 [atyop (4.33D)

C=i‘ id'f.Um((Pc) ll)3

and consequently (4.29) shows that ¢ bifurcates
around ¢.. Once the consistency condition (4.33)
is satisfied, (4.29) may be solved for 6¢.

The energy near the bifurcation point also is
readily determined. The energy of a static solu-
tion to (4.27) is

8= [aF[3(Vo) +U(p) +pg] . (4.342)

When this is differentiated with respect to € we

find )
88 _ f‘ﬁ"( 88 v0(T)
9€

oty 220 o a‘;%r)) (4.34D)

The first term on the right-hand side vanishes,
since a static solution stationarizes the energy,
while in the second term we use our assumed form
for ¢ and p. Thus we find

08 -
a—€=fdr(<pc+e”zcz,b+ <+ )bp, (4.34c)

é’=é’c+efd¥cp05p+%cewfd'fzpﬁp+--- .

(4.3449)

Since ¢ can take on two different signs according
to (4.33), the above shows that the energy bifur-
cates, with an energy difference rising as €2,

Finally we examine stability of the bifurcating
solutions. The oscillatory modes associated with
(4.27) satisfy

(4.35a)
(4.35Db)

We concentrate on the mode ¥,, which at the bi-
furcation point is the zero-eigenvalue mode,
¢=¢,.,%¥,=¢, and examine what happens immedi-
ately above the bifurcation, where we may set

(4.36a)
(4.36b)

=@ +e tVnt ¥
[-V2+U" (@) ]| ¥, = w,2 T, .

¢ =¢c+€1/20¢+ T,
Y, = +0¥,,

and take w,’ to be a small quantity, since in low-
est order it vanishes. Inserting (4.36) into (4.35Db)
gives, to first order in small quantities,

w2 =[-VZ+U" ((pcv)] 0¥, +ce’2U (@) 9?.  (4.37a)

Equation (4.28b) implies a consistency condition
on the above; this evaluates w,?
w2 =ce"? fd?U’” (o) B, (4.37b)

Again, since ¢ can have either sign, we see that
for one of the branches w,? is negative, hence
there is an instability. Comparison with (4.33a)
and (4.34d) shows that w,® has the opposite sign
from the energy difference. This means that it is
the upper branch which is unstable, while the
lower branch shares the stability properties of
the unique solution at the bifurcation point: If the
latter is stable (the zero-eigenvalue mode is the
lowest mode) so is the lower-branch solution; if
there is instability at the bifurcation point, (there
exist complex eigenfrequencies) it will persist in
the lower mode even beyond bifurcation point.

Before proceeding to the Yang-Mills problem,
let us remark that when gyroscopic terms are
present in the small-oscillation equation (they are
absent in the above example), the formula for w,®
is modified. It is sufficient to assume that the
gyroscopic terms enter as in (2.11) and that the
eigenvalue problem which replaces (4.35b) has the
form (2.12). It is then a straightforward applica-
tion of the expansion techniques exemplified above
to derive the following result:

a__ce€2(y|aw|)
B 1+4(Gz/)lW"|Gw> :

W, (4.38)
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The notation here is the following: W stands for
the combination V -GG =V +G?, where V is the
quadratic potential and G the gyroscopic term,
both evaluated with the solution at the bifurcation
point. [In the above scalar example V is U”(¢,).]
ce”?AW is the first-order change in W as the
background solution at the bifurcation point is

increased by ceY? times the zero-eigenvalue mode.

[In the above this is U”(¢, +ce” %) —U"(d,)
=ce2U"(¢,)y.] The bracket notation involves
taking matrix elements over whatever degrees of
freedom are appropriate. |y) is the zero-eigen-
value mode of W and |Gy) is that mode trans-
formed by the gyroscopic term. W™ is the inverse
of W, projected on the nonzero eigenmodes of W,
When operating on |Gy)y, W is well-defined since
that vector is orthogonal to |}), owing to the anti-
symmetry of G. Thus (4.38) differs from (4.37b)
- by the presence of the denominator; it is of course
assumed that the denominator does not vanish.

For the Yang-Mills theory, after repeating a
calculation which differs from the above merely
in that many degrees of freedom are involved,
one too finds that when the source p is replaced by
p +€dp, then the static solution above the bifurca-
tion point has an expansion as in (4.29),

Au=ag+€1/26611_‘;..- (4.39)

b

where a! is the static solution at the bifurcation
point, and @" is the normalized, zero-eigenvalue
small-oscillation mode. The constant c¢ is evalu-
ated up to sign by a formula like (4.32),

3¢? fd?‘£‘3’(aé‘+(2“)=—2tr fdf@"&p, (4.40)

with £©’ now signifying the expansion coefficient
in the Yang-Mills Lagrangian. Since & of Eq. (4.1)
provides for a variational derivation of the static
equations, the derivation of the bifurcation in the
energy goes through as in (4.34), and we find

&§=6, -v2tr(e fd?a26p+§ce3’2 fd?(i"ap)+'-- ]

(4.41)

Finally, the small-oscillation frequency above the
bifurcation point is evaluated from (4.38) with G
and V defined in (4.4).

The general theory here presented is verified by
the numerical results obtained by solving the dif-
ferential equations with the 6-shell source (3.32).%
Thus, as can already be seen from Fig. 1, the
mean energy rises linearly with (@ —Q_) above
the bifurcation point occurring at @ =Q., and a
detailed analysis shows that the energy difference
rises as (@ —Q,)¥? as predicted by (4.41). Simi-
larly, the functions a and f of Egs. (3.28) and

(3.30), given in Ref. 3, bifurcate with @ -@)?
validating (4.39). Accordingly the upper mode is
expected to be unstable, and the lower one follows
the stability properties of the bifurcation point.
We have not solved the small-oscillation equations
there, so we cannot report on the result. In the

’

_next subsection, a general discussion of the small-

oscillation equations is given.

D. Analysis of stability équations

While general considerations in subsections B
and C above provide much understanding of the
structure of the radially symmetric solutions,
detailed information about stability requires solv-
ing the small-fluctuation Eq. (4.10). This form-
idable task is simplified somewhat by using the
known Aznsatz for the background field, Eqs. (3.28);
but still the problem has remained intractable,
especially since we do not have closed-form anal-
ytic expressions for the potentials.

The radial symmetry of the background field al-
lows for separation of the equations according to
the total angular momentum

T=T+8+T,
where L is the orbital angular momentum, §, the
internal spin; and _f, the SU(2) rotation generator.
Entirely conventional, but extraordinarily tedious
expansion in terms of spherical harmonics results
in nine coupled ordinary differential equations.
For the J =0 fluctuations they are markedly differ-
ent from those with J# 0; the former leading to a
Hermitian problem, involving w? the latter re-
main with the simplectic problem which reflects
the full gyroscopic structure, involving both w?

‘and fw. Thus radial instability modes, if any,

have purely imaginary w; unstable modes with
higher angular momentum, if any, can have com-
plex w. This difference is understood by realizing
that the radial modes are necessarily charge-
neutral; hence according to our general discussion
they are not affected by gyroscopic terms.

So as not to lose a set of formulas that might
eventually prove useful, we reproduce here the
radial fluctuation equations, for which we make

" the following Ansatz:

el = eioipi P +(5%% = 779) P2, pipa
7 v a2

By standard manipulation the following set of equa-
tions is obtained:

2 2
"y 3a "g"'f

-@1 p (4.43a)

o1
@0, =w'Q, - 2iw 7 P2
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a®-1-f? a , 2da 2a
= 902+;,7e+ 72 6—73"6

-pz+
o) .1
=W, +2iw 7 s (4.43b)

2a° ’ P 2
e -2a¢,+2d p,=w’e .

(4.43c)

All quantities depend solely on 7, and the primes
signify differentiation with respect to that variable,
The three equations may be combined into an al-
ternative form as follows. Subtract half the deriv-
ative of (4.43c) from a times (4.43b) to get

—w?’+2w?a@, +4iw —{;acp1=0, (4.44)

which allows for the elimination of ¢,, when w#0

. 2a® 20 , 4% ( f —
—e"+ e+ ——e'+ — (7;(01) =w%, (4.45a)
" 30 — 1 +3f2 wf .,
-@Q1+ 72 i 1+7‘£—le =w2(p1- (4.45b)
This is equivalent to a Hermitian problem
Ly=w?, (4.46)
with
302 —1+3f? of
2, 0@ =2 +9f" A
. pot 72 7a pa
L=L'= .,
PO L i (f‘_> ’
2ap ra bt 72 23
(4.47)
1
zl) = ) @ . = .1_ _d_
e |” P ar
2a

It is interesting that for the type-II, bifurcating
solutions the operator L is singular owing to the
change in sign of @ as ¥ ranges from 0 to «,

The equation for the zero-eigenvalue modes is
most easily extracted from (4.43a), (4.43c), and
(4.44). Upon defining ¢, =iwda, ¢, (-a/r)df, we
find from (4.43c), when w?®=0

2 8 Of

o v’ (4.48)

e=—r

while (4.43a) and (4.44) become, respectively,

2 2
—(8a)” + 3a _21 =f ba - chf 6f=0, (4.49a) .
‘s a
2
(7Y + —3_%——-5f+ ‘iff 5a=0. (4.49b)

Equations (4.49) are just the deformations of (3.30).

This is as it should be: The zero-eigenvalue mode

is a deformation of the static equations.

The zero-eigenvalue mode arising from the oc-
currence of the bifurcation is necessarily radially
symmetric, since it is proportional to the differ-
enece of the two bifurcating solutions immediately
above the critical value of the source. Hence, that
mode will satisfy (4.49). An interesting application
of the formalism, as well as a check on our the-
ory, is to determine theoretically the bifurcation
point by inquiring what source strength supports
a zero-eigenvalue solution to (4.49). This problem
can be solved approximately and the result gives
the value of 5.892 to @ _;,.,,, Which is in excellent
agreement with the numerically determined 5.835.
Details of this computation are presented in Ap-

"pendix C.

V. CONCLUSION

Various static solutions to Yang-Mills theory
with static, extended but weak sources, do not
minimize the energy. This, however, is not a
sign of instability, rather gyroscopic terms are
present which stabilize the configuration. In this
way the Yang-Mills problem shares the physics
of a top.'® The time-dependent fluctuations which
are stable, yet lower the energy, can be explicitly
constructed.

The analogy with a top may be extended. In the
mechanical system, the gyroscopic forces stabil-
izing steady motion, which does not minimize the
energy, arise from the constraint of conservation
of angular momentum. In the field theory, the
gyroscopic terms also arise from the imposition
of constraints by Gauss’s law,

_eabcAb' Ec+v. Eazpa'

The left-hand side is the generator of local rota-
tions in group space; it is like a group-space ang-
ular momentum. (—€,,, K,, . ﬁc is analogous to
4XP.) In other words, a nonvanishing source
establishes at each point in ordinary space a non-
vanishing angular momentum in group space,
which then stabilizes configurations, which other-
wise would be unstable.

As the source strength increases, the Abelian
Coulomb solution destabilizes. It is not known
what happens to the non-Abelian Coulomb solution.
Also the bifurcating solution, present for sources
above a critical strength, gives rise to a zero

- eigenvalue mode at the critical source strength.

Above that point, the upper branch becomes un-
stable, the other retains the stability properties
of the bifurcation point. It is gratifying that such
detailed information can be obtained from general
considerations about bifurcations; the rather in-
tractable stability equations need not be solved.



21 STABILITY AND BIFURCATION IN YANG-MILLS THEORY . 441

A succinct formula for all the weak-source so-
lutions, both static and time dependent, has been
given in (3.26). .

Some further computations obviously suggest
themselves, especially for strong sources. But
the most pressing open question at the present
time concerns the relevance of these mathematical
investigations to the quantum physics of Yang-
Mills theory.
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APPENDIX A: ELECTRIC YANG-MILLS FIELDS

Properties of solutions to Yang-Mills equations
with B=0 are derived. Since vanishing B is a
gauge-invariant characteristic, we may work in a
special gauge, we chose A°=0. From Ampére’s
law, Eq. (4.2b), it follows that E is static, and
from the definition of E, Eq. (4.2c), we learn that
A is at most linear in the time t,

-

R,=-E,t+@,. (A1)
The B implied by (A1) is
ﬁazexéa - %eubcébxéc

—t(VXE, - €,,,G, E,)

- 3t%€,,.E,XE,. (A2)
If this is to vanish, individual terms in ¢ must
vanish, which means that @ is a pure gauge, and
can be removed by performing a static gauge
transformation which preserves the temporal

gauge. We describe the transformed quantities
with a primed notation, and thus find

A, =-Et, (A3)

B,=-tVXE, - 1%, B, ¥E.. (A4)

The vanishing of (A4) in turn implies that E’ is a
gradient of a scalar and that its different compo-
nents commute,

E=-Va, (A5)
[0, ®, 3;®]=0. (A6)

Equations (A3), (A5), and (A6) reproduce (3.16),
while (3.17) is just Gauss’s law, Eq. (4.2a).

Next we show that in general, the time depen-
dence in (A3) is not a gauge artifact. To prove
our assertion, let us assume the contrary; that a
time translation can be compensated by a gauge
transformation,

A7) =UAM(H)U + U 0N . (A7)

The temporal component of this equation requires
U to be independent of ¢, but depending on 7,

v=u(r), U((0)=I. (A8)

In view of (A3), the spatial components of (A7)
state

(t+T)E'=tU'E'U+ U VU, (A9a)
or equating poWers of £,

E'=U"EU, (A9D)

E'r=U0"vVU. (A9c)

Equation (A9c) shows that A’ is a pure gauge, as
it must be since B=0. Equations (A9a) and (A9¢)
combine into a condition on U,

UNt+7)VU(E+7) = U DU ™) VU@ U(T)
+U 1) VU(7), (A10a)
which implies that
U(t+7)=U(t)U(7),

A10b
U(t)=et4°, ( )

This defines a static A°. Thus from (A9) and (A10)
we conclude that if the time dependence is gauge
artifactual, as is assumed in (A7), then there ex-
ists a gauge such that the spatial components of
the potential vanish and the temporal component
is time independent. In this gauge, the electric
field is the negative gradient of A° and continues
to be static. Ampére’s law, with static quantities
and no magnetic field reduces to the condition that
€apcAJVAL=0, (A11)
which means that the direction in which A? points
in SU(2) space is constant in position space. This
can only happen for the Abelian Coulomb solution.
To summarize, the time dependence in the solu-
tion under discussion can be removed by a gauge
transformation only when the solution is the Abel-
ian Coulomb one. Otherwise the time dependence
is truly present. This is somewhat surprising
since the electric and magnetic fields are static
(the latter vanishes) and so is the energy density.
One may wonder how to construct a gauge-invar-
iant but time-dependent quantity. Of course, the
general answer involves the path-order noninte-
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grable phase factor, trP exp [fc AMz)dz,]."* How-
ever, a simpler object is available. Consider the
second covariant derivative of the electric field,

Eifk=9l o (A12a)

This transforms homogeneously under gauge trans-
formations and E¥*Ei''*" ig gauge invariant. To
recognize the time dependence, observe that the
first covariant derivative of E’ is static since
components of E’ commute with those of A= —E’ t,

EUr=_pt 5,ElF, (A12b)

But, A’ does not in general commute with V&,
and we encounter a linear time dependence,
Eik=3.3,El* — €, ELio;El* ¢ (A12c)
So this is yet another example of the phenomenon
characteristic of non-Abelian gauge theories: Elec-
tric and magnetic fields do not carry all the gauge-
invariant content of the model.

APPENDIX B: SIGN OF AN ENERGY CONTRIBUTION

We prove that for generic, radially symmetric charge distributions the last two terms in (4.26) can be-
come negative, so that § can be made smaller than the non-Abelian Coulomb energy, the first term on the

right-hand side of (4.26). Consider

T fdrdr p (T

0, is constrained to be orthogonal to the charge density,

0,(F) p(¥) =0.

P (68 = 6, + g [ aFaE 0, 0,)

pr(—f’) 0,(F). (B1)

(B2)

For notational clarity, we have dropped the prime on p. We wish to show that A =0. The first term on the

right-hand side of (B1) can be rewritten as

a7 [ AEAERL0 e ) (0,0 0,6 - 0,7 0,67)]

Thus

8= g [T o D0, 0,00 6] ¢

B '817 Tdf_f;q [04(F) pa(F)]16,(F) 6,(F)] - Té?

drdT’

We define a unit vector in the direction of the charge density, which is assumed not to vanish at finite 7,

P(T) =B,(F) ¢(F) .

A third vector completes the orthogonal set of 5, and 6,; it has the same length as 6,,

Na (_f) =€4pc 51;(?) 00(;) )
n*(¥) =6°(F) .

In terms of 7, (B3) becomes

=8r fdrdr’q(r) l 1

q(®) [B(F) po(F' )1y (F) 1y (F) -

L0010 0,6) ~p. ) 4(F)]
ldfd T 7P 6,8) = pu(E) 6,(7)]
x [ 0a(F) 6,(F) = py(F) 0,(F)] . (B3)
(B4)
(B5a)
(B5b)
a0 )] . (B6)

Thus far we have not used the spherical symmetry of the charge density. But now let us assert that

Ba(F)=7%, q(F)=q(r), (B7)
and expand the inverse Laplacian in terms of spherical harmonics,
A=%f dvdr'riy'2q(r) q(»') (fdQY,m(Q n3%(¥) fdQ’Y;*m(Q’)'T”"— fdQY,m(Q)na(?) fdﬂ’Y;*m(Q’)n,,(?))
(o]
-1 ° 7 pp2 pat 2 7 *1
=73 ./0- dvdv'viyv q(’}") q(’}’ )( 2(1‘) Z -——r—r 2Z+1 T’a "‘(‘r)n (1’,)) . (BB)
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In passing from the first to the second equality, we have made use of the formula

>Y,,.@) fdQ'Y;m(sz')ff'“ =5,, 7.
m
The quantity n,(f) has been expanded according to
14(E) = L0t (1Y, @),
Im

and 7. (r.) is the lesser (greater) of » and 7’.
may be performed,

[agnx@ =Tz ).
im
Thus the final result is

——f drdr'viv'?

(B9)

By virtue of (B9) the remaining angular integral in (B8)

En;"”‘(r [ ) - <T> ) " 2;;1 nf,’"(r’)]

= é—fwdrdr’rz r'2q(r) q(r") % Z{%[n;""‘(r) =¥ @) [nim () =ni" ()]
0 > Im

0 () nim () [1 - 27%(%)' i 1]} (B10)

The first term in the curly brackets is manifestly non-negative. The second does not have a definite
sign. But because the n!™ derive from largely arbitrary gauge functions 6,, they are at our disposal and

we can obviously arrange them so that the indefinite term is positive. We require n° =

3 T< 1-1
1—2:3@?) =0

0, then

When we do not have control over n¥'™(r)n’™(»'), we may arrange things so that only /=1 contributes, in
which case that quantity vanishes. For the 6-shell potential, all the radial integrals are evaluated at the

common shell radius 7,, and we get

= Qz xIm Im 3
- 6a ;na (7'0)71.1 (70)(1' 2l+1),

which is obviously positive when n3° =0.

APPENDIX C: DETERMINATION OF THE BIFURCATION
POINT

In this appendix we develop a crude computation-
al scheme for an g priori determination of the bi-
furcation point. The final answer agrees well with
the value found in the numerical solution. This
then is a useful check on our understanding of the
theory. Let us record the relevant Egs. (3.30),

n

(Cla)

2 . £2
E_;xlzia=o_ (C1b)

-a"+

A strength parameter @ for the source is explicit-
1y exhibited. The type-II (bifurcating) solutions
satisty (C1) with boundary conditions a!'(0) =1,
a'l(») = -1; and two distinct solutions are found
once @ is sufficiently large. The type-I (non-
Abelian Coulomb) solution satisfies (C1) with boun-

-
dary conditions a'(0) =1, a'()=1. One solution
exists for arbitrary @. For both types, f(0)=0,
f(©)=0. We set ourselves the task of determining
the minimum @ which supports the type-II solu-
tions.

As a first step, we show how the type-II solu-
tions can be approximately constructed from a
knowledge of the type-I pair {f',a’'} for a definite
®. A crude approximation to the type-II solution,
with the same @, is

TN ' (C22)
a, x<x
dl= { —c’lI x>ox0 . (C2b)

The pair {fl',al'} clearly has the correct boun-
dary conditions. It satisfies the differential equa-
tion (C1) everywhere except at x =x,. That point,
defined to be the zero of @', remains undeter-
mined. Another defect of (C2) is that one set of
functions is obtained, while the type-II solution has
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two branches.

In order to improve on the crudest, zeroth-order

approximation (C2), we write as a first approxi-
mation

=" -ar, (C3a)

1
H_{a —-Aa, x<x,
a, =

—-a' +Aa, x>x,, (C3b)

where Af and Aa are taken to be small. Substitut-
ing (C3) into (C1) and linearizing, we obtain first-
order equations for the small quantities,

—~(AF)"+ 2(?5:)2 Af+ ‘lfxlzaI Aa=0, (C4a)
” 3(a1)2 - 1 - (f[ )2 2aIfI _
~(Aa)"+ P Aa - o Af=0,
XF Xg. (C4b)

The equations are identical to those governing
the zero-eigenvalue mode (4.49). But the criteria
for accepting a solution to (C4) differ from those
applicable to (4.49). Clearly the boundary condi-
tions are the same: Both sets of functions vanish
at x=0 and ©. The difference emerges when we
impose the requirement that {f* a!*} be every-
where continuous, with a continuous first deriva-
tive. Atx=x° al® vanishes, by definition of x°.
Thus it follows that

al(x°) =aa(x?) =Aa(x°). (C5a)

The' continuity of derivatives requires

=0 a'(x°) —=Aa’ (x°) = - d‘aic" al(x°) +Ad' (x2),

AG(x2) = L5 a () 1 (), (C5b)
’ 0 d I (40 0

Aa’'(x2) = al(x°) — h(x°).

dx°

Here %% (x°) is a point slightly above (below) x°
and k(x°) is arbitrary. Thus the solutions to (C4)
are seen to be everywhere continuous, but their
first derivative possesses a discontinuity. [The
zero-eigenvalue mode which solves Egs. (4.49) is
continuous both in its value and in its first deriva-
tive.] '

The procedure for solving (C4) therefore is the
following. We take one solution which has the cor-
rect behavior at the origin, but not at infinity; and
another with correct behavior at infinity, but not
at the origin. The norms of these solutions are
obviously individually arbitrary and we choose
them so that (C5a) is satisfied. While this condi-

“tion can therefore always be met, the other con-
dition, (C5b), is nontrivial. It may be combined
with (C5a) into an equation free of irrelevant nor-
malization constants,

d Aa(x) _d Aa(x)
d—xlnm x:,g__a—lnm)_ ,:,g' (CG)

In general, Eq. (C6) cannot be satisfied for arbi-
trary x°. Thus it may be viewed as a determination
of x°, and when @ is varied this defines x° as a
function of @. For sufficiently large @, we expect
to find two values of x° for which (C6) can be met.
As @ is lowered, the two values of x° should ap-
proach each other, until at a critical value they
coalesce and for still lower @ there is no solution.
In this way two approximate type-II solutions are
constructed, they are of the form (C3) with de-
termined x°, and @ ., iS Obtained as the minimum
in a curve of @ versus x°,

In order to carry out this calculation explicitly,
we need to have the type-I solution as a function of
Q. Unfortunately this is lacking; we have only
perturbative formulas in . However, sincea
posteriori we expect @ yica DOt to be too large, we
may approximate these formulas with the contribu-
tion of lowest order in Q. Within this approxima-
tion, we find another pleasant feature: For the
6 -shell source the equations decouple and the so-
lutions are expressed in terms of known functions.
We now show this, but first we need to transform
(C4).

Define [ compare (4.48)]

e=-(5L), (CTa)
€,= —x(Af)”
=_ z(zl)z Af - 4f;“1 Aa. (C'Tb)

Equation (C4a) has been used to obtain the second
equality in (C'Tb). It follows from (C4b) and (C7b)
that

1\2 1y2 I
—(Aa)"+ 3(a) —9612’*'3(]:) Aa+—£jl—l—e’=0, (C8a)

while differentiation of (C7b) also gives
e’ ’ 2 4 1 ’
_<W> +ze —(xfTAa) =0. (C8b)

It is the set (C8), which is entirely equivalent to
(C4) for x+x,, that we shall approximate for small
Q. The approximation consists of retaining the
background potential in (C8) only through 0(Q).
Thus we set @' =1, and drop (f!)%. Equations (C8)
then reduce to [compare (4.46)]

2 f!
—(Aa)"+ ?Aa + 7e’=0 R (C9a)
: 1 ’
—e"+ -2—26 - (iAa) =0, (C9b)
x x

and the O(Q) backgroundfieldfor the 6-shell source is
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1
fix) =§a(x), (C10a)
x, x<1
a(x) = 1 (C10Db)
7, x>1

The fortunate circumstance is that ¢ is an inte-
grating factor. Equation (C9a) may be written as

d 1 d Q de _
QH?E?(OLACZ)*—Q E-d—x—o (Cll)

Therefore, it follows that

1

T (aAa)—Q—e +c, (C12)

where ¢ is a constant. Use of this result casts
(C9Db) into a decoupled equation,

—e"+ %—e - £Q%%e=%Qca’. (C13)

Analysis of this equation is then straightforward
and the minimum €, found by a numerical com-
putation is @ ., =5.892, in excellent agreement
with 5.835, the value from a direct solution of the
differential equations.
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Pisa, Italy.
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