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The decays X ~Ae v and:- —+Ae v are studied in a counter-spark-chamber experiment using

unpolarized hyperons from the BNL hyperon beam. A threshold Cerenkov counter identifies the electron.
From a sample of 119 reconstructed X ~Ae v events (including -5 background events), we find

(X ~Ae- v)/(X ~n~) = (0.63+0.10) X 10 ' and g~/g„= —0.32+0.30, g~M = —0.6+ 3.6 (with sign

convention of the Particle Data Group tables). We find Im(gi. /g„) = 0.2+0.7, consistent with time-reversal

invariance. From a sample of 14:- —+Ae v events (including —3.4 background events) we find

(:- ~Ae v)/(:" ~Am) =(0.30+0.14) X 10 '. We also searched for = ~ALLt, v and:- ~X ev and set

upper limits on these decays from our data.

I. INTRODUCTION

In this paper, the second (II) of a two-part
series describing experiments in the BNL hyperon
beam, we describe the results of our study of and
search for leptonic decay modes of Z and - hyper-
ons with a visible A- pm decay in the final state.
In I (Ref. 1) we describe the details of our appara-
tus and analysis as related to results on the nor-
mal Z -n7t and - —Ag modes. In II we describe
the apparatus, analysis, and results pertaining to
the rare leptonic decays.

To describe the decay A.- Blv, we use the ma-
trix element GL,„J„,where

(e Ir.(l +r.) l~)
W2

jp = (BIj, vector (~') + jp cxi~ (~') l~),

and q=P„—Ps (four-vector). In this analysis we

take q' =0 in the form-factor expansion, and set
second-class currents =0, keeping only vector

g~y„, axial-vector gAy„y„and tensor or weak
magnetism gw„o „,q,/m „terms

We then have

8'wM+ CP+P +PV@II CA~P~5

Our sign convention is that of Refs. 2, 3, and 4

and opposite to that of Refs. 5, 6, and 7; in our
sign convention g„/g» for n-Pev is positive. The
Cabibbo theory' predicts that

j~= j~(AS =0)cos8c,b+ j~(b S= 1)sinsc,b.

Thus the g~, gwM, and g„shown in the matrix
element above will include a factor of cos8c,b for
Z —Ae v and sin8cab for -" —Ae v. Since 6c» is
expected to be of order 0.23 from previous mea-

surements or from the phenomenological results of
some models, ' "& - Ae v is not sensitive to
I9c»,

' but - —Ae v, as a strangeness-changing
decay, is. The form factors g~ and g„are pre-
dicted for all hyperon leptonic decays from the
Cabibbo theory, and are shown for some cases of
interest in Table I. Once g~ and gA are known, the
matrix element can be integrated and the resulting
rate can be combined with the known particle life-
time to give a predicted branching ratio. A useful
compilation of the integrals of the phase-space
parts of the matrix elements, (i.e. , (Bly„ lA), etc. )
is given by Ref. 12. g~ is predicted to be zero for

—Ae v decay from the strong conserved-vector-
current (CVC) assumption, since an isospin-rais-
ing or -lowering operator will not connect the 'E

and the A states. Also, from CVC and SU, argu-
ments g~„/g„ for & —Ae v decay is predicted to

2 0
For the Z —Ae v and = - Ae v studies the

data from runs B and C, discussed in I were
used. Our sample of Z - Ae v (IIS candidates
with 5 expected background events) is larger than
the world sample that has been used for determin-
ing the branching ratio" ' and larger than that of
any other single experiment used in determining
the g»/g„ratio. "" Systematic errors (~14%)
are comparable to statistical errors (9.6%) for
the 5; —Ae v branching-ratio measurement, but
statistical errors dominate in the E - Ae v g„/g„,
gw„/g„measurements.

Our sample of —Ae v (14 events, with 3.4
expected background, including 1 possible event
from the process - —Z'ev) is larger than the
world sample from experiments" " in which

—Ae v and - - Z'ev have been separated.
Because of the large background and few events
we do not attempt a fit to g„/g» but present our
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TABI E I. Cabibbo prediction for matrix-element
forms.

Transition

cos~t

0

~ g/2
(2) Sin0&

~ i/2
(2 ) S in0|.-

(D+E) cosg&

~ i/2
(3) D cose~

(2) (F -D/'3)»n~c~ &/2

~ i/2
(2 ) {E+D) s in6&

experimentally measured Dalitz plot, together with
that expected for the background events and for the
Cabibbo prediction for = - Ae v. The error on
our results for - - Ae v is dominated by the small
statistics of our observed sample.

Our search for - —'Z ev lowers the upper limit"
for the decay by a factor of 3, to approximately
the Cabibbo prediction. Our search for - - Ap, v

lowers the observed branching ratio" by 30%, in
the direction expected from phase-space argu-
ments and the Cabibbo prediction.

Within our errors, we find no disagreements
with Cabibbo-theory predictions. In our study of
each decay mode we have the benefit of a large
data sample and of the = - Aw normal-decay cali-
bration studies described in paper I.

II. APPARATUS AND EXPERIMENTAL DETAILS
PECULIAR TO THE P-DECAY MODES

V'

A. Cerenkov counter

1. Construction and alignment

The incident beam and the =, Z, and A decay
products were measured by a spectrometer system
(Fig. I) described in detail in I. An air Cerenkov
counter (CZ, Fig. 2) located inside the first mag-
net in the two-magnet spectrometer tagged elec-
trons. This location ensures a large solid angle
for the low-momentum electrons expected from

—Ae v and - —Ae v. Thus we achieved good
detection efficiency over the Dalitz plot, but at the
cost of a spread in the effective source of the pho-
tons because of the bending of the electrons in the
magnet. We have checked, as described below,
that light-collection variations introduce no effic-
iency variations over the Dalitz plot, to within our
statistics.

The counter had four mirrors constructed from
0.4 cm lucite. Their dimensions were 30 cm
x 60 cm with radius of curvature about 125 cm.
The two left mirrors directed light to one photo-
tube (CL), and the two right mirrors directed light
onto the other phototube (CR). The tubes were
12.6-cm RCA 8854, having a gallium-phosphide
first dynode, which gives high electron multiplica-
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FIG. 1. Plan view of apparatus. CE is a Freon-12 threshold Cerenkov counter. Bl and B2 are small beam-defining
counters. V, a 0.5-m2 counter with a 6-cm2 hole, vetoes particles from some upstream decays. PR1 and PR2 define
a high-momentum proton trajectory CEtags ele. ctrons from P decays. The 72D18 magnet has fB d1 =140 MeV/c;
the 48D48 has fB'dl~ 450 MeV/c.
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FIG. 2. Plan view of CE, the electron Cerenkov
counter, placed between the front and middle clusters
of spark chambers. A typical electron trajectory, with
typical photons is shown. Photons hitting the right
mirror are directed to the right phototube, CR;g, &. Pho-
tons hitting the left mirror are directed to the left
phototube, CLe.f ~

tion. The tubes have a (118) spectral response ex-
tending down to 2200 A. The mirrors were front-
surfaced with aluminum and coated with magnesium
fluoride to prevent oxidation. We used cones con-
structed of aluminized mylar to funnel photons
from a 20-cm hole to the 12.6-cm photocathode.
The average efficiency of CE on high-P tracks,
monitored roughly continuously and carefully daily
through the efficiencies for beam m's, was mea-
sured to be 0.85 in run B and 0.94 in run C, the
data used in our P-decay studies.

The mirrors of CE were aligned with the aid of
a Monte Carlo computer program. Since om.

counter is located in a magnet, it is necessary to
include the bending of the electrons in the magnet-
ic field. Electron trajectories from Monte Carlo- Ae v events were traced (by computer)
through the magnet, and photons were created
along the electron paths at appropriate intervals.
These photons were then traced through their re-
flection at the mirrors and to the 20-cm collection
holes. In the alignment procedure a laser beam
simulated these typical incident photon traj ector ies
at the mirrors, and the mirrors were adjusted to
maximize the number of photon trajectories for
which light was collected. Typical photons have
also been created for electrons from our found
P-decay events. These photon distributions from
our detected electrons are consistent with the ex-
pected distributions. No gross spatial inefficienc-
ies in the Cerenkov-counter electron detection
are indicated.

We have estimated the efficiency of the counter,
using the manufacturer's data for .the quantum
efficiency of the tube as a function of wavelength.
Our calculated result is that a beam pion, which
is well above threshold, should yield approximate-
ly 7 photoelectrons, whereas we measure an in-
efficiency of 6%, indicating a yield of only 4 photo-
electrons. We attribute this difference to factors
such as variation in quantum efficiency. [In light-
emitting diode (LED) tests, we have found the
quantum efficiency to vary by a factor of 2 over
the surface of the photocathode. ] From our mea-
sured efficiency of 94% for beam pions, predicted
collection efficiencies for .- —Ae v and Z
—Ae v are (95+ 4)% and (92+ 5)%, respectively.

The above efficiency figures refer to the opera-
tion of the counter during run C. The correspon-
ding beam track efficiency for rum 8 was 85%.
The improvement in the efficiency resulted from
the re-alumi. nizing of the mirrors between the
two running periods. In our analysis, the CE ef-
ficiency for electrons in the P-decay modes is
taken to be the same as that for beam pions, con-
sistent with these results.

The Cerenkov counter was filled with air at
atmospheric pressure, and the Cerenkov threshold
corresponds to a y of =41 (5.7 GeV/c for pions,
0.02 GeV/c for electrons). Electrons which are
measurable in our spectrometer (&0.3 GeV/c)
are well above this threshold and pions from the
normal = and A decays are all less than 6 GeV/c.
Virtually no muons from decay with z —p, v are
above 5 GeV/c.

From a sample of about 10000 reconstructed
V

'E's, we measured the true Cerenkov threshold.
'8's are an ideal probe for this, because the pions
from Z- rgb have a momentum range extending
both above and below the expected Cerenkov
threshold. Since the electronic threshold for the
discriminators for this counter was set well below
the pulse height corresponding to one photoelec-
tron, we expect the inefficiency to be

1 —g=e

in which (jV,) =K'sin'(8) is the mean number of
photoelectrons produced at the photomultiplier
tube, K' is a constant which depends upon our de-
tector, and 8 is the Cerenkov angle cos(8) = cjvn.
Then the inefficiency is

I

-a~a-(m/J )2j

in which A=K /n' and B=n' —1, and m and P are
the mass and momentum of the particle. Figure 3
is a plot of inefficiency versus 1/P' for pions from
'5 -np, together with the beam-pion result. The
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phototubes, has n —1=2.94x 10 ', consistent with
our measurements.
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FIG. 3. Electron Cerenkov-counter (CE) inefficiency
{1-e) plotted versus 1/P where p is the momentum of
the test particles in GeV. The relationship expected is
1 —e=e " ~I& ~. The straight line is drawn by eye.
The physical significance of the constants a and b, read
from the graph, is discussed in the text.

inefficiency has been corrected for a.6/p background
below thr eshold.

The line in Fig. 3 was drawn by eye. The 100%%up-

inefficiency point gives a pion threshold momentum
of 5.74+ 0.06 GeV/c, corresponding to an index of
refraction yg —1 =(2.97+0.1)x10'. Air at 20'C and

wavelength =2800 A, typical of the response of our

Figure 4 shows time distributions for pulses
from the counter CE, relative to the beam coin-
cidence pulse, for various classes of events. The
narrow peaks demonstrate an in-time signal, but

their width is greater than one expects from the
manufacturer's claimed single photoelectron tim-
ing width C2. 42 ns full width at half maximum

(FWHM)]. We attribute this to the variation of
the timing properties over the surface of the photo-
tube, and to small changes in the timing during
the experiment.

There was a small amount of in-time background
due to scintillation and other processes. Studying
low-momentum (below Cerenkov threshold) pions
from K decays provided an excellent test of back-
ground rates. Making the requirement that the
CE signal arrive in a 12 nsec interval, and the CE
position information be consistent with the mea-
sured position of the pion at the mirror, our total
in-time rate was (5.3 + 0.3)%. Looking at late times
from timing information gave an accidental rate
of (1.9+ 0.1)%%up. Subtracting, we have (3.4+ 0.3)%
net in-time rate above background (scintillation,
etc. ) for a single track.

Doing the same for a sample of reconstructed
- decays, for which all tracks are below Cerenkov
threshold, gave (6.6+ 0.3)%%up total in-time rate.
The accidental rate was (2.0+ 0.2)% per 12 nsec.
Subtracting gives (4.6+ 0.4)'%%up net in-time signal
above background. (One would expect the scintil-
lation rate for -/Z to be larger than one, since
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FIG. 4. Timing distributions, with respect to a beam counter, of signals in CE, the electron Cerenkov coun-
ter. {a) Beam pions in CLgff {b) Beam pions in CR;gh&. {c)Candidates from final Z" M v sample, CJefg. {d)
Candidates from final Z &e v sample, CR+hg.
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A's from the - decay may decay either upstream
or inside of the magnet. ) We find a ratio of (1.4
+ 0.5), which seems reasonable.

Using recent measurements on scintillation
yields in air of 4.3 photons /meter per particle"
and making rough estimates of the CE collection
efficiency for isotropically emitted light, we ex-
pect the probability for 8E to detect scintillation
light to be about 1% per track, comparable to our
measured value. Estimates have also been made

'V

for CE triggers from processes such as knock-on
electrons; these processes are expected to be
negligible compared to the scintillation process.

Event catego
Cger

CCM pp

Upstream decays

& or x processes
" processes

3 &1%

94%

1&%

7%

{Consistent with observed CE """/"""
trigger rates) 20%

TABLE H. ApproxiDlate compos ltlon ~ and P decay{"""' CE) triggers.

8. y detector

The y detector used in this experiment to search
for the decay mode = —Z'e v was a steel-plate
optical spark chamber located downstream of the
rear cluster of magnetostrictive spark chambers
and centered on the beam line. The chamber con-
sisted of 64 gaps separated by steel plates 1.6
mm (0.086 radiation lengths) thick. lt has a cross-
sectional area of 1.2 mx 1.2 m, and it was photo-
graphed in 90' stereo. The chamber arid its char-
acteristics are described in detail in the report
of a previous experiment in which it was used with
essentially the same optical system. " Since the
optical system was completely independent of the
rest of the experiment, we accepted data for the
electronic portion of the experiment even if the
optical system developed problems. Also a noise
problem existed in the electronics which recorded
the contents of the visual data box on magnetic
tape resulting in occasional destruction of the cor-
respondence between the electronic data and the
photographic records for these reasons. The total
efficiency for the optical portion of the experiment-
al data relative to the electronic portion was ap-
proximately 63%.

C. Triggers

Our triggering system is described in detail in
paper I. Briefly, a hyperon trigger is defined as
a track detected in our beam counters but with no
count in the beam-channel Cerenkov counter.
triggers are defined in our logic as a hyperon in
the beam channel plus counters PR1 and PR2 which
define a high-momentum trajectory typical of the
proton in A- Pm decay. These "-" triggers have
a high efficiency for -- Am events, form a nor-
malization for p decays, and allow us to study
kinematic discrimination against backgrounds.
About 25% of our raw data are from '™"triggers.

P-decay triggers ("-"
~ CE) form the bulk (=75%)

of our data sample. Most of our P-decay candi-
dates come from these triggers. A P-decay trig-

ger is nominally a hyperon (Z or -) decaying into
a A, plus another particle triggering the electron

'V

Cert:nkov counter. Because a number of processes
other than p decays may trigger CE, the singles
rate in the large volume counter is high, and the
CE requirement reduced "-"triggers by only a
factor of 4-5 (trigger rejection). However, as
discussed above, timing and position consistency

'V

requirements for the CE, signal reduce reconstruc-
ted cascades by a factor of 16 (final analysis CE
rejection).

For any hyperon trigger, roughly —', of the data
are from hyperon decays upstream of the fiducial
region. For events taken with a" -" trigger
which pass the fiducial region test, about —,

' are
from processes with incident Z or pion; these
often legitimately fire CE, but are effectively
removed in the pattern-recognition process. Ap-
proximate compositions of "-"and p-decay trig-
gers are given in Table II.

III. ANALYSIS METHODS

The pattern recognition of beam - A+negative
was carried out in the same way for the normal
Am decay and the leptonic Ae v decays. This pro-
cess is described in detail in paper I. Briefly,
the pattern-recognition process involves recogniz-
ing a high-momentum positive and combining it
with a negative trajectory to find a satisfactory
kinematic fit for a A. Found A's are tested with
other negative trajectories. Those A-negative
pairs which are geometrically consistent with the
sequence beam- A+negative; A- Pp are retained
as "A+negative" topologies for analysis of either
the Ag mode or the leptonic modes.

A. Monte Carlo studies

Particle decays of interest (- —Am, "-Ae v,
etc. ) were studied by our Monte Carlo process.
The decays were simulated, the decay products
were traced through the known geometry and
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boundaries of the apparatus, and fake-data tapes
of "measured" sparks generated. These "fake-
data tapes" were theri analyzed by the same pro-
grams as the real data. All decays are generated
in the center-of-mass system of the parent parti-
cle. For a three-body decay such as Z —Ae v

the momenta of two particles, the A and electron,
are chosen randomly inside the Dalitz-plot bound-
ary. The three particles lie in a plane in the
center of mass of the parent, due to conservation
of vector momentum. The orientation of the plane,
determined by the three Euler angles, is randomly
chosen. Each point on the Dalitz plot is assigned
a weight, either constant over the Dalitz plot or
based upon the value of ~M ~', the square of the
matrix element at that point, evaluated with
specific values of the form factors. The momen-
tum transformations and tracing through the ap-
paratus are performed as in the two-body decay.

Comparsions of the fake-data distributions with
real data give confidence in the analysis programs
and firmer understanding of the effects of the
selection criteria and measurement errors. The
fake-data analysis is used in the study of the form
factors in the Z - Ae v decay, as well as in de-
termining the efficiencies used in the branching-
ratio calculations for the - and the Z leptonic
decays.

ing is well fitted by the fake-data curve. The
horizontal component [b,P„shown in Fig. 5(c)] in
the plane of the magnetic bending is somewhat
narrower for the real data than for the fake-data
distribution, while the component along the beam
line [bP„, shown in 5(a)] is somewhat narrower
for the fake-data analysis than for the Monte
Carlo events. Figure 6 is the square of the
"missing four-momentum":

M»' = (Eb ~- E~ —E.eg)' —l~p I'

For normal, - - Am decays, properly interpre-
ted, M»' is zero (to within measuring errors).
Our real data agree with the Monte Carlo data,
indicating a resolution for Mx of approximately
0.004 GeV'.

Figure 7 shows the distribution of the kinetic
energies of the A and the pion in the center-of-
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(J~ l600

~ I 200
O
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C

400

B. :"~ Ag

Since the pattern recognition is similar, we have
studied the two-body = - Az in some detail to-
-gain confidence in the Monte Carlo simulation of
our detection efficiency, resolution, and biases.
This study was reported in large part in paper I.
However, in this section we discuss in detail
some tests of particular interest in the separation
of the p-decay modes from the large number of
background decays. For our comparison of A»
results with the fake-data Monte Carlo, we select
Av topology events from "=" triggers (no CE
required). There were 4462 of these from run B

' triggers, and 3718 from run C triggers for a
total of 8180. For each histogram we show, the
smooth curve is obtained from our Monte Carlo
fake data.

, Figure 5 shows the "momentum imba]. ance, " the
difference between the beam particle and A+ p
momentum. We define the imbalance as

&Pu ~- (&p+&~) .
For a p-decay event AP is the neutrino momentum.
For a normal decay AP should be zero. The
spread in the components of 4P is caused by mea-
surement errors. The vertical component [AP„,
shown in Fig; 5(b)] with almost no magnetic bend-

I I I I l & & & & I
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b)

I 200—

800—

LJJ
400—
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FIG. 5. 4P, the momentum inbalance between the
beam particle and the final state & m. , for 8180 normal

&7t" decays. (a) 4P„, the component along the
beam. (b) hP„, the transverse component in the vertical
(nonbending) plane of the spectrometer magnets. (c)
4P», the transverse component in the horizontal (bend-
ing) plane of the spectrometer magnets.
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FIG. 6. I&, the missing mass squared: ("—A —x),
for 8180 normal " A m decays.

mass system for =- Ag. We expect the kinetic
energies to peak at TA=8. 6 MeV, and 7', =57.3
MeV. Again the fake (or Monte Carlo) data are
consistent mith our results.

The next two figures emphasize the kinematic
overlap between the - —Am decays and = —Ae v,- Ae p. Without the 20-MeV Ap mass cut to
remove normal = decays, me mould be unable to
separate the decays kinematically at the required
level. Figure 8(a) shows the Daltz plot of =
- Av interpreted as Z —Ae v and Fig. 8(b) shows
the Dalitz plot of Am interpreted as- Ae v (i.e. , we assign the electron mass to the
negative track). For the = - Ae v the events peak
in one part of the Dalitz plot. Our 20-MeV mass
cut should eliminate much of this = —Ag back-
ground, but it will also deplete that part of the
Dalitz plot which is populated by these misinter-
preted events. For the Z —Ae p interpretation,
we see that about 8$~ of the Aw events are kine-
matically ambiguous with Z —Ae v (i.e. , lie
within the Z - Ae v Dalitz plot).

C. P-decay separation

2000—

i600—

I200-

BOO—
LLI

a)

To obtain a relatively clean sample of Z- Ae v and = —Ae v, we impose a series of kine-
matic and t."E consistency cuts. The cuts used
are the following.

(1) With the event treated as a Av final state,

(MA„- —1.321(&0.02 GeV/c'.

I I I I & & 1 & & I

4 B 12 I6 20
TA( Me v )

b)6000—

4000—

C

hJ

2000—

20 40 60 80 IOO

{MeV)

FIG. 7. Kinetic energy of the & and the pion in the"" center of mass, for 8180 - -Ax normal decays.
(a) Kinetic energy of the A.. (b) Kinetic energy of the
pion.

Theobservedl/30of - -Ayr topologiesbeyondthe
Ap mass cut include beta decays we seek, misrecon-
structed = -An events, and other potentialback-
ground events. Figure 9(a) showsM~, „for allbad
events, and Fig. 9(b) displays M~,„for all badly fitting- Aw topology events (i.e., (MA, - 1.321~&0.02
GeV/c').

(2) CE spatial and timing information must be
consistent with the electron trajectory. 96% of the
P-decay candidates survive these cuts, and this
reduces our - —Aw background from life to 6%
of the kinematic overlap.

(3) We assign a hyperon mass (.= or Z) to the
beam particle and an electron mass to the nega-
tive track, and calculate

M '=(Eb.~-&A —&8)' —I&pl' ~

We demand that M,' (for one of the two incident-
particle hypotheses) satisfy

tM„' I& 0.004 GeV'.

This criterion selects possible candidates for the
P-decay modes.

(4) We now assume M, =O and calculate

M„„'=(E,+E, +iAP()'-f „',
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FIG. 8. Monte Carlo results of generated Am"

decays, treated as (a) Z Ae v or (b) " Ae v.
T& and "T~ ", the kinetic energy for that pion inter-.
preted as an electron, are included, as well as their
correlations. The Dalitz-plot boundaries are shown on
the scatter plot for TJ„and "T~ "„The key to the sym-
bols in (a) is: o: &30 events; X: 30&No. of events &100;
Q: 100& No. of events & 150; and ~: & 150 events. The
key to the symbols in (b) is: o: & 30 events; X: 30 &No. of
events & 100; O: 100& No. of events & 200; and ~: &200
events.
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~Jpf ~
I I I I I I I

l. l 5 l.l9 I.23 l.27 l.3l l.35 l.39

M~e-& (GeV/c )

FIG 9 M+ —[(E&+E +E ) —-(pbc:,111) ] where
E = ~p&„~—pz —p ~, E is the energy of the electron
candidate interpreted as an electron, Ez is the energy
of the A, and Pb,~, P&, and P~ are the momenta of the
beam particle, A and "electron", respectively. Note
that Mz~-„ is independent of the mass of the beam par-
ticle. (a) 25 000 normal A ~ decays from both"- "and" " " CE triggers, the entire runs B and C
reconstructed A7t' sample. (b) M~-„ for the events in
(a) which satisfy P~ and opening angle cuts as well as
~ Mz~ ———1.321GeV/c

~
& 0.20 GeV/c, where M~t is the

effective mass of the A7t-. (c) M&~-„ for the events in
(b) which satisfy the final CE and M„' = (EbcMII-E~

2—Eg) —(Pbeam —Pp —P&) cuts and survive hand examin-
ation for consistent topology. The solid curve is the
prediction for background plus Z —Ae v, . -Ae v

events. The dashed curve represents expected back-
ground (from " Ag in the Z" —Ae v region and
from "" Am, Z Ae" v, and

"
Z ev in the "

Ae v region).

1.311&M~, „& 1.351 GeV/c'.

The = MA„cuts are chosen asymmetrically to
avoid backgrounds below the - mass. The mo-
mentum of the electron is also required to be
above 0.4 GeV/c'. Very few trajectories with
topology &0.3 GeV/c' will pass through the magnet
to the middle cluster of spark chambers, and
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FIG. 10. Data flow in the experiment.

some inefficiency is suspected for trajectories
with momentum between 0.3 and 0.4 GeV/c. After
removal of two recognized bad topology Z - Ae v

events and two = -Ae v events, these cuts leave
119 Z —Ae p and 14 = - Ae p. After removal of
recognized bad topology events, the final sample
is shown in Fig. 9(c). Figure 10 shows the data
flow.

%e have measured background to the P-decay
modes by looking at 8100 reconstructed - - Am

from 200000 "-"triggers (CE not required).
Twenty events pass the kinetic criteria for Z- Ae v of which ten have no 8E count. The ten
with a dE count are statistically consistent with
the number expected for this decay; the expected
number of good events missed due to measured
CE inefficiency on high-P tracks is expected to be
approximately equal to the number of real Am

events accepted by our selection criteria but with
false C'E counts. Only those events with no CZ
count are included as kinematic background. For
= - Ae v only 1 event simulates a P decay. This
event does not have a CE count and is taken as
indicative of the kinematic background. Combining
the observed kinematic rejection with the CE re-
jection of .~ and the )3-decay detection efficiency,
we estimate an experimental upper limit on all

forms of false BE background of about (1+ 1) of
the observed:- —Ae v sample and about (9*3)
of the final '8 —Ae v sample.

%e have also made Monte Carlo studies of
various background processes. Because of our
kinematic cuts and the small rates of the processes
themselves, A-Pe v and = —Ap, v give negligible
backgrounds. A major source of background is- A7I accompanied by a false CE; count. This
background may arise from mismeasurement or
multiple scattering of the tracks or from m- JLI, v

decay since a track assigned a wrorig momentum
may cause the event to simulate a P decay. The
background from the normal = - Am decay is
estimated from our fake-data = —Am analysis.
For the - —Ae v case we would expect 2.6 events,
which are recognizable as wrong topologies and
0.9 which could not be recognized as background.
This is consistent with our finding of 2 events with
recognizable wrong topologies in our = - Ae v

final sample. For the Z - Ae v case we expect
about 1 event which is recognizable as a wrong
topology and five events which could not be recog-
nized as background. This is consistent with our
finding of 2 events withrecognizablewrongtopology
in our final Z —Ae v sample. In the following
analysis we remove events recognized as wrong
topology events and consider background to be
from only unrecognizable background events.

There is also small background in the = —Ae v

sample from Z P decays (=1.3% of the Z P-decay
events within our 7 - Ae p cuts, or =1.5 events
in the = - Ae v sample). From the Cabibbo pre-
diction for - —Z e v we would expect about 1-
- Z'e v event to pass our analysis cuts. Table III
gives a summary of background processes and
their contribution to our leptonic samples. From
the numbers in Table III, we expect a total un-
recognized background of 3.4+1.7 events in-
—Ae p and 5+1.5 events in Z - Ae v. Thus,
after background subtraction, our final estimate
of true p-decay events in our cuts is

114+11Z - Ae v,

10.6+3.8 = - Ae v.

These Monte Carlo background estimates are con-
sistent with the experimental estimate described
above. The Monte Carlo Mz„distribution for
leptonic events plus background agrees well with
the MA, „distribution of our observed events. The
dashed curves in Fig. .9(c) show the result of the
Monte Carlo calculation for the background and the
solid curve is the expected M~„distribution for
the signal plus background.
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TABLE III. Approximate composition of reconstructed " Ax topology events from "
triggers, with CE and kinematic background estimates. The approximate fraction of events
in the final " Aev candidate sample can be found by multiplying contents of columns (A),
(8}, and (C); approximate fraction of events in the final ~ —Aev sample can be found by
multiplying contents of columns of (A), (8), and (D).

Process
(A)

No cuts

(B)
Fraction

of (A)
in CE
cuts

(C)
Fraction of

(A) in kinematic
cuts (" -«v)

(D)
Fraction of (A)

in kinematic
cuts (& -Ae v)

Bough breakdown=- -Acr
All backgrounds

97/p '
3' c

0.062
0.062

0
0.007 + 0.005

0
0.029 + 0.011

Misreconstructed " AYr

=---A7r
(Pattern errors)

Ax
p, v

0.062

0.062

0 02

-0.01

0 04

0.025

Other processes
Z ~Aev

~Agv
Pg ~A pv

A7r

0.25 Vo

-0.03%
&0.04 /o

0.9
0.9
0.062

0.003
0.29
0.06

0.31
&0.002

0.04

ev

pe v -0.07 1o

~0.008 /o

0.9 &0.003

0.10

&0.003

0.03

' Our data sample corresponds to 1.23&10~ effective reconstructed " —», without CE
cuts.

In the "Bough breakdown" category, events are classified as "™»~Avr" or "all back-
grounds" according to whether they pass or fail the criterion (mp„—1.321~&0.020 GeV/c . For
the processes in categories "misreconstructed " —A~ " and "other processes", no ~h„cut
is included in column (A), but the ~A„cpt is included with other kinematic cuts in column (C).

Exper imentally measured numbers.
Besults from Monte Carlo program calculations.' Before hand inspection and removal of bad topologies; recognized bad topologies have been

removed from other entries in this column.
Cabibbo predictions (Befs. 10 and 11).

IV. RESULTS

A. Z ~ Ae v and = -~ Ae v branching ratios

The Dalitz plot for the 119 events in our final
—Ae v sample is shown in Fig. ll along with

the Monte Carlo distribution normalized to 119
events. Figure 11(b) gives the efficiency for Z- Ae p detection over the Dalitz plot. In the
Monte Carlo calculation used for comparison with
these events, we have used both a uniform Dalitz
plot and g» jg„=0. Except for 7'A (and in Fig. 19,
A helicity) where both curves are given, the
curves are insensitive to the assumed form of
the matrix element. The Monte Carlo curves are
for events passing the same requirements as for
our data (good geometry, As mass 20 MeV beyond
1.321 GeV, (P, ~&0.4 GeV/c, and g„~'&0.004
GeV'). Most of the events are within the boundary,

and the spreading in T~ is explained by our reso-
lution. Figure 12(a) shows the laboratory momen-
ta of the observed A's and Fig. 12(b) shows the
laboratory momenta of the electrons in our final
Z - Ae v sample. The experimental data are in
reasonable agreement with the expected distribu-
tions.

The normal —Ag .decay is expected to be
coplanar because of momentum conservation. For
a P decay, the three "visible" particles, the beam
particle, the A, and the electron, are not neces-
sarily coplanar. The coplanarity angle is defined
as the angle between the two vectors:

A coplanar event has a coplanarity angle of 180'.
Figure 13(a) shows the coplanarity angle for the

normal decay and Fig. 13(b) shows the coplanarity
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FIG. 11. (a) Tz and T, distributions in the Z center
of mass, for Z —&e v candidates. Correlations over
the Dalitz plot are also shown. The solid lines drawn in
for T~ and Ta represent the fake-data prediction for
events generated with a uniform Dalitz plot. The dashed
line «r TJ, is the fake-data prediction for events gener-
ated with the Cabibbo prediction of gz ——0. On this scale,
the Cabibbo prediction for T~ is indistinguishable from
the uniform-Dalitz-plot T~ prediction. (b) Z —i~e v

detection efficiency over the Dalitz plot, for positive and
negative ~ helicity.

angle for Z - Ae v. Both the normal-decay co-
planarity distribution (sharply peaked at zero) and
the broader P-decay coplanarity distributions are
well reproduced by the Monte Carlo.

The distributions of the three components of LP
the measured neutrino momentum for 5 - Ae v,
= —Ae v) for these events are shown in Fig. 14.

Since there are only 14 events in our final sam-
ple of - - Ae v candidate, there is little statis-
tical value in comparing details of the distributions
with the corresponding Monte Carlo calculations.
In this case we have used g„/g» =0.2 (the Cabibbo
prediction) in the Monte Carlo. Figure 15(a)
shows the 14 events (with an estimated background
of 3.4.events) on a Dalitz plot. The distributions
expected for the background events and for back-
ground plus real data are shown in the curves for
TA and T,. Figure 15(b) indicates the efficiency
of event detection over the Dalitz plot.

To get the branching ratio = - Ae v/= - Av
we take the ratio of observed P decays to the total
number of equivalent normal decays, corrected
for detection efficiencies:

- Ae v (:- -Ae v),b, (l/es)(1/e )(I/B)
=- - Aw (=-- Aw)„.„(1/e„)(l/a)

O
~ 40

O

cA 20

LLj

0 10 2 0
Pe (GeV/c)

FIG. 12. (a) A momenta for the 119 final Z Ae v

events. (b) Electron momenta for the 119 final Z &e v

events; the cuts are discussed in detail in the text. The
0.4 GeV/c lower limit on P~ has been made; thus the
effective lower limit on the lowest P~ bin is 0.4 GeV/c.
For both (a) and (b) the solid curve is the prediction
for uniform Dalitz-plot efficiency. On this scale the
Cabibbo prediction is undistinguishable from the curve
drawn.

in which
(.- - Ae v),b, =(14+4) —(3.4+1.5) (subtraction

for - —Aw, Z —Ae v, - - Roe v background),
es=e»e»-—0.08; es/e„=0. 29+0.03,
e s, = geo metr ic detection efficiency for (=

-Ae ~)-0.52,
e8, =analysis detection efficiency for (- —Ae v)

-0.15,
&~ =+& efficiency =0.85 for run B, 0.94 for run

C,
II =(A- pv)/(A all) =0.84,
&n = &ni&n2 =

e„,=geometrical efficiency for (=- Av) -0.67,
e„,=analysis efficiency for (-- Av) -0.41.
The detection efficiencies e„„&~, es, were ob-

tained from Monte Carlo studies. The efficiency
&8 is not very sensitive to the exact value of the
form factors g~, g„, and g~M,

' changing the form
factors from pure Cabibbo prediction to uniform
Dalitz plot results in a change in &8 by less than
=10%. Our calculation is an average of a uniform-
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FIG. 13. (15, the coplanarity angle: (Pgeam Pp) (Pt,cam
x Pneg)/I Pb~~ x P~l I Pbeam xP~+ I=cosp. (a) The
8180 normal ."-A~ events. The solid curve is the
Monte Carlo prediction. (b) The final sample of 119 Z

Ae v candidates. The solid curve is the prediction
for uniform Dalitz-plot efficiency. On this scale the
Cabibbo prediction is indistinguishable from the curve
drawn.

Dalitz-plot and a Cabibbo-prediction result:
(" - Aw ), „;„,b, =No. of equivalent "-"triggers

x &„ where &„=0.046+0.003 is the fraction of"
trigger events reconstructed in analysis as = - Am,

No. of equivalent "-"triggers =No. of "="
triggers+[Rx (No. of "-" CE triggers)], where
9 = ratio of "-" to "-" CE triggers, monitored

continuously,
E'g = 0.85 for run B data, 0.94 for run C data,

4 5
No. of ".-" triggers =5.6x 10' (run B) +8.2 x 10~

(run C),
(No. of "=" CE triggers) x R =1.1815x 10' (run

11)+1.542x 10' (run C). The number of equivalent
- triggers x g~ is thus

[(1.237 x 10') x (0.85)]+ [(1.724 x 10') x (0.94) ]

=2.67 x 10'

Then, equivalent reconstructed - —Am events,
including Cerenkov-counter efficiency, = 2.67
x 10'x 0.046 =(1.23+ 0.08) x 10'. Our result for the
branching ratio then becomes

~ Jl.8 V (10.6 + 4.2)
—Av (0.29+ 0.03) x (1.23 + 0.08) x 10'

=(0.30+0.13)x 10 3.

LA 8—
th

C:
(U

LLI

- /
—0.040 -0.020 0 0.020 0.040

AP (GeV/c)

14 ~ P~ = +P= P ~earn Pp —P& for the final 119
Z &e v candidate sample. (a) The component along
the beam line; this is nearly the total neutrino momen-
tum and is labeled P„. (b) The component in the verti-
cal (transverse, nonbending) plane of the spectrometer.
(c) The component in the horizontal (transverse, non-
bending) plane of the spectrometer. The solid curves
are the Monte Carlo curves from the fake data and are
insensitive to the form factors. The Monte Carlo curve
for (a) is quite sensitive to the assumed apparatus resolu-
tion and the central beam momentum. The Monte Carlo
was tuned on the normal " —A7t decay.

The error is dominated by the statistical error in
the observed 14 candidates. '

The (Z - Ae v)/(Z -nv ) branching ratio is
calculated in a similar fashion. As with - —Ae p,
& 8 is not very sensitive to the form factors. We
assumed an average of the uniform Dalitz result
and the Cabibbo prediction in our result. In add-
ition, since we normalized to,- - Ap decays,
we must include the Zj- ratio to get the equi-
valent number of Z's.

For Z j- ratios, we use 47+ 5 for the down-
stream Al, O, data and 59+ 8 for the upstream Al
data. A weighted average yields 47.4, since 98.5/p

of the data was taken downstream Al, O, target.
We have- Ae v =(Z —Ae v),b,(1/es)(1/eo)(1/8),
Z -nv =(No. of equivalent "="triggers)

x (~/=)(e )(1/e„)(1/&),
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FIG. 15. (a) Dalitz plot for our final sample of 14
-&e v candidates. The dashed lines for T~, T,

indicate background from " —~m, Z A e v, and
—Z e v. The solid lines include the combination of

background and the signal expected, with our observed
ratio but the Cabibbo prediction of gz/g& —-0.2 for the
Dalitz-plot prediction. (b) Reconstructed distribution
of Monte Carlo - -Ae v events. The events were
generated uniformly over the Dalitz plot, and their
rather uniform final reconstructed distribution is an
indication of the relative uniformity and lack of bias in
detection over the Dalitz plot.

N, b, = (1,19 a 11)—(4.9+ 1.7) (background),
ps/e„= 0.31a 0.02,

Z Aev (114a 11.3)
Z-nm (1.23+0.08) x 10'(47.5+0.5)(0.31+0.02)

= (0.63 + 0.11)x 10 4.

These are our final values for the = - Ae v and
Z - Ae v branching ratios; they are consistent
with but supersede those in our preliminary re-
port. ' The largest changes in the present analy-
sis are (1) removal of events with P, &0.4 GeV/c
and (2) a more careful study of detection efficiency,
including complete analysis reconstruction of
Monte Carlo events. Our preliminary quoted
errors were statistical, with rough estimates of
systematic errors discussed in the text. The
errors quoted in this report include both statistical
and systematic errors (12/~ for - - Ae v and 14%

for Z - Ae v) added in quadrature. The detection
efficiency is not very dependent on the form fac-
tors. Since we normalize our two p-decay modes
to - - Am, the absolute Aw detection efficiency is
not necessary, but only the relative efficiency of
the P-decay modes to the normal - - Am mode.
These relative efficiencies are rather insensitive
(s10%) to form factors in the p decays or to small
changes in assumptions about spark-chamber mea-
surement resolution. The Z —Ae v normalization
error is larger than that for - —Ae v because of
inclusion of uncertainty in the Z/- ratio. For
? - Ae v, normalization and statistical errors
are comparable. For = - Ae v, the error quoted
is dominated by statistical fluctuations in the- Ae v events and in the background processes.

Our results for the branching ratios, after sub-
traction of our estimated background, are given in
Table IV. Previous counter experiments have not
separated = —Ae v from possible - —Z e v

events. The Z e v mode is expected to be about
v' of the Ae v mode (mostly from phase-space
considerations). Our kinematic cuts remove about
90/~ of any Zoe v mode from our final sample, re-
sulting in an estimated background from this pro-
cess of about 1 event. (e8/e„-0. 29 for - —Ae v,
but would be -0.1 for = - Z'e v. )

Table IV also shows the Cabibbo predictions
from recent fits."" For the Z - Ae v mode, we
are in good agreement with the Cabibbo prediction
and also in agreement with a compilation of recent
exper iments. For the - - Ae v decay, our value
is somewhat below but consistent with both the
Cabibbo theory prediction and previous experi-
ments.

The Z leptonic rate is

= 3 cos (gc~b)D pI'

in which p is the phase-space factor and I" is the
lifetime. %e see that this depends only weakly on
the Cabibbo angle (since Z - Ae v is a strange-
ness-conserving decay). Thus the agreement of
our branching ratio implies agreement with the
D value found in the Cabibbo fit, as well as the
SU3 assumptions of the theory.

The - - Ae v branching ratio, however, is
sensitive to a combination of F, D, and Cabibbo
angle, and the SU, structure:

= -', sin'(Hc, „)[p„+(F —D/3)'p„]Z'

in which p~ and p„are the phase-space factors.
Thus, agreement or disagreement with the pre-
dicted value does not clearly test any single param-
eter but rather the general coherence and consis-
tency of the theory and parameters.
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TABLE IV. Branching-ratio results.

Z Aev No. of events '
(Z Aev)/(Z gx )

This experiment
World
Cabibbo

119 (5)
180

(0.6S + 0.11)x10 '
(0.60+ 0.06) x10 4

0.64x10 4d

0.71x10 4

~Aev No. of events (" Aev)/( Az )

This experiment
World

Aev
~Aev, Z ev

Cabibbo
~Aev

Zoev

14 (S.4)

Gf

2s (6) g

(O.SO~ O.1S) x1O '

(0 7 + O. S) x10
(0.68 + 0.22) x10

0.49 x10-3d

0.46x10 3,
0 lox]0 3

0.08 x 10

Estimated background is in parentheses.
b References 17-20.' Reference 6.

Reference 10.
Reference 11. [Preliminary branching ratios from this experiment (Ref. 31) were in-

cluded as experimental input. ]
f References 21-27.
~ Reference 28.

g V ~gA g%M ~ gA

In determining g»/g„ for the Z - Ae v decay, we
again depend upon the technique of generating fake
events and following them through the analysis.
This allows us to study distortions, spreading,
and efficiency variations over the Dalitz plot.

A sample of fake Z - Ae v events was generated
uniformly over the Dalitz plot and followed care-
fully through the analysis. Comparison of the final
analysis (in the = c.m. } values for TA, T, and

(P ~ A} with the initial unspread values yields esti-
mates of distortions. We plot each fake event with
a weight proportional to ~decay matrix element ~'

evaluated with the unspread Tz, T, , (P'A) and a
trial g»/g„. Normalizing the fake sample to the
real data then allows us to compare our real data
(having removed the two recognizable background
events) to distributions expected for different
form-factor ratios (g»/g„, g~„/g„ratios, in prac-
tice). The Dalitz plot is divided into six bins, and
each bin is further subdivided into positive or
negative A helicity. [To compare with previous
analyses, we note that P ~ A in the, - c.m. =-P ~-
in the A c.m. = —p k, where k =(e + v)/ie + v

~

in the
A c.m. ] Using a y' method, the population of these
bins for the real data is then compared to the fake
data with the fake data weighted according to the
test matrix elements. Figure 16 shows the Dalitz-

ol 2WM

FIG. 16. Expected event-population contours over a
Dalitz plot for Ae v final-state P decays, for represen-
tative form factors. The extent of the Dalitz plot (i.e. ,
the energy scale) would vary from Z Ae v to "
-Ae v, but the relative positions of contours within
the plots would be similar,

plot weighted contours expected for perfect
efficiency for pureg~, pureg~, g„=-g~, and g~ =0,
g~M =2g„(= the CPC prediction). Figure 17 shows
the predicted helicity for different form factors.
Figure 11(b) shows our expected efficiency over
the Dalitz plot.

Tables V and VI summarize our results and com-
pare them with previous results. Figure 18 shows
the results of previous experiments, "together
with our result and a 1-standard-deviation X' con-
tour as a function of gw„/g„and g»/g„. We find
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TABLE V. gy/g
' Z A

Assumed

gWM

ga

condition

Ref. 3 Bef. 7
(186 events) (55 events)
Z+ and & & only

This experiment
(119 events)

only

-0.37 +0.20 0 25+0.35
-0.45 + 0.20 0.17+ 0.35

0
1.7
Correlated
with g~/g~ -0.64 + 0.67

0.32 + 0.25
0.29 ~ 0.29

0.32 + 0.30

FIG. 17. Expected A-helicity contours over a Dalitz
plot for ~e v final-state P decays, for representative
form factors. The extent of the Dalitz plot (i.e. , the
energy scale) would vary from. Z &e v to " —Jbe v,
but the relative positions of contours within the plots
would be similar.

g~/g„=0. 32+ 0.30 and g~M/g„=0. 6+ 3.6, with
systematic errors approximately a third of the
quoted errors. %e have estimated our systematic
errors by varying the binning of the data, and by
noting that the fake-data sample used is -20 times-
the real data, so that the statistical errors from
the fake data are about a quarter of those for the
real data With.g„=0 (CVC prediction) we find
g~M-0. 75+ 3.5, with g~ =0 we find g„/g„=0.32
+ 0.25, and with g~„=1.7 (CVC-SU, prediction) we
find g~ =0.29+0.29 . As might be expected from
the Dalitz plot and A helicity distribution varia-
tions with g~, shown in Figs. 16 and 17, a large
part of our discrimination for g„/g„comes from
the A helicity information. (From the Dalitz plot
alone ~gv/g„~ =0.5+0.5.) Figure 19 is a plot of
the helicity. The dashed line shows the result for
the fake-data events, for a uniformly populated
Dalitz plot with uniform A helicity distribution.
The second dashed line shows the expected result
for g~ =0.6, gv/g„=0. 32, our predicted result.
This plot is insensitive to g~ and shows the con-
nection between our sign convention and measure-

ment data. In our sign convention, the. same as
that of Refs. 3 and 4 but opposite to that of Befs. 6
and 7, gv/g„ for the neutron is negative. One can
also estimate g„/g„ from this plot, neglecting
efficiency variation over the Dalitz plot and using
the predicted slope of the helicity plot from Ref.
2. Qur result changes by approximately half of
our quoted errors when we estimate gv/g„ in this
simple manner. Electron laboratory momentum,
for low-momentum electrons, is highly correlated
with position on the Dalitz plot, as is predicted A
polarization (and therefore A helicity). Although
such effects do not dominate in our experiment
because of our small statistical sample and rela-
tively uniform collection efficiency over the
Dalitz plot, variations in Dalitz-plot efficiency
could cause serious errors in interpretation of
Dalitz plots or A helicity distributions if no cor-
rections were made. Such effects will be of more
importance in next generation high-statistics ex-
per iments.

It has previously been suggested" that an esti-
mate of g~ in Z leptonic decay would yield an
estimate of g» through CVG arguments, and p, »
is in turn related to the Z lifetime. However,
recently the 5' lifetime has been measured by
Coulomb production of Z' in the CERN neutral-
hyperon beam, "yielding a 10%%u~ measurement of
p~~, in agreement with the SU, prediction. Thus
the usefulness of the g~ measurement in Z
—Ae v is for the sake of understanding the weak
interactions, rather than as a measurement of the
7' lifetime.

TABLE Vt. g„M/g

Condition
on

gy/g~

Bef. 3
(186 events)
Z+ and Z

Bef. 7
(55 events)

Z only

This experiment
(119 events)

Z only

0
Correlated
with g M/g~

2.4~2.1
5 8+4,$

~3,8

3.5 +4.5 1.75 + 3.5
0.6 + 3.6
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Tables V and VI compare our final gv/g„and
g~„/g„measurement to other published measure-
ments. The average of all the measurements is
in agreement with Cabibbo predictions. More
simply, without efficiency variations over the
Dalitz plot, but simply looking at distributions of

A

~=& P', Ah. '.;, or P=& P

l6—
V)

~ )2

Ld

O

0
I - I I I

—0.6 0.2
(P A)

X c.m.~
-FIG. 19. A plot of & helicity in the Z center of mass

is shown, integrated over the Dalitz plot. The solid line
indicates the small instrumental bias which would be
observed if the asymmetry were zero and the Dalitz
plot were uniform. The dashed line is for g~/gz
= 0.32, gwM-—0.6, our reported values. However, the
plot is insensitive to g~/gz, and the shape of the line
with g&/g& positive (depletion of events with positive
helicity) unambiguously demonstrates our sign conven-
tion.

i.0

FIG. 18. X contours for gv/gz end gvlM/gz for the 119
final Z Ae v candidate sample. The center of the
ellipse (gv/gz ——0.82, gsM/g~= 0.6) gives our reported
values for the form factors. The eBipse contour indi-
cates an increase of the y by one, corresponding to our
reported error. Results of previous measurements for
the gz/g& are plotted with our sign convention (see text),
assuming gwM-—0, for comparison. The ~ shows the re-
sult of Ref. 3, the X shows the result of Ref. 7; and the

is the Cabibbo prediction.

[where P' = (p, yp, )/~p, yp, ~

in the A c.m. ], we find
g~/g„=0. 01+ 0.3, 0.17+ 0.35, or 0.8 + 0.95,
respectively.

In our complete Dalitz-plot A-helicity analysis
we have used the. results of Ref. 4 (in terms of
event distribution and A helicity over the Dalitz
plot) with corrections as noted in our appendix.
Nonrelativistically, A helicity is an average of n
and P above. And, indeed, we see that an average
of the n and ti results above would be consistent
with our A-helicity result. These simple methods
are sufficient to check the approximate value of
g./g. ~

To evaluate Im(g„/g„), we looked at a plot of
y =p P, where P = (p, && p„)~ p, x p„~, ignoring
efficiency variations over the Dalitz plot, and find
the asymmetry in the distribution to be 0.08+ 0.16.
Using the results from Ref. 2, we estimate
1m gv/gg = —0.2 k 0.7 ~

C. Search for" ~ Z e p

The candidates selected by the A7t mass cut
and the CE timing cut were examined to search
for decays of the type -„- ~oe- v go Ay Our
Monte Carlo program was used to calculate the
mass distribution for the Ae v system, calculated
as for the selection of p-decay candidates. From
this distribution, we found that the cut 1.24
& M~,-„&1.36 GeV/c', while eliminating most of
the & -Ae v candidates, would retain S7% of the

Z'e v sample. For events satisfying this
mass cut, we made the further restriction that the
reconstructed events be compatible kinematically
with the y ray from the ~' decay entering our y
detector, including the effect of our kinematic and
geometrical resolution. The sample remaining
after these cuts consisted of 67 candidates. For
these events we examined the photographs of the
steel-plate spark chamber. Before searching for
y rays in this sample, studies were made of the
photographs from test data taken, in which a neu-
tral final state was demanded in the trigger. These
test data thus contain a large number of m"s. A
sample of well reconstructed " -Am events were
also studied. These studies led us to adopt the follow-
ing criteria for the identification of y-ray show-
ers (A) A narr. ow shower is visible in the cham-
ber, startirig with at least three single sparks,
(B) the object which initiates the shower is neu-
tral at its entry into the detector, and (C) the
shower does not appear to come from any hadron-
ic interaction from the region of the decay fiducial
volume. With these criteria, about 1% of the re-
constructed A -Pm sample contained an apparent
y ray, which serves to give us an estimate of the
background expected in the ~'e v sample.
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The total sample of 10' triggers in the experi-
ment contained only about 7X 10' photographs, due
to inefficieneies in the operation of the optical
system. For our particular sample of 67 candi-
dates, photographs exist for only 45 of them. In
order to check the correspondence between the
photograph and the event on magnetic tape, these
photographs were carefully examined for consist-
ency with the charged tracks found by the pattern-
recognition program. Three photographs failed
this consistency test and were therefore considered
to be events for which photographs do not exist.
For the remaining 42 events with photographs,
18 were very elean events with no hadronic inter-
actions in the steel-plate chamber. One of these
contained a clear y-ray shower. Eighteen photo-
graphs contain hadronic interactions, but in only
a small region of the detector would the detection
of a y-ray shower be difficult. Six of the photo-
graphs contain complicated hadronic interactions,
in which the identification of a y-ray would be
difficult over as much as half of the area of the
detector. In these 24 photographs containing had-
ronic interactions, no y rays were found which
satisfy the above criteria. If we assume that the
y-ray efficiency of the detector is given by the
fraction of the cross-sectional area which is free
of charged tracks, we obtain an average efficiency
of -8&%%uo.

The single event containing a y ray was mea-
sured and, from the conversion point of the y and
the decay vertex, the angles of the &' were found.
By assuming the mass of the 2", we used the re-
constructed A momentum vector to obtain the ~'
momentum. As for the " -At. v decay, we as-
sume the mass of the parent particle to be the =
and calculate M„'. For this event we obtain I„'
=0.009 GeV', whereas our criterion for accept-
ance for the other decay modes is M„'=0.004 GeV'.
Thus we conclude that the event is excluded kine-
matically and is a background event. As a check
on this calculation and to test our sensitivity to
the measurement of the y-ray coordinates, we
have calculated the locus of points in the detector
at which the y ray would have to convert to be ac-
cepted as a good event. We find that the locus
which corresponds to M„'= 0.004 GeV' is at least
60 cm from the measured conversion point, which
substantiates our conclusion that the event is due
to a background process. One background event
in 42 candidates is not unreasonable, as we have
determined the background level to be about 1/p

from the Am sample mentioned above.
Therefore, in a sample of 42 events with photo-

graphs, we find no candidates for - ~'e v. 'An

upper limit to the branching ratio can be calcula-
ted using the acceptance calculated from our

Monte Carlo program (27/0 relative to " -An),
the CZ efficiency (90%%up), the x-ray detector ef-
ficiency (&8/o), and the effective number of recon-
structed =-Am, which for this sample with photo-
graphs is 7.6&10'. From these quantities we ob-
tain

(:- -2"e v)/(= -An ) & 1.4X10 '(90%%uq C.L.).
This value is consistent with the prediction of the
Cabibbo theory and is a factor of 3.6 lower than the
previously published upper limit" for this branch-
ing ratio.

D. :. ~ Ap v search and limits

Since we have a large sample of reconstructed
-An from """triggers (no Cerenkov require-

ment), we have also searched for the decay "
-Ap, v. From Cabibbo theory, it should have the
same form for the decay matrix as = -Ae v, but
a lower rate, since the available phase space is
less for the Ap. v final state than for the Ae v

final state. There is one recognized example of
-Ay, v (Ref. 27) for a measured branching rat-

io of (3.5 +3.5) x 10 ', comparable to our measured
-Ae v rate. Thus a search for = -Ap. v is

interesting, either to confirm a high rate, or to
increase the denominator of searched = -A w

and thus reduce the effective rate. " For this
search we have no help from the CE counter,
since the p. does not fire PF.. Thus the separation
must be done entirely by kinematic cuts, and we
chose to use only events from "="triggers (no
CE required). As for the other P-decay studies
discussed in this paper, we used only the cleaner
part of our running (data from run B and run C,
= 8180 reconstructed:. -A n events). The cuts
we have chosen to separate = -A p. v from the
normal Ax mode are the following.

(1)
~ M~, —1.321~ &0.020 GeV/c'. [This removes

only ™29%%uoof the AV, v events but as discussed in
the Ae v section, removes ™97%%uoof the normal
An decay (133 candidates remain].

(2) 1.27& M~„„&1.36 GeV/c' (centered at 1.321
for - -A p v). This is a generous cut, removing
only --,' of the remaining events but effective
against An background (33 candidates remain af-
ter this cut).

(3) Mass of (= -A)'&0.030 GeV/c'. [Note this
should be centered around Mn', &-0.020 (GeV/c')
for " An events. ] A graph for the real data,
indicating our resolution and the effect of the cut
on the Ap. v mode, is shown in Fig. 20. About
45/o of the remaining = -Ap, v sample are re-
moved by this cut.

(4) "T,": Kinetic energy of negative track, in-
terpreted as a pion in the " cm& 0.020 GeV/c'.
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FIG. 20. The (missing mass), (" —A) . For the
real data, predominantly - A7l. , this distribution
peaks at M», as shown. For the " &p v events,
the predicted distribution is broad and is shown by the
solid curve, with arbitrary normalization.

FIG. 21. "T," for the event topology " -~ . "T,"
is the kinetic energy, in the " center of mass, of
x interpreted as a pion. For the real data, predomin-
antly " ~7t, this distribution is sharply peaked at
the value for the usual two-body A x decay mode,- 58 MeV. For the entire sample of 8180 " —~& n.

plotted in this figure, 11 have "T»" less than 20 MeV,
the cut used in searching for the " I& p v.

This distribution should be centered at about
0.057 GeV/c' for "-Am events. A graph for our

-Aw events and predictions for the Ap. v

events are shown in Fig. 21. This cut removes
-70% of the remainingAp, v events. It is a heavy
cut but effectively removes the = -Am contami-
nation.

Only 12.4% of:" -A p, v Monte Carlo events
which occurred in our fiducial volume remain after
these cuts, reducing our effective denominator to
0.124X8180 or =1077 events. When the same cuts
were applied to our 8180 reconstructed clean =
-Am events, no events survived. If we see no
events, by Poisson statistics, at the 90/0 confi-
dence level, 2.3 might have been the mean. Thus
our branching ratio would be & 2.3&& 10 ' (branch-
ing ratio from our data alone, 90% C.L.). This
is not very useful. However, combining our sam-
ple with that of Ref. 27 we find 1 event in an ef-
fective sample of 2835 (Ref. 27) + 1017 (our experi-
ment) for abranching ratio of (2.6+ 2.6) x10 4, some-

what smaller, as expected, than the previous
branching ratio of (3.5 +3.5) x10 '.
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APPENDIX

We follow the notation and formulas of Ref. 4, keeping only vector (gv), tensor (g„M), and axial-vector
(g„) terms. We collect the formulas used, both for convenience and to correct some errors in the appen-
dix of Ref. 4. The current matrix element is written as

mm
(Bl J "(0)[A.) = " "

u~ gvy„+ ~-o„„k„+g„y„y,u„.
A B mg

With the definitions

m~
gWMm~
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~.= -2 gw~

G, =g

one finds

=2~E,~'( —2m„E, '+E, [-2m„E~+2m„'+m, ']+[ m„-E~'+Ee(m„'+m+m~ m„)+(-mm„+m~m, )]}

+2(G,~'(-2m„E, '+E, [-2m„E~+(2m„'+m, ')]+[-m„E~'+Ee(m„'+m —m~ m„)+( m-m„—

mern,

)]}

+
~
EJ'(E,'(-2Es —

2m' )+ 2E, [ Ee'-+ (m„-me)Ze+m„me]+[m„Ee'+Es (m, +m„me)+me m, ]}

+ 2 ReE~I 2+(2Eg (—me —m J ) +Z ( [2Ee(-m~ —m~) + (2memg+ 2m~ + m( )]

+Ee(m„'+mg'+m„me)+(me m, m„—m)}

+ 4 ReE, Q,*(E,[m„'+me' —2m„E~]+ [ Ee'm-„+Ee(m+m„') —m„m]},

where m=-,' (m„'+me'+m, '), m, =-m+m, ', m, =m-m~'.
To find the predicted A helicity, A„„=II/(0.5xI), where I is the expression above and

il=(IM (s)l'- IM(-s)l')
2 q .

B '

p 2

(Z,/2m„Ee'+Z~(- m~' -m„' —2m„me)+ me(m„'+m~')]
B

+(Ee'm~+E~'(- m -m„'-m„me)+Ee[m„m+ma(m+ m„')] —m„mern})

Q 2

+ ' (E, [2m„Es'+Ee( m~' —m„'-+2m„me) —m~(m„'+me')]I'e

+(Ze' m„+Ee'(- m —m„'+ m„me) +Ee[m„m+ me (-m —m„')]+m„mm3} )

—2 Re ' ' (E,'(-2m-„Ee+2m~ )+E, [ —2m„E~'+Z~(m, +m+m„'+2m'') —2m 'm„]
B

+[-m„Z,'+Z, '(m+m„') -m„mZ, ]}

+Re ' ' (E,'[2Ee( me+m„)+2-~(m„-me)]

+Z, ( 2Ee'(m„- me) +Es [4m„ma —(2m+ m„'+ me')]+ me (me' —2m- m„'+ 2m„ms)}

+ [Ee'(m„me —m„' -" m, ') +Ee(m„—me)(m- m„me)+ me(m„m+ mern, )]) .
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