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Ising lattice gauge theory with matter fields is generalized to a family of gauge-invariant N-state models..
These models are soluble in the N — oo limit. In both two and three spatial dimensions the N — « limits of
these models possess three phases separated by lines of first-order transitions. One phase admits free charge,
the second confines, and the third experiences the Higgs phenomenon. 1/N corrections are calculable and
terminate the boundary between the confining and Higgs phases. A closed region of free charge persists for

al N > 1.

I. INTRODUCTION

There has been considerable interest recently
in the phase diagram of Ising lattice gauge theory
with matter fields.! Although this model has sev-
eral special and simple features, it presents some
problems common to lattice quantum chromody-
namics. For example, in both theories the Wilson
correlation function is short-ranged due to screen-
ing and an order parameter distinguishing confine-
ment and free-charge phases is not known.? How-
ever, some information concerning the phase dia-
gram of Ising gauge theory with matter fields has
been obtained using expansion methods!'? and Monte
Carlo simulations.??

Ising gauge theories with matter fields are char-
acterized by (at least) two temperaturelike vari-
ables—one controlling the fluctuations of the gauge
fields and the other controlling the matter fields.
Conventional expansion methods are useful here
only when one of the parameters is near an ex-
treme, either zero or infinity, and the other is
free to vary. The computer simulations have the
advantage that they can sometimes yield reliable
data when both parameters are on the order of
unity and one is observing the interior of the sys-
tem’s phase diagram. These calculations have
produced some expected as well as unexpected re-
sults which will be discussed in detail in the latter
sections of this article. Such ponderous methods,
however, challenge us to find simple, physical
arguments and calculations to explain or rederive
the resulting phase diagrams. This article pre-
sents such an approach.

The strategy of the approach is the following.
Instead of concentrating just on Ising lattice gauge
theory with matter fields, we generalize this the-
ory to an entire family, N-state Potts lattice gauge
theories with matter fields. This represents a
natural generalization from the Ising-type model
in which link and site variables can assume two
possible values to ones in which those variables
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can assume N possible values. These models have
the important property that they are soluble in the
N - limit and 1/N corrections are easily calcu-
lated and understood. We will present calculations
of the free energy and latent heats and will be able
to understand the phase diagram of the N =2 model
in three and four dimensions in simple terms.

The only approximation will consist of the 1/N ex-
pansion itself—the coefficients of this expansion
are complicated functions of the temperaturelike
variables in the problem and they are computed
exactly. Therefore, the method allows us to probe
everywhere within the interior of the phase dia-
gram for each model of fixed N. An additional
bonus of the method is that its results are good
even for relatively small values of N. This will
allow us to make some interesting semiquantitative
remarks about Ising lattice gauge theory with mat-
ter fields. These results include the following:

(1) If the gauge field temperature is low and the
matter field temperature is high, the theory re-
sides in a phase in which free charge can exist.

(2) This phase is completely surrounded by a line
of transitions separating it from a phase which can
be labeled “confinement-Higgs.”

(3) There is a line of first-order transitions ex-
tending from the boundary of the phase of free
charge a finite distance into the region of confine-
ment. InD +1=3 dimensions this line rests on
the self-dual line of the model.

We shall see that these results and the physics be-
hind them can be read off a calculation of very
modest proportions. This is, perhaps, the nicest
feature of this approach to the problem.

I1. N-STATE POTTS LATTICE GAUGE THEORY WITH
MATTER FIELDS

Before we consider the models and calculations
of immediate interest, it is useful to review some

relevant facts about Ising lattice gauge theory with
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matter fields.!*> That model contains Ising vari-
ables which reside on sites T of a (D + 1)-dimen-
sional cubic lattice,’

o(f)= 1. (2.1)

These variables simulate matter fields which be-
long to the fundamental representation of the gauge
group. In addition there are Ising variables which
reside on links (T,u)

U,([)=+1, (2.2)

which simulate gauge fields. The Euclidean action
S of this model consists of two terms: a hopping
term for the matter fields and a four-spin inter-
action for the gauge fields

S=B3Y o)V, Fo(F+2,)

+x 2 U, PWF+8,)U,F+8,)U,F), (2.3)
Ty

where &, is a unit lattice vector in the direction p
and the four U variables in the second term belong
to the four edges of a plaquette. (Since the reader
is presumed to be familiar with lattice gauge the-
ory, our notation will usually be abbreviated.) An
important feature of S is its invariance under loca.
Z, gauge transformations :

o) - o(7)s(F) ,
U,(x)-s@)U,@)s(T+é,),

where s(T) is an Ising variable. Direct substitution
shows that Eq. (2.3) is invariant under the trans-
formation Eq. (2.4).

A number of facts are known about the action Eq.
(2.3). Consider its phase diagram in the (8, )
plane and concentrate on its boundaries.

(1) p= 0. The matter fields decouple and the
theory reduces to Z, Ising gauge theory. InD +1
=3 dimensions this theory is dual' to the Ising mo-
del which has an isolated critical point. InD +1
=4 dimensions, the theory is self-dual,' and Monte
Carlo® and strong-coupling studies’ have shown
that the theory undergoes a first-order phase tran-
sition at its self-dual point x*. For k< k* the the-
ory confines and for k> x* it does not.

(2) k=», The gauge fields are frozen out and
the theory reduces to the Ising model which has an
isolated critical point 8, in both D +1=3 and 4.
For B> B, the theory is ordered, (¢(f))=0, while
for B <8, it is not.

(3) Other boundaries. On both the k=0 and
B = boundaries the theory becomes trivial.

Less is known about the interior of the phase
diagram, but there are two important results con-
cerning the immediate vicinity of the boundaries.

(1) In D +1 =3 dimensions, the critical points on

(2.4)
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FIG. 1. Theoretical expectations for the phase dia-
gram of Ising lattice gauge theory with matter fields in
D +1=3 dimensions.

the =0 and k= lines are the end points of cri-
tical lines. For example, near the gauge-field
fixed point k., the coupling to matter fields pro-
duces a finite renormalization in &,!"?

Kege =K+ 5B + """, "(2.5)

In D +1=4 dimensions, the Ising critical point
persists at least a small distance into the phase
diagram.

(2) There is a strip along the x =0 boundary and
the B =« boundary where the free energy is ana-
lytic.? So the confining phase of the gauge theory
(k< k) and the magnetized phase of the Ising mo-
del (8> 8,) are not qualitatively different.

Piecing together these facts leads to the phase
diagram shown in Fig. 1. The dashed line repre-
sents a common prejudice that the region of free
charge (no confinement along the 8 =0 axis for
K> k) is separated by a phase boundary from the
confinement region. It is quite puzzling, however,
that no one has found a simple symmetry criterion
to distinguish these two phases.

Detailed information concerning the interior of
the phase diagrams has been obtained recently
using Monte Carlo simulation methods.* The phase
diagram for D +1=3 dimensions is shown schema-
tically in Fig. 2. Here the lines of second-order

a
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FIG. 2. Monte Carlo phase diagram in D +1=3 di-
mensions. The x’s indicate a line of first-order transi-
tions and the solid lines inside the phase diagram denote
second-order transitions.
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FIG. 3. Same as Fig. 2 but in D +1=4 dimensions.

transitions enclose the region of free charge. In
addition a line of first-order transitions emerges
from their meeting point and extends a finite dis-
tance into the phase diagram before terminating.
As will be discussed below, this model is mapped
unto itself under a duality transformation and the
line of first-order transitions lies on the self-dual
line. In four dimensions® there is again a line of
first-order transitions, but now it extends to the
pure gauge-field transition as shown in Fig. 3.

One aim of this article is to shed light on the
origin of these lines of first-order transitions. We
will concentrate on the three-dimensional models
and will use a Hamiltonian formulation of the prob-
lem. We seek a method of analysis which is equal-
ly reliable in the interior of the phase diagram as
on its boundaries. To begin we generalize the mo-
del Eq. (2.1) to an N-state Potts system. Write
Eq. (2.3) in a more suggestive form,

S:B;ano—%f{z:émw’o’ v (2.8)

T uv

where

n, ) =nF)+m,F)+nF+8,),

- > - A 2.7

M @)=m,(T)+m (T+2&,) 2.7
tmo,(T+e,+8,)rm_ (T+8,),

and n(¥) is an Ising site variable (n(¥)= 0,1), m ,(T)
is an Ising link variable (m, (¥)=0,1), and the
Kronecker symbols are taken mod (2). The N- .
state model we are interested in uses Egs. (2.6)
and (2.7), but generalizes the variables »(r) and
m, (T) to take N possible values,

n(;‘)=0,1,2,...,N—1,

R (2.8)
m,(F)=0,1,2,...,N-1.

These models are a natural generalization of Ising
lattice gauge theory in the sense that for every N
the matter field lies in the fundamental represen-
tation of the gauge group Z, [the local invariance
of the N-state model is the obvious generalization
of Eq. (2.4)] and, as our analysis will show, the
phase diagrams of the N-state models change

smoothly as N varies from one to infinity. The
generalization is useful because the N - limit is
soluble and 1/N corrections are easily computed
and reveal features of the Ising case throughout
the entire (8, «) plane.

It is a straightforward exercise in transfer-ma-
trix techniques to obtain the Hamiltonian for the
N-state models. Recall that for the N =2 Ising

case,’

H=-X }; 0y —-)1: 203030303

_% Ez: Ty =X 21:730373 R (2.9)

where oy,; are Pauli matrices defined on links [,
74,3 are Pauli matrices defined on sites ¢, and p
indicates a plaquette. In D =2 gpatial dimensions
H maps onto itself under a duality transforma-
tion,"z'8

0y~ T30373

03030303 =~ T ,
“ e e (2.10)
Ty =~ 03030303 »

730373 =01 »

where the tilde variables are again Pauli matrices.

Therefore

H(x,x)~H(x,)) . (2.11)

The simplicity of Eq. (2.11) is the motivation for
the parametrization of the model chosen in Eq.
(2.9). Note that the model is self-dual on the line
x=x. In later analysis it will prove convenient to
use the variables

g:%(x'*')\)) (2 12)

n=3(x=2). '
Then the duality transformation is the mapping
¢-~tand n—--n. Equation (2.11) implies that the
ground-state energy E of the model satisfies

E(E,T))—‘—E(E,-Tl) .

The phase diagram of the Hamiltonian version of
the model then appears as in Fig. 4 where the re-
gions and labels have been borrowed from Fig. 2.
Note that the self-dual line lies at 45° on this fig-
ure and the duality transformation simply folds
the figure along this crease.

The generalization of Eq. (2.9) to the N-state
Potts model is straightforward. In fact, it paral-
lels the discussions of Z, gauge theories with mat-
ter fields which have been discussed extensively
in the literature.’ One begins with the Euclidean
formulation Eq. (2.6), singles out a 7 direction,
constructs a transfer matrix with an operator rep-
resentation, and lets the lattice spacing in the 7

(2.13)
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FIG. 4. Hamiltonian phase diagram for Ising lattice
gauge theory with matter fields in D+1=3 dimensions
corresonding to Fig. 2.

direction scale to zero. The resulting Hamiltonian
for the general N-state Potts gauge theory with
matter fields is

N
H=—% ‘l\:; (R +H.c.)
1 -1
—m;; [cceo)r, +H.e.]
1 N~
~3N% Z ;(V{" +H.c.)

N-{
'% 22 l(BicB)"+H.cl, (2.14)
T om=l N

where R and C are link variables describing the
gauge fields and V and B are site variables de-
scribing the matter fields. On a given link we have
a Zy algebra

RC =¢ 2"/ %CR |
RYC ___eiZN/NCRT,
CY=R%=1,

(2.15a)

and on a given site we have the analogous relations
for the matter field operators,

VB=e"/¥By,
VfBzelZIr/NBVT’
v¥=B%=1.

(2.15b)

A straightforward generalization of the construc-
tion of the duality transformation for the Ising case
shows that each N-state model satisfies (D =2)

H(x,2)=H(\,x), (2.16)
so the ground-state energy of the theory satisfies
E(x,\)=E(x,x) (allN). (2.17)

Therefore, the (x,)) or the (£,n) parametrizations
of the models are quite convenient. To describe
the state of particular links and sites, one may

choose to diagonalize either R or C and V or B.
In the basis in which R is diagonal we have

R|Ly=e™®"/ME Ly, (2.18a)

where L =0,1,...,N -1 and |L) refers to a given
link, The Z, algebra then implies that C is a lad-
der operator in this space,

ClLy=|L +1). (2.18b)

Analogous equations for the site operators V and
B can be written down,

V|n>=e-i(21r/1v)nln>’ Bfn)=[n+1). (2.19)

The Hamiltonian Eq. (2.14) can be written in a
particularly useful form in this basis. Recalling
the identity

L Ng cos(%—lzm> =659 (2.20)
we have
N-{
H=) Z,:(I% —61,,0) —51\1]—)\ ;;[(Cccc);”, +H.c.]
1 1 . N
+;Z;(p -5",0) 9N Z;[(BICB,)"'+ Hecl.
(2.21)

It will also prove useful to sometimes use the
basis in which C is diagonal,
C jm}=e“2"/m’"|m) , m=0,1,...,N=-1
(2.22a)
on each link. Then R is a ladder operator on that
link, '
R|my=|m+1y, |m+Ny=|m). (2.22b)

If the matter fields are treated as in Eq. (2.19),
the Hamiltonian Eq. (2.14) can be written in this
mixed basis as

1 (1 «—
:;\- z<ﬁ - 52,,,,0) "ﬁ Z;(Rf + H.C.)

13

1 1
220

-1
—LZ [(Ble™@"/™™B)?+H.c.], (2.23)
2N Ll

where 2 m means the sum of the link variables m
around a plaquette. Equations (2.21) and (2.23)
will be useful for developing 1/N expansions.

III. 1/N EXPANSIONS AND PHASE DIAGRAMS

Consider the Hamiltonian Eq. (2.21) in D =2
spatial dimensions. Suppose that N is very large
and let x> 1 and ¥ < 1 so we are working below the
self-dual line in region I of Fig., 4. Then the
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Kronecker symbols in Eq. (2.21) are the dominant
terms and the ground-state energy density is

E{=—-(2x +1/x)+O(1/N). (3.1)

The factor of 2 in Eq. (3.1) records the fact that

in D =2 spatial dimensions there are twice as many
links as plaquettes on a square lattice. In Eq.(3.1)
we have anticipated the crucial fact that correc-
tions to the first term are suppressed by powers
of N. Note also that the first term in Eq. (3.1) is
also the strong-coupling result (A > 1, x < 1) that
applies for all N. The compatibility of these two
expansion methods is important. The 1/N expan-
sion is, however, particularly useful for this
problem because the coefficients of the expansion
can be calculated exactly as simple functions of x
and x allowing us to probe the interior of the phase
diagram reliably.

Before calculating 1/N effects we should obtain
the theory’s phase diagram in the limiting N —~
case. The duality transformation gives us the
vacuum energy density in region II of the phase
diagram shown in Fig. 4,

Ep=—-(2x+1/A)+O(1/N). (3.2)

And finally we must account for the fact that the
ground state may be qualitatively different in the
small-x, small-x region of the phase diagram and
compute the vacuum energy density which matches
onto the small-x or small-) boundaries of the dia-
gram., The form Eq. (2.23) of the Hamiltonian is
convenient for this purpose. Call this region of
the phase diagram III as in Fig. 5 and read off Eq.
(2.23) that

Eiq=-(1/x+1/x)+0(1/N). (3.3)

Equations (3.1)—(3.3) contain some interesting
and surprising physics. First consider E; as )
decreases and E ;; as \ increases. These formu-
las are exact in the N -« limiting case so we can
use them when ) and/or x are of order unity. For
given x, E ;;; becomes larger than E; as X\ passes
through 1/V/2. But the ground-state energy density

Higgs 11

m | Confinement
Free
Charge

|
(/E A

FIG. 5. N — « phase diagram in D +1=3 dimensions.

of the model is a continuous, single-valued func-
tion so we learn that the ground state changes its
character abruptly for all x < along the line »?
=3%. This is a line of first-order phase transitions
because the slope of the ground-state energy
changes discontinuously here. And this is a phase
boundary between a ground state III which admits
free charge and one I which confines. The latent
heat across the phase boundary can be defined as

0.
A:-B_)L(EI-E 1) (3.4a)
and we compute
A=4+0(1/N) (3.4b)

across the line A>=% extending from x =0 to x=).
The region for x > ) is obtained from the duality
transformations. We learn that the free-charge
region III is closed and is surrounded by a line of
first-order transitions in the N - limit as shown
in Fig. 5. We will see that the inclusion of 1/N:
corrections provides curvature to the line of tran-
sitions between regions I and III.

Next, consider the interface between the Higgs
II and confinement I regions. The duality trans-
formation has given E ;; and it is clear that on the
self-dual line x =), E ; matches E ;; in magnitude
but not slope. It is convenient to use the variables
¢ and 7 as in Eq. (2.13), so that

En(§,m)=E(&,-n), n=0 (3.5)

and one can consider a latent heat across the self-
dual line,

MO =55 E-Ew)| - (3.6)

n=0

To leading order in 1/N,
A(E)=2+1/E+0(1/N), (3.M)

so we learn that a line of first-order transitions
separates the confining phase from the Higgs phase
in the N = limit. This is shown in Fig. 5. Thus
in this limit there is an intrinsic difference be-
tween the Higgs and confinement mechanisms.
Rigorous theorems assure us that for fixed and
finite N such a distinction must disappear.? We
will see below that the 1/N expansion predicts that
the line of first-order transitions terminates and
that regions I and II are in fact analytically con-
nected.

Let us obtain the 1/N corrections to Eq. (3.1).
First there are the terms we read off the Hamil-
tonian Eq. (2.21),

-1\17(2x +%) . (3.8)

Next we must consider the nontrivial second and
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o o o o

FIG. 6. Perturbation-theory graph contributing to the
1/N expansion. The horizontal dashed lines denote en-
ergy denominators and the horizantal squares denote the
action of the operator (CCCC),’{‘,,.

fourth terms in the Hamiltonian. Consider that
term in Rayleigh-Schrodinger perturbation theory
in which the third term acts an arbitrary number
of times on a given plaquette as pictured in Fig. 6.
The squares in this figure indicate the action of
(cccee)y,, and each dashed horizontal line indi-
cates an energy denominator. (Such pictorial rep-
resentations of Rayleigh-Schrodinger perturbation
theory have been discussed extensively elsewhere,
so the reader is presumed to be familiar with
these rules.) The sum of these graphs is a geo-
metric series

By e

m=2
- (%) (s ) - 69

The factors of N here, (N —1)(N -2)™%, count the
possible number of intermediate states in the N-
state model. For example, if 222 HCCCC)], is
applied to the L =0 zeroth-order vacuum it creates
(N —1) intermediate states each raised in energy
by 4x. But if the same operator is applied to the
same plaquette a second time it can create a state
different from the zeroth-order vacuum from only
N -2 of its terms, hence, the (N -2)™? in Eq.
(3.9). Note that the leading N dependence in Eq.
(3.9) is

1 22

T (-————.1—) +0(1/N%).

3.10
LYY ( )

The final 1/N correction to the vacuum energy
occurs when the fourth term in the Hamiltonian
applies to a link an arbitrary number of times.
This is shown in Fig. 7 and the same methods that
gave Eq. (3.9) yield

(55 (e )

(3.11a)

FIG. 7. Pictorial representation of the operator
(B;CB;)™ contributing to the 1/N expansion.

whose leading N dependence is

(3.11b)

12\ oamy,
N\U2xT+y—-x ’

collecting everything we have

B 1\, 1 1 1/ 1 2% 1]
E‘——<2)‘ fx)-kN [27‘ AR (1 —4)?)—2 +xn =x2

+0(1/N?). (3.12)

It is easy to obtain several more terms in this
1/N expansion. The detailed calculation of the
1/N*? terms involves the graphs Figs. 10-15 and is
contained in the Appendix.

Using Eq. (3.12) and the definition Eq. (3.7) for
the latent heat on the self-dual line, we can com-
pile the expansion

1
A(g)=a(H) +5aM(g)

+—1\715A(2)(§) e, (3.13)

The coefficients A*’(£), =0, 1, and 2, are re-
corded for a range of £ in Table I. They contain

TABLE 1. 1/N expansion coefficients for the latent
heat on the self-dual line.

£2 AO® A AQ)
0.40 4.5 —32.24888 —129.015 09
0.45 4.22222 —21.0525 23.113 01
0.50 4.0 —-15.75 29.504 93
0.55 3.818182 —12.841 39 23.445 00
0.60 3.666 67 —11.09878 18.126 02
0.65 3.53846 —9.9975 14.506 00
0.75 3.33333 .—8.8125 10.70216
1.00 3.0 —8.22222 9.042 96
1.25 2.8 —8.8125 10.15711
1.50 2.666 67 —9.87 11.18623
1.75 2.57111 —~11.201 39 10.944 53
2.00 2.5 ~12.734 69 8.27613
2.50 2.4 -16.29321 —17.49523
3.00 2.33333 —20.42975 —46.183 40
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some interesting physics. The coefficient A‘%’(&)
was discussed in Eq. (3.7). Consider the 1/N cor-
rections A(¢) listed in Table I. A‘"(£) receives
contributions from Egs. (3.8), (3.9), and (3.11).
Note that it is negative definite and tends to dimin-
ish the zeroth-order latent heat. In fact, A‘V(&)
grows large as £2 tends to i and as .Sz tends to in-
finity and, thereby, ferminates the line of first-
order transitions at both ends of the phase dia-
gram. These features of A(£) are easy to under-
stand. The termination of the first-order line for
£% small follows from Egs. (3.9) and (3.10) and the
related Fig. 6. These equations give the contri-
bution of partially renormalized plaquette excita-
tions to the ground-state wave function. These
graphs shift the mass of the bare plaquette excita-
tion from 4x to 4x —(1 —=2/NWA™. So, to leading
order in N and on the self-dual line (A =x=§),
these excitations become tachyons at £ =%. This
is a signal that the real ground state changes its
character near this point and electric-flux conden-
sation occurs for £2 <%, This type of vacuum per-
mits the existence of free charge.! Of course,
these are the same conclusions we reached when
examining the N -« limit. The shape of the free-
charge region can be estimated from Eq. (3.12).
In the region of the phase diagram below the self-
dual line, the ground state becomes a condensate
of electric flux for ) ~3 independent of x. This
phase boundary extends up to the self-dual line
where there is an intersection at £~1/V2 ~0.71.
The shape of the boundary of the free-charge re-
gion above the self-dual line is obtained by fold-
ing this result over the x =) line. The higher-
order 1/N corrections give the expected curvature
to the phase boundary but do not change it drama-
tically. Note that although we have not calculated
the order of the transition across the boundary,
the 1/N expansion suggests that its order is the
same as that of the theory on the boundary because
the mechanism—electric-flux condensation—is the
same all along the phase boundary. Thus in D =2
spatial dimensions the free-charge region is sur-
rounded by a boundary of second-order transitions.
This agrees with the Monte Carlo studies.*

Now4 consider large £. In this limit AV(£) grows
as =¢°,

AE)~2-¢/N (£>>1).

Ignoring higher-order effects in N we see that for
fixed but large N, A(£) vanishes for

N =t

(3.14)

(3.15)

This qualitative conclusion is also supported by
higher-order calculations which will be discussed
below.

Before continuing we should discuss the proper

use and interpretation of 1/N expansions for latent
heats. We have very few rigorous results here to
guide us, so we will rely on model calculations.
Recall the N-state Potts spin system inD+1=2
dimensions. -These systems depend on only one
variable, temperature, and also map into them-
selves under a duality transformation. Call the
self-dual point T*=1. 1/N expansions can be done
for their latent heats giving!!

arr=n=1-g+ 2.8, (3.16)
which has a zero at N = 5.5. It is known rigorously
that A vanishes identically for N < 4 but is nonzero
otherwise.'? Thus, the 1/N expansion is a rather
good guide to the phase structure of this class of
models. Note that the third-order polynomial Eq.
(3.16) actually becomes negative for N,<5.5. In
fact, the exact A vanishes nonanalytically at N=4.
The polynomial, of course, misses this fact and
the negative values of A indicate that one is ex-
panding about the wrong vacuum for N<4 (latent
heats must be positive for thermodynamic stabil-
ity). So the expansion is reliable down to that N
where A vanishes and not beyond. A more sophis-
ticated estimate of N, might allow for the possibil-
ity that A(T*=1) vanishes with a power as N ap-
proaches N, from above,

A(T*=1)~(N=N,), N>N,. (3.17)

The logarithmic derivative of A would then have a
simple pole )

At/A~y/(N=N,). (3.18)

The 1/N expansion for the logarithmic derivative
of A reads

1 da 16/3 26)
A Z0/N) —6(1 N +N2 s (3.19)
which can be fitted to a simple pole using a [1/1]

Pade approximate,

1 da 1+%‘1T(1/N)

A d(1/N) "6<1_%a(1 N))’ (3.20)
which has a pole at

N,=4.875 (3.21)

which is a slight improvement over the result read
off the polynomial. Actually it is known that A
vanishes with an essential singularity as N -4
from above, so even Eq. (3.21) can be improved.
Of course, with so few terms in the 1/N expansion
it is not very sensible to face the full sophistica-
tion of the problem. Anyway, we learn from this
example that the 1/N expansion is a good guide to
the phase structure of these models and is useful
even for relatively small values of N when the
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TABLE II. [1/1] Padé approximates for the expansion
in Table I

g A(g)
: 1-11.16703/N
0.40 4.5 [1 — 4.000 61/N]

1-3.88824/N
1+ 1.09788/N

0.45 4,222 22 [

1-2.06417/N
0.50 4[1+ 1.873 33/1\J
0.55 3.818 18| 1= 2537 41/N 1-1.53741/N
: : 1+ 1.82581/N
1-1.53741/N
0.60 3.66667[1+ 163316/N
(1-1 1-1.37442/N
0.65 3.538 88 [—————-L— 1 45096/N
(1-1.429 1-1.429 32/N
0.75 3.33333 v T 121443/
1-1.64082/N
1.00 3 [1+ 1.099 85/N]

1-1.99474/N
1.25 2'8{14- 1.152 58/N]

1-2.56790/N
1+1.13336/N

1.50 2.666 6’7[

1-3.37956/N

1.75 2.,567111 [l+ 0.977 07/1‘J
1-4.44400/N
2.00 2.5 [1+ 0.649 OO/N]
1-17.24886/N
2.50 2'4[[1—0.460 02/1‘}]

1-11.01620/N
3.00 2.33333[1_ 2.26060/1\]]

latent heat vanishes. Studies of N-state gauge
models have proved equally successful.’®* With this
experience we will use our results for the gauge
system with matter fields for all N.

Consider Table I again. Imagine letting N de-
crease for various fixed values of £. We are in-
terested in the possibility that a finite line of first-
order transitions persists on the self-dual line
even when N is 2 or 3, say. One can either look
for zeros of the 1/N expansion treated as a poly-
nomial in 1/N, or one can replace the polynomial
by a [1/1] Pade approximate and search for zeros
of its numerator. The approximates are recorded

in Table II. Fortunately both treatments of the 1/N
expansion give the same semiquantitative results.

Setting N=2 in Table II, we see that the Ising
gauge theory with matter fields is predicted to
have a line of first-order transitions on its self-
dual line from

~ 0.5 to £2~1.25. (3.22)

From strong-coupling expansions of the Hamil-
tonian formulation of the Ising model we also know
that there are critical points on the boundaries of’
the phase diagram at!*

x,=0.405, A=0
2,=0.405, x=0.

(3.23)

Therefore, using the results from the 1/N expan-
sion and the other rigorous results known about
this model one is led to draw the phase diagram in
Fig. 8. Note the beautiful consistency between
Eqgs. (3.23) and (3.22)—the beginning of the line of
first-order transitions begins in the correct region
of the phase diagram to smoothly connect onto the
second-order transitions on the boundaries. Equa-
tion (3.13) also agrees quite well with the estimate
A=~ 3 obtained from the flux condensation idea.

It is interesting to pinpoint those graphs in the
calculation of A which cause the termination of the
line of first-order transitions as ¢ increases. At

O(1/N?) the graphs (A4) and (A8) of the Appendix
contrlbute negatlve terms to A®(¢) which domi-
nate when £2 becomes large and cause the latent
heat to vanish. These graphs are connected clus-
ters which survive in the percolation N -1 limit of
the family of models. Note from Table II that all
members of the family of models are predicted to
have a region of first-order transitions on the
self-dual line except for the case N<1. Thus it is
tempting to speculate that in the N—-1 limit the
first-order transitions are missing, but as N grows
a line of such transitions begin to grow into the
phase diagram from the point where the lines of
critical points meet on the self-dual line. For
N> 2, the lines of critical points which reach the

Higgs

405

405 )

FIG. 8. Numerical 1/N results for the phase diagram
of Ising lattice gauge theory with matter fields in
D + 1= 3 dimensions.
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boundaries most likely become first-order lines
because the pure Potts spin systems have first-
order transition points in two spatial dimensions.

IV. DISCUSSION

The analysis presented here emphasized the 1/N
expansions for the family of N-state models in
D+ 1=3 dimensions. The simplicity of the duality
transformation made this analysis particularly
easy. The generalization of our calculations to
D+ 1=4 dimensions is straightforward. In the
N - limit, we calculate using Eqgs. (2.21) and
(2.23) the ground-state energy densities in the
three regions.

E;=-(3r+1/x)+0(1/N),
Eq=—(3/2+3x)+0(1/N), (4.1)
Ey=—=(3/A+1/x)+0(1/N).

Comparing E; and E;; we find a line of first-order
transitions at A=1 separating these phases. Com-
paring E;; and E;;; we find a boundary at x =1/V3.
And finally, comparing E; and E;; we find a bound-
ary between these two phases,

x=§1i-[3(x2 —1)+ (9 =622+ 9)/2] A=1. (4.2)

The resulting phase diagram is shown in Fig. 9.
It is easy to calculate the 1/N corrections to the
latent heats along these lines and find that the
boundary between the confining and Higgs phases
terminates due to percolation graphs.

Although the 1/N expansion exposed a pocket of
free charge in the phase diagram, the calculations
presented here were not powerful enough to deter-
mine the order of transition across the boundary
if N is small. A more elaborate calculation which
accurately determines the position of the phase
boundary is necessary for that. It appeared from
the few graphs we did calculate that the order of

/3

A

FIG. 9. N — « phase diagram in D + 1= 4 dimensions.

the transition does not change as the line leaves
an edge of the phase diagram. 1/N expansions for
the ground-state energy inside the free-charge
pocket could be used with Eq. (3.12) to search for
a latent heat on the free-charge phase boundary.

Since the confining and Higgs phases of these
models are separated in the N -« limit, one should
be able to find an order parameter to label them.
However, when N is finite this order parameter
should become trivial since then the phases are
analytically connected.

The calculation of the latent heat across the
self-dual line in the D =2 family of models sug-
gested that only the N -1 limit of the models has
no first-order transitions. Since the N -1 limit
reduces the model to a mixed percolation model,
this estimate may in fact be quite precise. (The
percolation limit of lattice gauge theories will be
discussed elsewhere.!®) It is interesting to con-
sider how the phase diagrams of the D=2 family
of models changes as N increases. Inthe N-1
limit the pocket of free charge would be surrounded
by a line of second-order transitions. As N in-
creases above unity, a line of first-order transi-
tions begins to develop along the self-dual line be-
ginning at the boundary of the free-charge region.
As N passes through 2 the boundary lines sur-
rounding the free-charge region become first or-
der. As N tends to infinity the line of first-order
transitions on the self-dual line extends into the
phase diagram without bound (its length grows as
|£|~N*/%). A similar pattern should occur in D=3
except that the phase boundary between the free-
charge and confining regions of the phase diagram

| .
.
1

FIG. 10. Graphs contributing to O(1/N?) and consist-
ing of two disconnected towers of (CCCC)j, operators.
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FIG. 11. Graphs as in Fig. 10 but each plaquette has a
link in common.

should become first order as N increases above
unity. We believe that this is so because 1/N ex-
pansions for pure gauge Potts lattice theories in-
dicate that they experience flrst—order transitions
for all N greater than one.!3'!5

We have used the 1/N expansion very boldly
here. It would be useful if some mathematical
properties of the expansion could be determined.
Does it have a finite radius of convergence around
1/N=0? Does the latent heat vanish with an es-
sential singularity as N decreases to a critical
value ?

And finally it would be interesting to carry out
the 1/N expansions for these models using the
Euclidean formulation. Then detailed numerical
comparisons could be made with the Monte Carlo
data® which inspired the present investigation.
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APPENDIX

We will sketch the calculation of the O(1/N?)
terms of the ground-state energy and record the

X

FIG. 12. Graphs contributing to O(1/N?) and consist-
ing of two disconnected towers of (B;CB,;)™ operators.

FIG. 13. Graphs as in Fig. 12 but the link operators
have a site in common.

results here. First there are the 1/N? pieces of
the graphs shown in Figs. 6 and 7. From Egs.
(3.9) and (3.11a) we have

1 2
(Fig. 6)= [(47&2 1)+A(4x2—1)2]

doeee, (A1)

22 453
N2 LZ/x+ A=x (2/x+ Y —x)"’]

(Fig. 7)= (A2)
Next there are graphs whose leading N dependence
is just 1/N%. Since Figs. 6 and 7 contribute O(1/N)
+ corrections, such graphs arise when the per-
turbation terms of H act on different plaguettes or
links of the lattice. For example, the graphs of
Fig. 10 are clearly O(1/N2)+ higher-order correc-
tions. We compute

(Fig. 10)= Nz[mi?s—l—)a]*— cee, (A3)

where the factor of 5 counts the number of pla-
quettes excluded by another plaquette (the dashed

|
|
|
| .
|
|
|
|

FIG. 14. Graphs contributing to O(1/N?) and consisting
of two disconnected towers of (CCCC),'}',, operators and
(B;CB;)™ operators.
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¥

FIG. 15. Graphs as in Fig. 14 but the operators have
a link in common.

vertical line indicates that the two plaquettes have
no links in common). Next there are the graphs in
which the two plaquettes have a single link in

common
. _1 -8
(Fig. 11)_N2 [)\(4“_1)2(7)\2_2)]. (A4)

This result is obtained by summing a geometric

series as in the derivation of Eq. (3.9). The re-
maining graphs, Figs. 12-15, give contributions

(Fig. 12)=N1—2[(2+;—-§."_7—);ﬁ] , (A5)

(Fig. 13)=I%5[(2+x>» -xz_)zzéx; zm-zﬁ)]’ (a6)

(Fig. 14)=1\1?§ [(4>\-7\'1)2(§ XA —%)
Jr(clx-x'l)(;1 x+x—x)2]’ (A7)

1 4y
(Fig. 15)—Nz [A2(4>\+ 2/x =\l —x)

1 1 2 (A8)
X(4)\—h'1+2 X+ N =X .

Collecting these results gives E;(x,)) to second
order in 1/N. Differentiating with respect to 7
then gives the expansion for A(£) Eq. (3.13). The
coefficients are listed in Table I. Aside from the

~discussion in Sec. III of the text, the detailed for-

mulas are not very illuminating.
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