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In the Brookhaven National Laboratory 20.8-GeV/c negative-hyperon beam, we have measured the
production ratios 2~/7~, E7 /7, and 27 /Z~ by 29.4-GeV/c protons incident on Al and A1,0; targets. We
have also measured the asymmetry parameter in the decay =~ — A7~ and find az - = —0.491+0.04.

I. INTRODUCTION

This is Part I of a two-part report on experi-
ments in the Brookhaven National Laboratory
charged-hyperon beam. In this part we report on
the nonleptonic-decay results: production rates
for negative =’s, pions, and cascade hyperons Z,
and ay-, the decay parameter in =~ — A7~ decay.
These results have interest in themselves, and
they also serve as calibrations for the leptonic
processes which motivated the experiment.

In this experiment we have obtained a sample of
17000 normal cascade decays, reconstructed in a
sample in which a downstream Cerenkov counter
was required in the trigger and another sample of
9046 events with no such trigger bias. The two
samples give consistent values of @5-. Our large

sample allows us to study possible systematic er-
rors carefully, but we prefer to quote the value
derived from the unbiased sample. This value is
az-=-0.49+0.04, consistent with the world aver-
ages of measurements of a,- and ago.

II. BEAM AND APPARATUS

The apparatus used in this experiment is shown
in Fig. 1. It was designed primarily to detect lep-
tonic decays of hyperons, but nonleptonic decays
were detected with comparable efficiency. Decay
modes searched for were
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FIG. 1. Plan view of the apparatus and the hyperon channel.

21

12 © 1980 The American Physical Society



21 STUDIES IN THE BNL 21-GeV/c... . I. ... 13

2T~ A%, (4)
BT~ A%, ®)
B ~2%7,. (6)

In this paper we discuss the detection of the non-
leptonic processes, Egs. (1) and (3). The other
decay modes are discussed in paper II.'

The hyperons were produced, together with a
much larger number of nonstrange particles, by
the interaction of a part of the Brookhaven alter-
nating-gradient synchroton (AGS) external proton
beam (29.4 GeV/c) (10** protons/AGS pulse) with
C’, an aluminum oxide or aluminum target 2.5 mm
wide, 5.0 mm high, and 254 mm (about one inter-
action length) long. High-momentum negative
particles (20.8+2.1 GeV/c) produced near the for-
ward direction were selected by a narrow curved
channel through a pair of 18D72 magnets (insert,
Fig. 1). The metals forming the channel and the
magnet core stopped those primary protons which
did not interact in C’, and contained most of the
subsequent hadronic and electromagnetic showers.

The proton intensity was adjusted to produce a
flux of 3 X 10* beam particles from the channel
each AGS pulse. This predominantly pion beam
contained about 260 £~ and about 6 Z~. Two small
scintillators in coincidence (B1 and B2) identified
a beam particle emerging from the channel. Bary-
ons were selected by using the downstream half of
the channel, lined with reflective coating and filled
with Freon 12, as a Cerenkov counter (éB) in anti-
coincidence. The momentum of the beam particles
was measured to1% by making use of the excellent
resolution [0.2 mm full width at half maximum
(FWHM)] of the eight-plane high-pressure magnet-
ostrictive spark chamber positioned between Bl
and B2. Full descriptions of the design and per-
formance of the hyperon channel and the high-pres-
sure chamber have beengivenby their designers.?'3

A flux of muons (10"/m®sec) emerged from the
downstream face of the channel. A (30 cm X 30 cm)
scintillator (V) witha hole (2.5 cm X 2.5 cm) for the
passage of the hyperon beam vetoed triggers ac-
companied by a charged particle in this counter.

A decay region extending 1.2 m along the beam
line followed B2. The charged decay products
were detected in three groups of magnetostrictive
spark chambers (front, middle, rear) interleaved
with two hodoscope magnets (a 72D18 with 61-cm
gap and a 48D48 with 91.4-cm gap). Scintillators
PR1 and PR2 intercepted most of the trajectories
of protons from A decay, and were required in co-
incidence in triggers for decay modes involving A’s.

Each spark-chamber group consisted of five
chambers, two of which were rotated by 20° to re-
solve ambiguities in pairing horizontal and vertical

readouts. The construction of the chambers and
their high-voltage pulsing arrangements are based
upon methods described in Ref. 4, except that the
two wire planes on each chamber are wound ortho-
gonally, and each chamber has its own mechanical
frame and gas envelope. The magnetostrictive
pulses for chambers in the front and middle groups
were sensed at both ends of the delay line, which
aided in recognizing spark pairs lying closer than
the measured spark-pair resolution of the wands
(2.5 mm) or the minimum separation for freedom
from distortion (5.0 mm). Gas composition (89%
Ne, 10% He, 1.2% spectroscopic grade isopropyl
alcohol) was maintained by an LBL recirculation
system.® Close control of the alcohol concentra-
tion was essential for achieving the observed spark
dispersion (0. 8 mm FWHM). Gas quality was ad-
equately monitored with a simple discharge device.
Clearing-field voltages were set to reduce single-
spark efficiency to 50% for a track preceding the
triggering event by 200 nsec.

The magnetostrictive pulses were sensed and
amplified at each wand and sent to discriminator/
center-finding modules. The zero-crossing point
of the integral of the tripolar pulse established
spark timing. Access to the center-finding circuit
was gated by a discriminator for minimum spark-
pulse size. Pulse thresholds were set individually
for each readout and electronically varied to com-
pensate for the 50% signal attenuation on the long
wands of the rear group. Successive pulses from
this module arriving at a CAMAC time digitizer®
caused the contents of a scaler counting a 40-MHz
clock to be copied into sequential locations in a
16-word memory. This allowed readout of two
fiducial markers and up to 14 sparks.

The transverse coordinates of fiducial wires
were established by survey to an accuracy of 0.33
mm. The positions of the spark-chamber planes
along the beam direction were determined to an
accuracy of 0.2 mm. The survey result agreed to
this accuracy with a measurement of fiducial sep-
arations using the magnetostrictive wands cali-
brated on a pair of test pulse wires whose separa-
tion was carefully measured.

Departures from linearity caused by hodoscope-
magnet fringe fields and the materials used to
shield wands from them werefound to be negligible,
This was established by the reconstruction of data
taken with the magnets turned off and by observing
the digitized intervals for signals induced by a test
rig of pulsed wires while the wands were in posi-
tion on the chambers. Regular restoration of the
bias magnetic field in several of the magnetostric-
tive wires was required to prevent degradation of
the sonic-pulse waveforms and consequent loss of
resolution.
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The vertical component of the magnetic field was
measured at several thousand points for each mag-
net with a flip coil. These measurements were
fitted using a procedure” which modeled the mag-
net as a collection of elementary magnetic-field
sources whose strengths were adjusted to optimize
the fit to the measured points. For both magnets
the fitted and measured fields agreed to 0.1% in
the central region and to better than 2% in the cor-
ners. This technique assured that the fitted field
fell off accurately at large distances from the mag-
net, and gave reliable values for the unmeasured
components.

Simple interpolating functions giving the depen-
dence of line integrals of field components on par-
ticle trajectory were incorporated in fast subrou-
tines for calculating transfer characteristics of
the magnets. These subroutines, used in the re-
construction and fitting programs, gave estimates
of the momentum which agreed with those found
from exact ray-tracing to within 0.5% for tracks
with momenta between 0.5 and 1.0 GeV/c and with
better accuracy at higher momenta.

The beam-channel central momentum (20.8+0.6
GeV/c) was determined from the momenta of beam
tracks in the spectrometer magnets. The uncer-
tainty arises from uncertainty in absolute position
of target, magnets, and spark chambers, as well
as magnetic-field effects on sparks and magneto-
strictive wands.

A steel-plate optical chamber located behind the
rear group searched for y rays from the decay
mode of Z°in Eq. (6). An air éerenkov counter
(CE) located inside the 72D18 identified electrons
from decay modes (2), (4), and (6). The proper-
ties and performance of CE and the y-ray detector
are presented in paper II.

1II. DATA COLLECTION

Data were collected for several types of trig-
gers. The rates of these triggers per AGS pulse,
along with an indication of their objective, are as
follows: Beam tracks (F-V=B1-B2.V, about
3x 10* pulse) are primarily high-momentum pions
emerging from the hyperon channel and traversing
the apparatus with little bending and no decay.
They are useful in aligning spark chambers, and °
as normalization for the £~ and =~ fluxes. Hyper-
on triggers (Y- V=F.V.CB, about 275/pulse) are
primarily Z and cascade. but they include a few
beam tracks for which CB was inefficient A cas-
cade trigger (“£”=Y-V.PR1- PR2, about 5/pulse)
was a hyperon in coincidence with a high- momen-
tum positive particle as determined by counters
PR1 and PR2. An event satisfying this trigger was
nominally reaction (3) followed by a A° decay in a

charged mode,

We also accumulated a large sample of data
taken with =, triggers (E,=“E”: 5E, about 1/pulse).
These triggers are used primarily for the data
presented in paper II, but we make some use of
them in this paper in estimating systematic un-
certainties. .

For any trigger involving Y, roughly % of the da-
ta are from hyperon decays upstream of the fidu-
cial region. For events in which a vertex lies
within the fiducial region, about ;— are from pro-
cesses with incident = or pion.

Our data were collected during three periods of
approximately equal running time, referred to as
periods A, B, and C.

During data collection, one hour each day was
allocated to normalization data: 1000 F-V trig-
gers, 1000 Y-V triggers, and 1000 “Z” triggers.
In addition to the calibration data, up to 10000-~
15000 =, triggers were collected each day. Every
third day larger samples of both Y-V and “Z” trig-
gers (3000 of each) were taken, At the end of
each run, a photograph was taken of optical scal-
ars, which was later compared with the blind
CAMAC scalars that were read after each event
and recorded on magnetic tape. Scalar rates
were constantly monitored to reduce time lost
due to electronic or detector malfunctions. The
settings of the beam-transport magnets, the
beam-spot size on the C’ target, and the opening
of the primary-beam collimator were checked
about once every two hours. High voltages on the
photomultiplier tubes were checked daily. The
instantaneous rate in one of the beam counters
was monitored electronically by requiring that
the integral of the discriminator output pulse
(integration time of 1 msec) remain below a
preset level in order to enable data collection.

A PDP-15 computer read in the data for each
trigger, performed some rough checks on the
data, deleted invalid sparks from the digitizer
readout, and recorded the data on magnetic tape.
The data acquisition program has been described
in detail elsewhere.® Off-line reconstruction of
part of our data was carried out on the Brookhav-
en PDP-10 computer at the on-line data facility.
This program provided pulse height and timing
distributions for critical counters, spark-cham-
ber efficiencies and resolutions, and the yield of
reconstructed A’s and cascades,

IV. DATA REDUCTION

A. Programs

The data tapes were processed through three
programs on the University of Pittsburgh DEC-10
system. The first program, TOPSY, was a pat-
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tern recognition program that grouped sparks on
a straight line within each cluster of spark cham-
bers. The second program, GRIST, used the
tracks to make geometrical and kinematic fits to
reaction (3). The third program, POSTAN, per-
formed the selection of the final data sample and
produced the distributions of interest.

TOPSY, which identified line segments from
sparks, began by considering the sparks from
only one end of a wand. The criterion for a track
to be established was that a minimum of six
sparks from a straight line (out of ten possible
sparks in the downstream chambers or eight in
the beam chamber). If a line was formed from
the YZ coordinates. we required at least five
YZ points and one UV point or four YZ points and
two UV points. If a line was formed from the two
UV chambers in a cluster, it tried every possible
combination of two sparks and looked for confirm-
ation in the YZ chambers for a total of at least
six sparks.

To minimize the number of bad lines found and
to reduce computer time, a number of cuts were
made in TOPSY. All the sparks had to lie in a fid-
ucial region appropriate to a g-decay topology,
which is larger than the fiducial volume for reac-
tion (3). In order to be included in the collection
of sparks defining a track, a spark had to be with-
in a specified tolerance from a line formed by
four of the other sparks on the track., The toler-
ances range from 0.5 mm in the high-pressure
chamber to 2.0 mm in the front, middle, and
rear cluster. If a line was found which contained
a spark from every chamber in a cluster, those
sparks were not used in any other track. A num-
ber of geometric cuts were made on each line
segment., The beam track was required to have
a vertical slope of less than +10 mrad and a hor-
izontal slope of less than +20 mrad to ensure that
it came from the C’ target and did not scatter in
the channel. Tracks in the front cluster were re-
quired to pass within 38.1 cm of the beam line in
both the vertical and horizontal projections.
Tracks in the middle and rear chambers were
required to satisfy the same criterion in the ver-
tical projection only. All of the tracks were re-
quired to have vertical and horizontal slopes with-
in limits set for each cluster in order to eliminate
many of the accidental tracks.

The number of tracks found in each cluster was
limited to twenty. If TOPSY found a larger number
than this, it removed tracks with fewer sparks.
After all of the lines were found, a check was
made of the double-ended wands for a confirming
spark. A tolerance of about 5 mm was allowed.
These confirming sparks, although not used in
the pattern recognition, were flagged so that

GRIST could use them in fitting the tracks. An
output record was written by TOPSY only when a
minimum number of tracks, consistent with the
topology for the type of trigger being processed,
was present in each cluster. These cuts elim-
inated about 75% of the “=”triggers and over 80%
of the =, triggers. A small fraction (1%) of the
events was lost because the input record was un-
readable.

The program GRIST performed the geometrical
and kinematic reconstruction of the events. The
tracks identified by TOPSY in each cluster of cham-
bers were first fitted to straight lines. Pairs of
tracks were then formed from tracks on either
side of a magnet by requiring vertical and hori-
zontal information consistent with a possible tra-
jectory through the magnet; the momentum was
determined from the fitted trajectory. Vertices
were formed from the fitted trajectories, both
for the A (vertex from a positive and a negative
trajectory in the spectrometer) and the parent
beam particle (A plus a negative trajectory in the
spectrometer). A kinematic fit was made to the
A decay, using the fitted track parameters and
the full error matrices. In general, whenever a
higher-level geometrical or kinematic fit was
made, the program took into account possible
correlations between the variables of a previous
fit by using the variance matrix from that fit.
For each fit, the value of x? and the number of
degrees of freedom were saved for use in the sel-
ection process. Details of the procedures and
cuts used are given in the data analysis sections
for the specific processes.

The momenta of the tracks were determined by
requiring that the trajectory calculated using the
field integrals agree with the tracks observed in
the chambers. Inthe case of beam tracks, we
required that the trajectory intersect the produc-
tion target. For the two downstream chambers,
a “pair” was formed by joining two tracks, one
on either side of the magnet. Since there was
little vertical bending, their vertical slopes were
required to agree within the limits given by multi-
ple Coulomb scattering and vertical bending.

The vertical-angle tolerance was +(4 +16/P) mrad,
where P is measured in GeV/c. Also, the ver-
tical position of the first track, projected to the
exit of the magnet, was required to agree within
4 cm with the position of the second track. The
ratio of the horizontal displacement to the change
in horizontal displacement to the change in hori-
zontal angle was required to be within limits re-
lated to the effective length of the magnet. For
the 72D18, the allowed range is 80-120 cm; for
the 48D48 it is 100-150 cm. If the pair passed
the above vertical and horizontal cuts, a prelim-
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inary estimate of the momentum of the particle
was made from the difference in horizontal angles
on either side of the magnet. GRIST then uses
this initial momentum to trace the first track
through the magnet, using the equations of mo-
tion and the field integrals, and compared the
predicted exit position and angle with the coor-
dinates of the exiting track. The parameters of
the entering track and the momentum were then
iteratively adjusted, consistent with the known
spark-chamber resolution and uncertainty in the
magnetic field (approximately 0.5%), to get the
best possible fits. '

A class of events which required a treatment
different from that described above is those events
in which the A decayed inside the 72D18 magnet
and the proton track was seen in both the middle
and rear clusters, but the pion track was seen
only in the middle cluster. In this case, the pion
momentum can only be determined if the position
of the A decay vertex is known. The initial estim-
ate of the position of this vertex was taken to be
the intersection of the tracks in the vertical view.
The momentum of the pion was assigned by
assuming that the two particles were the de-
cay products of a A. The variables in the fit
are the track parameters, including the momen-
tum, of the A. These were adjusted until the cal-
culated angles and positions of the tracks exiting
the 72D18 and the proton momentum fitted the
measured values.

A special version of GRIST was used to deter-
mine the alignment parameters for the spark
chambers. Deviations from the measured posi-
tions of the fiducial wire locations were found
from fitting particle trajectories. We first used a
beam pion run with the two spectrometer magnets
turned off and fit to trajectories that originated at
the C’ target, traversed the hyperon channel, and
made a straight line between the beam chamber
and the rear cluster. Fits were made to sparks in
all four clusters, and the assumed tiducial posi-
tionsweredisplacedtominimizethe residuals. The
deviations of the new fiducialpositions from their
survey valuesaveraged 0.8 mm. We thenused abeam
pionrunwith the spectrometer magnetsturned on,
and again trajectories were fit tothe sparksinall
four counters. Small shifts in fiducial positions
were again made, averaging about 0.2 mm.

Most of the shifts required in the effective fid-
ucial positions when the magnet is turned on are
explained by a V x B deflection of the electrons
in the ionized gas. This is most evident in the
front cluster where the fringe fields ranged from
40 G at the upstream end to 160 G at the down-
stream end, and the clearing fields were about
150 V. The expected average shift of the spark

positions due to the V x B effect is about 0.30 mm,
which agrees with the observed average shift of
0.36 mm.

The beam-pion tracks were concentrated in a
small region near the center of the chambers,
and therefore they were not useful in obtaining
information on the rotation angles of the cham-
bers, The alignment parameters which describe
the rotations were checked using the low-momen-
tum positive and negative tracks from “=” trig-
gers, which illuminated the chambers more fully.
The deviations in the chamber angles found by this
method differ from the survey values by about 1
mrad on the average.

In addition to the rotation parameters, the multi-
track events are useful in determining effective
shifts in the fiducial positions which may be due
to the increase in the spark formation time over
that for single track events. We are sensitive to
spark formation time, since the spark pulse tim-
ing is measured relative to the fiducial pulses,
which are created at the time the high-voltage
pulse is applied to the chamber. The alignment
process allowed for this effect, and the shifts ob-
served for multitrack events are about 0.25-0,50
mm, Whenever wands were repaired or remagnet-
ized, or whenever the wand preamplifiers were
adjusted or replaced, the performance of the wand
changed slightly, and its alignment had to be re-
determined. In addition, slow drifts of the align-
ment parameters were observed, so the data
were broken into blocks which were small enough
so that the parameters could be treated as con-
stants within each block. In practice, only the
fiducial positions were varied from one data block
to the next.

The program which performed the final cuts
to identify the candidates of interest and to pro-
duce the results of the experiment is called
POSTAN. The cuts made in this program were
on both geometrical and kinematic quantities. We
require that the track interpreted as the pion from
the “Z” decay was distinct from that interpreted
as the pion from A decay. This was done by de-
manding that both the vertical and horizontal ang-
les of the two negative tracks in the middle clus-
ter differed by more than 1 mrad, and that their
positions differed by more than 0.5 cm in at least
one view. We required the extrapolation of the
pion from the cascade decay (as seen in the ver-
tical view in the front cluster) to the middle clus-
ter differ from the A-decay pion by at least 4
mrad in angle and 1 cm in position. Cuts on the
closing distance were also performed for the pion-
proton intersection at the A vertex and the beam-
pion vertex, each of which was required to have
a closing distance of less than 3.2 mm. We re-
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quired that the beam-pion vertex lie within the
fiducial region, which was the 120-cm-long decay
region just downstream of the beam chamber.

The A vertex was required to be downstream of
the beam-pion vertex, Finally, a x* cut was made
on the fit of the beam track to a trajectory through
the hyperon channel, which required that P(x?)
>2%.

To verify that the reconstruction programs
functioned properly and to understand the effects
of the geometrical and kinematic cuts, the reac-
tions studied in the experiment were generated by
a Monte Carlo program. All disintegrations were
carried out in the center-of-mass system of the
parent particle, assuming an isotropic decay dis-
tribution. This distribution was chosen so that
any asymmetry observed in the reconstructed
Monte Carlo events could be ascribed to an in-
strumental effect. Each momentum vector was
transformed to the laboratory system and traced
through the apparatus, requiring that the track
be within the acceptance of the experiment and
simulating multiple Coulomb scattering whenever
it encountered any material. For events which
satisfied the acceptance criteria, a record on a
“fake” data tape was written. The fake-data tapes
were then processed through the chain of analysis
programs, and the results were compared with
the real data.

In order to conserve computer time, the ex-
tended fields of the magnets were simulated in
the Monte Carlo program by regions of uniform
field in the magnet-shielding and pole-tip regions,
with small extra fields added in the region up-
stream of the front cluster and within both the
front and middle clusters. Our estimated uncer-
tainty in the magnetic fields (corresponding roughly
to a 0.25% uncertainty in the momentum of a re-
constructed track) was simulated by a uniformly
distributed jitter in the field value as the event
was traced through the magnet. Sparks were gen-
erated for each wand, and the effects of efficiency,
pulse pair resolution, and spatial resolution were
simulated in the generation of these “measured”
sparks. These parameters were varied within
realistic limits to achieve the best overall simu-
lation of the experimental distributions. Muon
background tracks were simulated by generating
tracks uniformly distributed in space, slope, and
momentum, Either one or zero tracks were gen-
erated, giving an average of 0.5 background tracks
per event, The beam momentum distribution at
the production target was assumed to be uniform,
and the beam tracks were traced through the hy-
peron channel, taking into account the acceptance
of the channel and our triggering counters,

The fake data were analyzed with the same pat-

tern-recognition and analysis programs as the

real data except that GRIST was modified to use
magnetic-field integrals compatible with those used
in generating the events. As in the real data,
GRIST assumed that there was no bending of tracks
due to the fringe field upstream of the front clus-
ter or within the front and middle clusters.

Using the fake-data tape and the actual analysis
programs allows a detailed simulation of the ef-
fects of spatial and x? cuts and any biases intro-
duced in the fitting procedure. A comparison of
the real and fake data shows adequate agreement
for most of the distributions we have studied. In
cases where disagreements occur, they can be
attributed to specific assumptions made about the
apparatus, and they are used to help establish
our systematic errors. We show in Fig, 2 the
momentum distributions for the parent and decay
products for reconstructed events passing the
criteria for normal decay reaction (3). In Fig.
2(b) we show the difference between the momen-
tum of the cascade as reconstructed from the
beam chamber information and from the down-
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FIG. 2. Momentum distributions of the parent parti-
cle and decay products for reconstructed events passing
the selection criteria for normal cascade decay, reac-
tion (3). Figure 2(a) shows the momentum of the inci-
dent cascade; Fig. 2(b) is the distribution of the differ-
ence in momentum of the cascade as reconstructed from
the beam channel data and as’ reconstructed from the
momenta of the decay products measured in the spectro-
meter magnets. Figures 2(c) and (f) are the momenta
of the daughter A and pion from cascade decay; Figs.
2(d) and (e) are the momenta of the proton and pion from
A decay. The solid curves are the corresponding dis-
tributions obtained from the fake data.
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stream spectrometer. Figure 3 shows the ver-
tex distributions along the beam line: (a) X,
cascade vertex, (b) X,, A vertex, and (¢) X,-X,,
the A decay length., In all of these curves, the
solid line represents the corresponding distribu-
tion from the fake data.

For the data taken with the “Z” trigger or =,
trigger, the cuts in TOPSY eliminated all but 25%
and 17% of the events, respectively. The events
eliminated are primarily decays upstream of the
fiducial volume (~70% of all “=” triggers) but in-
clude some beam-track interactions and events
with poor spark-chamber efficiency. These data
were further reduced in GRIST by requiring that
the tracks identified by TOPSY fit the topology
common to reactions (3) through (6), i.e., the
beam particle decaying into a A° and a negative
track. As GRIST treated the tracks in each of the
clusters, it made a least-squares fit to the co-
ordinates of the sparks identified by TOPSY, If
the y? was unacceptably large and the track con-
tained more than the minimum number of sparks
required to form a track, the spark with the larg-
est deviation was rejected and the track refit.
This process was repeated until either the mini-
mum number of sparks was reached and the track
was rejected or until a suitable x? was found. The
GRIST cuts were made in the following order, and
the quantities in parentheses indicate for (“=”,=,
triggers the fraction of events surviving the cuts in
TOPSY which also survive that cut in GRIST,

(1) Beam vertex. At least one track in the front
cluster was required to intersect the beam track
within 3.2 mm in the fiducial decay region. Also,
tracks whose angles were within 5 mrad of the
beam track were not used. This angle cut re-
duced the background and improved the precision
in the determination of the decay vertex (65%,
65%).

(2) Proton. A high-momentum positive track
was required to be detected in the middle and
rear cluster and to fit a trajectory through the
48D48 with an acceptable x? (49%, 47%).

(3) A. The proton track was required to inter-
sect with a negative track which was detected in
at least the middle cluster. A continuation of the
pion trajectory was searched for in the rear clus-
ter, and, if found, considered part of the pion
trajectory. In cases where the A appeared to de-
cay upstream of the 72D18, the front cluster
sparks were examined for compatibility with the
pion or proton trajectories, and, if compatible,
added to the appropriate trajectory. For events
with a satisfactory geometrical fit for the pion
and proton trackintersectionand withpion-proton
effective mass less than 1.130 GeV/c?, a kine-
matic fit to the reaction A—p7~ was made. A
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FIG. 3. Distributions of the cascade decay vertex
(X3), the A decay vertex (X,), and the A decay length
Xp-Xgz).

loose goodness-of-fit test was made for this kin-
ematic fit (29%, 26%).

(4) Beam -~ A°+X". The A trajectory found from
the kinematic fit was required to intersect with the
beam track. A geometrical fit with this require-
ment was made, and a cut was applied on the re-
sulting x%. A negative track, distinct from the
one associated with the A vertex was required to
be found in the front and middle clusters, This
track was required to satisfy a geometrical fit
in which it intersected the beam track and the
reconstructed A momentum vector. This criter-
ion was applied through a goodness-of-fit test on
the resulting x? for the geometrical fit (21%, 18%).

In addition to using the fake data, a verification
of the pattern recognition and reconstruction pro-
grams was made by analyzing two samples of about
20 consecutive “Z” triggers both by hand and with
the programs. The manual analysis consisted of
plotting the sparks to scale and visually interpret-
ing both the track topology and the event type. In
this way, we verified that the tracks found by eye
were also found by TOPSY, and that our physics
interpretation of the event agreed with GRIST.

In addition, for a sample of about 150 consecutive
“E” triggers, any event which reached step 2 was
examined manually. Further detailed checking

of more than 100 doubtful = - A7 candidates was
done while developing the programs. A few
events were found in which misinterpretations
had been made by the programs, and these were
used to improve the logic of both TOPSY and
GRIST.
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V. FINAL ANALYSIS AND RESULTS

A. Production ratios

The F -V trigger is our basic normalizing trig-
ger. The bulk of our data taken with this trigger
were pions, with only about 1% hyperons but with
10-15% triggers from muons or accidentals. Re-
construction efficiency for a single track in our
chambers was quite high, greater than 99%. Thus
with high efficiency and negligible background, we
identified pions as events with a track found in
each cluster, with the track in the beam chamber
consistent with a trajectory through the beam chan-
nel which intersects the production target, Stray
tracks were reduced to a negligible level through
these combined momentum and geometrical re-
quirements. The fraction of F -V triggers which
were not recognized as pions is shown in Fig. 4
for representative samples of data throughout
running periods B and C; we use it to estimate
the stability of our normalization against random
fluctuations. The nonpion component is relatively
stable at (14 +2)% for the ALO, (downstream) tar-
get and (10+17)% for the Al (upstream) target. We
therefore take the number of pions in our appar-
atus acceptance as 0.86 times the value of the
F -V scaler reading for downstream data and
0.90 F- Vfor upstream data.

We searched for events which are candidates,
for reaction (1), normal ¥ decay, by examining
data taken with the Y - V trigger. Candidates were
identified by the requirement that a beam vertex
(step 1, above) exist in the fiducial decay region.
We find from the analysis of fake data that the
efficiency for recognition of events of this type
(number found/number generated in the fiducial
region) is 0,74 +0.05. The ratio of the yield of
~ " to 7~ at the production target is related to the
observed rates by the expression

»/m=FR./R,€P,
P=[1-exp (-4/Byc7)]exp(~1/BycT)

O

2ol i
t E{ {{H i

Y ITTI ;

0

Time —

FIG. 4. Fraction of events taken with the F'« V trig-
ger which are not recognizable as beam tracks, as a
function of run number, or increasing time. The m points
were taken close together in time, and with the up-
stream (Al) target. The e points were taken over alonger
time interval and with the downstream (Al; 0;) target.

in which R (R,) is the ratio of £ vertices (beam
tracks) found per Y -V (F -+ V) trigger, €=0,74
+0,05 is the T reconstruction efficiency, F is the
ratio of Y+ V to F -V trigger rates, I is the effec-
tive length of the beam channel, A is the length
of the fiducial decay region (1.2 m), and 7 is the
lifetime of the = in its rest frame. The values of
this ratio were evaluated for two targeting con-
ditions: a downstream Al,O, target, with its
center placed approximately 30 cm into the first
magnet of the channel and /=4.2 m, and an up-
stream Al target, with the target placed just up-
stream of the first channel magnet and 7=4.5 m.
The mean value of the horizontal production angle
for the two target positions are slightly different,
and their values are shown in Table I. The ver-
tical production angle is about 1.7 mrad for both
configurations. In Table I we give the values for
= /m for both target conditions for the two running
periods B and C, for which we feel the systematic
errors and running conditions were sufficiently
stable to permit a meaningful measurement of this
ratio. The errors on these quantities have been
calculated by adding in quadrature the statistical
errors for each measurement and our estimate

of the fluctuations of the reconstruction efficiency
and monitor ratios for each sample. In addition,

TABLE I. Values of the = /7 ratio at the production target for the two different targeting
conditions during the running periods B and C. The momentum of the incident proton beam is
29.4 GeV/c and the central value of the hyperon channel is 20.8 GeV/c. The errors shown for
the measurements are a combination of statistical and systematic uncertainties which arise
from fluctuations in monitor ratios and spark-chamber performance. The errors on the aver-
ages have been enlarged to include other systematic errors, such as uncertainties on the =
lifetime, the absolute reconstruction efficiency, and the effective channel length. The quantity
1 is the effective length of the hyperon channel, and 6 is the mean horizontal production angle.

Target 1(m) 6 (mrad) z/r Z /7 (average)
Al 4.5 -2.5 1.44=0.19 1.77+0.22 1.57x0.17
Al,04 4.2 5.0 1.02+0.13 1.28+0.15 1.13+0.12
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there is an overall systematic error arising from
such effects as uncertainties in the average re-
construction efficiency, the =~ lifetime, and the
effective length of the channel. These latter two
uncertainties, amounting to 8%, are added in
quadrature to the error after averaging the mea-
surements from periods B and C. Thus the error
on the final average values in Table I includes all
of our estimates of systematic uncertainty.

To measure the corresponding ratio for cascade
production, the same procedure can be followed,
except that the evaluation of the reconstruction
efficiency is more difficult, due to the very dif-
ferent topology for reaction (3) compared to beam
tracks. Following the same procedure as we used
for measuring the T /7 ratio, only using fully re-
constructed " - A7~, A-pr- in the E trigger, we
find the values listed in Table II, under the head-
ing “(=/m) values from method I (full =™~ A7~ re-
construction).” The overall efficiency for recon-
structed =™~ A7~ found from the analysis of our
fake-data events is 0.29 £0.10 absolute efficiency
or 0.39+.08 relative to the =~ efficiency quoted
above (relative efficiencies have smaller system-
atic errors). The efficiencies are with respect
to events entering our fiducial region; the analysis
efficiency is ~40% with respect to events satisfying
all =7, A fiducial-volume cuts. Because of the
problem of determining accurately the reconstruc-
tion efficiency, and because it is sensitive to the
rate of accidental tracks and the performance of
the spark chambers, we have measured the = /
ratio in a second way, which we call method II.

In this measurément, we use data from the Y -V
triggers (the same data sample as was used in the
%/ ratio measurements), in which we require
both that a beam vertex be found in the decay re-
gion (~0.75 efficiency) and that a proton (step 2,
above) be found with momentum greater than 10
GeV/c (0.70 £0.05 overall efficiency for a beam-7
vertex plus a proton). This method is less sensit-
ive to reconstruction efficiency variations (since
the ratio of £ to =~ efficiencies is estimated
stable to ~3%, more stable than the absolute effic-
iency uncertainties given above) but it suffers
from statistical errors, since only ~2% of Y «V

triggers contain cascades which decay in the fid-
ucial region. Taking into account the systematic
errors in a similar way to that done for the T /=
ratio, the two ways of measuring this ratio are
seen to be in agreement. We regard the two
measurements as independent, and we obtain final
values for the = /7 ratio by a weighted average of
the results of the two methods. In performing the
average we have first increased the errors on the
individual points by adding our estimates of the
uncertainties particular to each method, which

is primarily the uncertainty in the absolute re-
construction efficiency, (30% for the full recon-
struction, 6% for the indirect method of compar-
ing vertices with protons to =~ events) and then
added the other systematic errors (uncertainty
on the = lifetime and branching ratio and the ef-
fective channel length) to the error on the final
average.

In order to calculate the branching ratio for the
leptonic decay modes, it is necessary to know the
ratio of /% in the beam. Since relative rather
than absolute reconstruction efficiencies are re-
quired, systematic uncertainties are reduced
when calculating the ©/% ratio, and we estimate
the ratio by an average of the =/= ratios in the
different data samples, Systematic relative re-
construction uncertainties of 20% for the full re-
construction =~ sample (from “Z”) and 3% for the
proton signature =~ sample (from Y - V triggers)
are included. An 8% uncertainty due to channel
length and lifetime uncertainties is included in the
error quoted for the extrapolation of the T/= ratio
back to the production target. Our values for the
% /% ratios both at the entrance to the fiducial re-
gion and at the production target are given in Ta-
ble III. In the calculation of the leptonic branching
ratios in II, we need only the /= ratio at the en-
trance of the fiducial decay region.

Because of the differences in production target,
production angle, beam channel acceptance, and
incident proton momentum, it is difficult to com-
pare our results of the production ratios directly
with previous measurements of these quantities.®
However, by making plausible assumptions about
the A dependence, 6 dependence, and momentum

TABLE II. Values of the Z/7 ratio at the production target for the targeting conditions given
in Table I, using the two different methods described in the text. The errors shown are a
combination of statistical and systematic uncertainties as discussed in the text.

10% x (& /1) values from method I

10° X (& /m) values from method II

(full Z~ —A7~ reconstruction) (vertex in Y*V trigger +proton)  10%X(Z/m)
Target Period B Period C Average Period B Period C Average (average)
Al 197 17+6 18+4.5 23+6 357 27+4.5 23+5
Al,Oq 17+6 197 18+4.5 197 285 2 4.0 224
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TABLE III. Z/E ratio measurements. Our best estimate of the Z /& ratio comes from an
average of the ratios in each of the runs and methods in Table II (for =) and Table I (for = 7).
Since some systematic effects cancel, the £/E ratio is more stable and has less fractional
systematic uncertainty than the £ /7 and E /7 quantities in Tables I and II. Column 1 is the
2 /E ratio in the beam at the entrance to our fiducial region; column 2 is the Z /7 ratio at the
production target. The fractional error in the production target ratios is larger because of

lifetime and channel-length uncertainties.

Target

= /& (fiducial region)

2 /& (production target)

Al (upstream)
Al,O3 (downstream)

59.0+8
47.0£5

62.0+10
49.5+ 6

-

dependence,!® our measurements and previous
measurements are in approximate agreement.

B. ="~ An decay parameter (o _.)

In our analysis for the o decay parameter of the
=", we assume that the incident = is unpolarized.
The justification for this assumption is that the
transverse momentum of the = at production is
quite small (0.1 GeV/c), and hyperon polarization
at high incident proton momentum has been ob-
served only for large transverse momenta.!!
From the data on A° polarization, assuming the
same mechanism would cause the = to be polar-
ized, we estimate that the polarization of the beam
is less than 1%. In addition, the method we have
chosen to determine a- is insensitive to the in-
cident polarization for a complete sample. While
our sample does not cover the full range of = and
A° decay angles with equal efficiency, we are con-
fident that the effects of a beam polarization of
1% are totally negligible.

In the A rest system, the polarization of the A
is related to the unit vector of the = momentum
by the relationship 2

B =-azks,

and the decay-angular distribution of the A is giv-
en by
dN _ 1

" 1 PO
dn " Pk g (- agedks k)
®)

in which ¢, is the A decay parameter and IE,, isa
unit vector in the direction of the decay proton mo-
mentum,

We evaluate experimentally the asymmetry in
the distribution of %, - %, in order to determine the
quantity o, a.. The experimental biases in the ap-
paratus are evaluated using the fake data. Our
measurement of the asymmetry, along with the
known value of a, yields a measurement of q-.

To ensure a clean sample, we use only events
from our calibration cascade triggers, with no
Cerenkov-counter requirement. Our data sample

is 9046 Aw events. If we compare the Am mass
plot with that generated from the fake data (Fig.
5) we conclude that the background present in this
sample is less than 1%, which introduces a neg-
ligible effect in the determination of a, in com-
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FIG. 5. Thepr (a) and Ar (b) effective-mass distribu-
tion for the selected events used in the determination of
@ 5. The solid curve is the corresponding distribution
from the fake data.
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parison with our statistical errors. The cuts
that we make are not associated in a simple way
with the variable k- %,. However, the combin-
ation of the cuts we make does produce an instru-
mental asymmetry, which we evaluate through the
analysis of the fake data. The observed instru-
mental asymmetry arising in the analysis of the
fake-data events is 0.069, compared to 0.367 for
the real data. This instrumental correction is not
sensitive to the assumed values of such paramet-
ers as spark-chamber resolution, pulse-pair re-
solution, spark-chamber efficiencies, and uncer-
tainties in the magnetic-field values.

Since we depend upon the Monte Carlo program
to evaluate our instrumental bias, we have studied
several angular distributions in both the cascade
and A center-of-mass-systems. Figure 6 shows
the distribution of the three components of %, (re-
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FIG. 6. Distributions of the three components of the
proton momentum unit vector in the A rest system. The
%, $, and z axes are the fixed laboratory axes. % is
roughly along the beam direction, j is in the vertical
direction (nonbending spectrometer plane), and £ is in
the horizontal direction (bending spectrometer plane).
The solid curves are the corresponding distributions
from the fake data.

ferred to our laboratory coordinate axes) in the

A center-of-mass system; Fig. 7 shows the dis-
tribution of %, in the cascade center-of-mass sys-
tem. The coordinate directions are x, roughly
along the beam, §, the vertical (nonbending) trans-
verse direction, and 2, the horizontal (bending)
transverse direction. The dips seen in the y-com-
ponent distributions of both vectors are related to
the loss of close-lying sparks in the spark cham-
bers. Loss of events for negative IEA ‘% is related
to a cut excluding pions emitted at small angles
(less than 5 mrad) in the decay =~ Awm. Overall
efficiency of the analysis is =40% of events in the
fiducial volume, and the fake-data distributions
agree relatively well with the real data. For the
real data, there are some correlations between
the A distributions and the proton distributions,
since the real-data decay according to Eq. (8).
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FIG. 7. Distributions of the three components of the
A-momentum unit vector in the cascade rest system as
in Fig. 6, the %, y and # axes are the fixed laboratory
axes and the solid curves are the corresponding dis-
tributions from the fake data.



21 STUDIES IN THE BNL 21-GeV/c... . I. ... 23

To form a x2 between the fake data and the real
data we have weighted the fake-data events ac-
cording to Eq. (8), using the generated value of
k,* k. We have used a, =0.642 (the world aver-
age)'® and calculate x? as a function of a,-. The
spatial distributions in Figs. 6 and 7 are sensitive
to details of chamber efficiency and analysis cuts
but are insensitive to the value of .- used [x? of
326/59 degrees of freedom (D.F.) with a.-=0, yx2
of 304/59 degrees of freedom with a,-=-0.392, the
world average, and x%=300/59 degrees of freedom
with a,-=-0.49, our reported value].

A distribution of the error in the reconstructed
k by (evaluated by taking the difference of the
reconstructed k k from the generated k k for
fake-data events) is shown in Fig. 8. The k, .
distribution (for real data) is shown in Fig. 9
with a dashed curve showing the fake-data analysis
prediction for a,-=0, and a solid curve showing
the prediction with a,-=-0.49, our result. The
data in Fig. 9 is shown in bins of 0.1 in kﬂ-kz,
though bins of 0.2 were used for the final fitting.
Our results are insensitive to the difference be-
tween these bin sizes. The kp . kz distribution,
as we have checked with the fake-data analysis,
is insensitive to details of spark-chamber per-
formance and analysis cuts but quite sensitive to
@5- [x? of 218/9 D.F. with a,-=0, x? of 19.1/9
D.F. with a,=-0.392 (the world average) and
X2 of 9.4/9 D.F. with a,-=-0.49].

We have estimated a value for a.- in two dif-
ferent ways using the difference between the two
methods to estimate .our systematic error. In
Method I, a x2 is formed between the fake-data
distribution (weighted by 1 - az-kt, -k.) and the

6000

4000

T

2000

NO. of EVENTS
T

T T

0.4

o> O

A
A (p-E)

FIG. 8. Distribution of the error on (k ; »). The
error is estimated from the fake data and is the differ-
ence of the reconstructed (k . k,) from the (k . k,,) as
it is generated.

real data. The parameter az- is varied to find
the ¥* minimum (the estimated value of az-)
and the error on ay- is the change needed to in-
crease the x2 by one. The value of a,- from this
method is az-(I)==0.50+0.035, with a x? of 9.3
for 9 D.F. In method II, the real data are weighted
by the inverse of the distribution of the fake data
k, k,,, and a fit is made for the asymmetry az-o,
m the resulting weighted distribution. The error
is derived from the fit to the weighted distribution;
Method II yields a,-a, =—0.309+0.018, or a
=-0.48 +0.028. The disagreement between meth-
ods I and II is 0.02. This difference is consistent
with differences in Monte Carlo and real-data as-
ymmetries in Figs. 6 and 7 (center-of-mass dis-
tributions of the proton and A referred to fixed
spatial axes). We then take 0.02 to be an estim-
ate of systematic errors in our experiment. Our
final value is then the average of the values from
methods I and II, and our reported error is the
statistical error added in quadrature to our esti-
mated systematic error:

z-=-0.49+0.04 .

V1. CONCLUSIONS
A. Production ratios

We have presented values for /7", /7", and
»°/Z" production values for Al and ALO, targets
near 0° in the Brookhaven charged-hyperon beam.
The proton-beam momentum is 29.4 GeV/c and
the hyperons selected are at a mean channel mo-
mentum of 20.8 GeV/c. Our results are given in
Tables I, II, and III. Under plausible assumptions
about dependence upon target, production angle,
and momentum, these results are in approximate
agreement with those from previous experiments.®
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FIG. 9. Distribution of the quantity (kz~ k,) c.m. from
which the determination of a z-is made. The solid line
is the fitted curve from which the asymmetry is deter-
mined. The dashed line is the fake data generated with
the assumption that @z~ =0, and indicates the size of
the instrumental asymmetry.
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B. =~ = An™ decay parameter (o)

Our result a.-=-0.49+0.04 is somewhat higher
than, but consistent with, the previous world av-
erage of a.- (Ref. 13). It is consistent with the
world average'? of a0 and thus consistent with
the AI=3 rule which predicts O z-=0ago (NO phase-
space corrections) or a;0=0.975a,- (phase-space
corrections included). A summary of these values
is given in Table IV.

TABLE IV, Values of the asymmetry parameter in

&~ —A7" decay.

Ref. - Value
az-, world average 12 -0.392£0.021
az0, world average 13 -0.478+0.034
az-, this experiment -0.49 =0.04
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