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We develop further a new approach to the quantum measurement process. In this approach, which we
proposed in a recent paper, the apparatus is treated as a classical system; however, the classical apparatus is
directly coupled to the quantum system. A principle of integrity, which requires that the observables of the
classical apparatus retain their classical integrity, is introduced. We examine the constraints which this
principle places upon the coupling between the apparatus and the quantum system. To illustrate our approach
we use a model loosely based on the Stern-Gerlach experiment. For this model we exhibit a coupling which

satisfies the principle of integrity.

I. INTRODUCTION

In a previous paper,' to which we refer as I, we
proposed a new approach to the description of the
quantum measurement process. The unusual fea-
ture of this approach is to treat the apparatus as
a classical system, to be described by classical
physics. The system to be observed is, however,
a quantum system. In I we concentrated on setting
up the formalism for such a description, and on
introducing the tools necessary in the detailed de-
scription of the approach. The proposal which we
forwarded in I, and which we further develop in
this paper, is an attempt to construct an alterna-
tive theory of measurement in quantum mechanics.
It does not yet have the status of a theory, as its
logical consistency is yet to be proved. If that is
shown, then a decision as to which theory is cor-
rect can only be made on the basis of agreement
with experiment. In the present paper we pursue
theoretical questions concerning the interaction
of quantum and classical systems: how they should
be constrained, and whether there are any simple
examples to illustrate the approach.

Before we discuss such questions, we shall re-
view briefly the results of I. The main thrust of
that paper was in setting up a formalism which
would allow the direct interaction of a classical
system with a quantum system. The main tool
used was, in effect, a new way to view classical
systems. It was described how one could envisage
a classical system embedded in a much-larger
quantum structure (insofar as the dynamical vari-
ables are noncommuting), and yet the observable
part of this larger quantum-mechanical system
would mimic exactly in its behavior the original
classical system.

Let us denote the dynamical variables of. the
classical system by (q,, ..., g,) and (p,, ..., p,).
The Hamiltonian is a function of these phase-space
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points, H(q,p). Their development in time is given
by Hamilton’s equations

_ 9H(q,p)
qi= 3Pi ’

_8H(g,p) .1
bi= =5 -

Specifying initial conditions g;(¢=0)=¢$ and p;(¢=0)
=p9 then determines fully the future time develop-
ment of the system.

We can describe the quantum system in which we
find the above classical system embedded as fol-
lows. This description involves the following in-
gredients:

(1) The use of operators acting on a state space
as the dynamical variables; for this quantum sys-
tem we write them as

w :{wly R wzn}E{qU tet qn;pl) R pn} . (1‘2)

(2) The introduction of operators conjugate to
the w* with respect to commutation: Operators
7’ such that

[, 7 ]= whr” =1’ wH =" . (1.3)

A representation of the 7 operators is

v > 8
m==-1 W . (1.4)
(3) The Hamiltonian operator
8H(q,p) , 9H(q,D) ] :
3=~ [ 2t b e
]Z o, ! 8p, !
= OH(®) 4y
2 et | (1.5)

The Heisenberg picture is used to discuss the time
development of the system. Using the Hamiltonian
operator defined in (1.5), the equations of motion
of the w" operators

857 © 1979 The American Physical Society



858 T. N. SHERRY AND E. C. G. SUDARSHAN 20

k() ==i[w"(1),3€] (1.6)

mimic exactly the classical equations (1.1).

(4) The analog of the initial values of the usual
classical description is the specification of the
state of the quantum system in the Heisenberg pic-
ture. This is made more precise by the choice of
state

[9) = lwo) = |¢°,£°) : 1.7)

where the initial values seen earlier are the eigen-
values of the w* on this state.

(5) We distinguish between the observable and
unobservable parts of the system by invoking a
superselection principle: The set of operators
{w', ..., ©*"} are superselecting operators. The
immediate consequences of this principle are that
the conjugate 7” operators are unobservable, and
that the algebra of observables generated by the
w is commutative. We note here that our use of
superselection does not follow the conventional
usage.? For example, the Hamiltonian (1.5) is not
an observable. As a result no superselection rule
applies. This usage of superselection has been dis-
cussed in I in more detail, where some simple il-
lustrative examples were discussed.

The observable sector of the resulting quantum
theory exactly mimics the simple classical sys-
tem first discussed. Our proposal was to use this
model to couple together a classical apparatus and
a quantum system. First we construct the “quan-
tum-enlarged” apparatus system, in the manner
described above. The enlarged system is then
coupled to the quantum system under investigation.

Let us denote the quantum variables by {&}, and
the undisturbed quantum Hamiltonian by X(n).

Then the Hamiltonian operator for the coupled
“enlarged apparatus” and quantum system is

=3y +3Hin, , (1.8)
where
)
1= 2L o xm) (1.92)
and
3Cint =Q(w, m; &; £) . (1 .9b)

We should point out that we are restricting our at-
tention, at this stage of the program, to closed
systems about which we have maximum knowledge
allowed by theory. Our quantum-mechanical sys-
tems will then be described by elementary quantum
mechanics so that, for example, the time develop-
ment will be effected by a unitary transformation,
and state vectors rather than density matrices are
employed.

Finally in I we addressed the question as to what

restrictions should be placed on the interaction
Hamiltonian (1.9b). There were two general re-
quirements:

(1) A measurement is achieved if unambiguous
information concerning the values of certain vari-
ables of the quantum system being examined can
be “stored” in the variables of the classical ap-
paratus.

(2) After the interaction has occurred the ap-
paratus must be “classical” in some sense.

The second requirement is rather vague as stated.
As we saw in I the classical nature of the state of
the apparatus is not retained when interactions
with quantum systems are allowed. Thus we
clearly cannot require that the classical nature of
the state be retained. However, the remaining
classical property is a statement about the classi-

_cal observables, which form a commuting set.

We proposed that the requirement (2) above be
applied to this property of the apparatus system.
This proposal was formulated in both weak and
strong forms as follows:

Weak form. After the interaction has ceased the
apparatus observables should retain their classi-
cal integrity. While the interaction is taking place
no such restriction is enforced.

Strong form. The apparatus observables should
retain their classical integrity at all times.

We called this requirement the “ principle of inte-
grity.” Requiring that the interactions satisfy this
principle is the weakest requirement which we can
impose if we wish the apparatus to be classical, in
any sense, after interacting with the quantum sys-
tem. '

In this paper we wish to examine how such a
principle constrains the coupling (1.9b) of the ap-
paratus and quantum system. We shall, however,
restrict our attention to the strong form of the
principle and to time-independent interactions. In
Sec. II we shall derive a set of integrity criteria
which can be used to check if the principle is sat-
isfied by a given interaction. In Sec. III we intro-
duce a model which will be used in Sec. IV to il-
lustrate the use of the integrity criteria: The re-
sulting model, which can be viewed as a variant
of the Stern-Gerlach experiment, is an example of
an interaction which satisfies the principle of in-
tegrity. In Sec. V we shall discuss the relevance
of a m-independent coupling in the Hamiltonian,
referring in pa\rticular to the model of Sec. III.

II. THE INTEGRITY CRITERIA

The strong form of the principle of integrity, as
stated in the Introduction, requires that the ob-
servables of the classical system retain their
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classical integrity when interactions with quantum
systems, as in (1.8) and (1.9), are allowed. In
this section we examine the constraints which the
strong principle of integrity places on the coupling
between classical and quantum systems. To ex-
amine whether or not a given interaction satisfies
the principle, it is convenient to use the Heisen-
berg picture, as in that formulation it is the dy-,
namical variables which develop in time.

Within the context of the approach reviewed in
the Introduction, the classical nature of the ap-
paratus observables can be characterized by both
of the following properties:

(i) w*(¢) are observable for all times ¢.
(ii) w*(¢) and w?(¢’) are compatible operators for
all times ¢ and ¢’.

The first property tells us that the “trajectories”
of the apparatus observables are observable for
all times. The second tells that we can measure
the different trajectories without disturbing the
measurable aspects of the system. These two
properties are not independent of one another,
however. The first requires that the commutator

[wH(4), w"(0)] (2.1)

vanish for all times ¢, and for all u,
(ii) the commutator

[wh(1), w"(")] . (2.2)
must vanish, for which it suffices to consider com-
mutators of the form (2.1) because

[wH(t), w" (t")]=e 'm'[w (t=1",w"(0)]e —i - (2.3)

We note that for the uncoupled classical system
properties (i) and (ii) are automatically satisfied
because the Hamiltonian (1.5) is at most linear in
the unobservable 7*.! For a general time-inde-
pendent interaction

Hine= @ (w, 7; £) (2.4)

v. To satisfy

this result no longer follows. Clearly, if the cou-
pling function & is quadratic (or higher) in the un-
observables 7" the apparatus observables will not
be characterized by (i) and (ii). If @ is linear in
7* it may occur that (i) and (ii) are retained even
in the presence of some interactions. Thus we
can restrict our attention to interactions of the
form

Hine = ¢H(w;n" )" +h(w; €) (2.5)

where {n’} and {€} are subsets of the quantum vari-
ables. This form, however, is not sufficient to
guarantee that the apparatus observables retain
their classical integrity. Both the primary cou-
pling functions ¢* and the secondary coupling
function # depend on unspecified quantum variables.

It remains to find what further restrictions, if any,
on the functional form of these coupling functions
can be deduced by requiring the principle of inte-
grity to be satisfied. Or, if that fails, we need to
derive criteria which can be used to check differ-
ent models.

For our purposes (i) and (ii) are not in a very
usable form. From the interaction Hamiltonian
(2.5) we see that w¥(¢) depends on the primary
coupling function ¢*. Thus we should formulate
(i) and (ii) in terms of the time derivatives of
w"(¢). We consider the following:

(iid) [ = W (t)’dt" w (t)]=0 for all m,n=0
and all times ¢ .

This condition is easily seen to follow from either
(i) or (ii). Thus it is a necessary condition for the
apparatus to remain classical. If w/(¢) are every-
where regular it can also be seen that (i) and (ii)
follow from (iii). In that case (iii) is equivalent to
(i) and (ii). However, it may be that{w"(¢)} are
not all regular functions, so that they do not have
power-series expansions valid everywhere. Then
it is clear that (iii) is a necessary, but not suffi-
cient, condition that the apparatus remain clas-
sical.

We can abstract from (iii) the following equa-
tions:

(a)[d

’l
dtmw“(t), Tl ."(t)]=0f_orm,n>0,

n

(b) [wﬂ(n,;% w”(z)} -0
(c)v [wh(8), " ())]=

Equation (c) is automatically satisfied, as the
unitary time development preserves commutation
relations. From (a) we see that either all of the
time derivatives vanish, or they belong to a com-
mutative algebra. The first alternative cannot
happen even for the uncoupled system. Then (b)
tells us that w*(¢) itself must also belong to this
same commutative algebra.

We now turn to the coupling between apparatus
and quantum system, as in (2.5), to see what we
can learn by applying these restrictions. We can
write the Hamiltonian in the form

for n>0,

= a;{afc:)euunv +X () + ¢*(w, n")1* +h(w, &)
=F¥w,n)n" +G(w, €) , (2.6)

where {€} ={€¢} U{n}. The time derivatives of w*(¢)
then take the form

wk(t) = =i[wh(8), 3¢] = =FHw(®),n"(9) ,
GH(t) =i [F*, 3¢ = i[ F*, F'1'+G] ,

(2.7a)
(2.7b)
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w“([):[[F‘l) JC],'JC:I:[[FH,SC], F"ﬂy'f'G] 3 (2.70)

A wH0) = (=™ [[F¥, 50 5]+, PP
(2.7d)

The first restriction which we derive, using
(2.7a) and (a), is that the F* belong to a commuta-
tive algebra for all u. However, from the decom-
position

and the fact that
[w“(O),n’(O)]=[w“(t),n’(t)]50 ) (2.9)

we have equivalently the condition that the set of
¢" be commutative. This condition merely tells
us that the operators ¢ must commute among
themselves. It does not give us any information
about the functional form of ¢*. Thus, {n’} may
be a commuting set, in which case ¢" automatical-
ly satisfy the requirement, or it is a noncommut-
ing set such that the ¢* commute with each other.

This is not the only condition that we need impose
on the coupling functions. We include in Appendix
A a derivation of the other conditions. Before
stating them explicitly we introduce some short-
hand notation. We denote by {p} the maximal (i.e.,
largest) algebraically independent subset of the
operators {¢"}. In forming algebraic combinations
we allow the coefficients to depend on the w vari-
ables. In other words, any function of the ¢* can
be expressed as a function of {p} and {w}.

Sometimes we need (and are able to find), from
the algebra of dynamical variables describing the
quantum-mechanical system, an extension of this
commuting set by additional operators which we
shall call p’. The p’ are algebraically independent
of the p but commute with them. The extension of
{p} by inclusion of the p’ will be denoted by
{e} Ui}

We can now state our results in the form of nec-
essary and sufficient conditions that condition (iii)
be obeyed. They are as follows:

(A) {¢*} forms a commuting set.

(B) F*[pm 1] +[Pm, G] commute with ¢* and
each other for all m. We denote the resultant com-
muting set by €.

(C) F’[ph, n”]+[ph,G] commute with each other
and each element of € for those p/, which occur in
the expansions of

[pm’ SC]y [[ Pms JC], ZC], etc.

(A), (B), and (C) are also the necessary and suffi-
cient conditions that the apparatus remain classi-
cal if the interaction is such that w”(¢) is regular
(analytic) for all times ¢. In that case we refer to
(A), (B), and (C) as the integrity criteria.?

However, it may occur® that the interaction ex-
plicitly precludes the regularity of the apparatus
observables. In such a case (A), (B), and (C) are
necessary, but not sufficient, conditions that the
apparatus remain classical. We must go back to
condition (b), and examine [w*(t), [d/dt')w*(t’)], or
equivalently [ *(¢), ¢p”{¢’)] for =0, for example.
Then we must have [w”(0), ¢”(£’)]=0 for all times
'. In the nonregular cases, the criteria (A), (B),
and (C) must be supplemented in this fashion to
yield the integrity criteria.

We must now ask what these conditions tell us
about the functional form of ¢* and G. To begin
with we see that if the ¢* depend on at most a com-
muting set of quantum variables, then [ p;, 7’] al-
ready belongs to the algebra €. Furthermore, in
this case we can assume pj also depends on a com-
muting set of quantum variables. Then conditions
(B) and (C) reduce to conditions on the allowed G
=X(n)+h(w,&). ¥ ¢" depends in a nontrivial man-
ner on noncommuting quantum variables, then we
must check that conditions (B) and (C) are satis-
fied in each case.

We can understand the ¢ depending on a com-
muting set of quantum variables from the mea-

surement viewpoint. The information stored in
the classical variables after the interaction has
occurred will be about these operators. On the
other hand, if the ¢* depend on noncommuting
variables the information stored will be of the
{¢"} rather than the set {n’}. Since the {¢"} are
not operators of the quantum system, we are led
to the conclusion that, whereas an interaction has
taken place, the effect on the apparatus cannot be
identified as a measurement on the original quan-
tum system.

To illustrate the merits of the criteria derived
in this section, we will next turn to a simple in-
teraction between a classical system and a quan-
tum system, and see what restrictions on the
coupling functions these criteria give us.

II. A SIMPLE MODEL

In the preceding section, we examined some gen-
eral aspects of the interaction between a quantum-
mechanical system and a classical apparatué. In
particular, we derived a set of criteria which
could be used to see if an interaction satisfied the
principle of integrity, i.e., if the classical ob-
servables retain their integrity when interacting
with a quantum system. Clearly, it is not a priori
obvious that any interactions would preserve the



classical integrity of the apparatus observables.
In this section we introduce an apparatus and
quantum system which interact together in the
manner we have discussed. In Sec. IV we will ap-
ply the integrity criteria to the model.

We shall examine a particularly simple type of
quantum system. Its dynamical variables have
discrete spectra only. Furthermore, it is chosen
to be inert. It is a quantum spin system, with the
three spin projections S,, S,, and S; and the total
spin squared S$%=S,% +S,% +S, as the operators of
the system. These operators satisfy the usual
commutation relations

[Sbsj]zieijksk y
(3.1)
[Sz,S,-];O .

Since the system is to be inert, the Hamiltonian
vanishes—the system does not change in time if
left undisturbed. The state of the system is speci-
fied by choosing a particular eigenstate of, for
example, $® and S,, which constitute a complete
commuting set of operators of the system.

We choose for our classical apparatus a simple
system, namely a (classical) particle freely mov-
ing in three dimensions. The quantum enlarged
description of this system was given in I. The dy-
namical variables for the apparatus will be

{wy={qi,p;}

and : (3.2)

{m={ns, 7},
the conjugate unobservable operators. The w are
superselecting operators, and they generate the
algebra of observables for the apparatus. The
state of the apparatus can be specified to be an
eigenstate of the observables, which all commute
with each other. Finally the time development of
the apparatus system is given by the Hamiltonian

S P
K= P, 3.3)

which is derived from the usual classical free-
particle Hamiltonian (1/2m)p? using the prescrip-
tion (1.5).

In order to describe an interaction between the
apparatus and the spin system, we envisage the
quantum spin system being carried along as inter-
nal degrees of freedom by the (electrically neu-
tral) particle whose translatory degrees of free-
dom are classical. [For example, the internal
quantum degrees of freedom may give rise to a
magnetic moment for the particle.] The interac-
tion is induced by causing the classical particle to
pass through an inhomogeneous magnetic field, as
in the Stern-Gerlach experiment.®
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The primary coupling functions ¢* are specified
by requiring that the apparatus observables satis-
fy the correct classical equations of motion. At
the purely classical level the potential energy of
the particle when in the external magnetic field is

B, (3.4)
where [ =18 is the magnetic moment of the par-
ticle. The force exerted on the particle is

F=-V(I-B)=-yS,VB; . (3.5)

Then the correct equations for the classical ob-
servables result, with the choice

¢g=0, ¢€:F1‘ (3.6)

yielding the Hamiltonian
1, . = -
= B ~yS:(VB) -7 . (3.7

This form for the Hamiltonian can be derived from
the classical Hamiltonian

1 - =
-Z—r;p2+p"B (3.8)

by using the prescription (1.5).

For purposes of illustration (3.7) is sufficient
for use as an interaction Hamiltonian. However,
we shall, in Sec. V, discuss the role of the sec-
ondary coupling function #(w, €) which is chosen to
vanish in (3.7). For this later discussion, we in-
clude the possibility of a nonvanishing secondary
coupling

= i5-%°—ys,-(T7-Bi)-?ﬂ’+h<w,§>, (3.9)

where, for example, we could choose
h(w,8)=—B-5. (3.10)

This choice does not affect the time development
of the observables, but it does play a role in the
time development of the apparatus unobservables.

We shall denote the model with the Hamiltonian
(3.9) as model 1 and the model with the Hamilton-
ian (3.7) as model 2. In the following section we
examine each of these in turn to test the use of the
integrity criteria.

IV. ILLUSTRATION OF THE USE OF THE
INTEGRITY CRITERIA

The integrity criteria derived in Sec. II can be
used to check whether or not the strong principle
of integrity is satisfied by a given interaction. In
this section we shall apply these criteria to the
models presented in the preceding section. We
wish to supply answers to the following questions:
Does an interaction exist which will satisfy the
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principle, and can it be realized? Does the re-
sulting interaction couple noncommuting quantum
variables to the apparatus in a nontrivial manner?

Within the context of the models of Sec. III we al-
low for the most general coupling by letting —]§(q)
be an arbitrary inhomogeneous magnetic field. As
a result of this arbitrariness the coupling functions
(3.6) and (3.10) are functions of a noncommuting
set of quantum variables. We will restrict our at-
tention mainly to magnetic fields which are regular
everywhere, although we shall comment on the
nonregular case also.

We first direct our attention towards model 1,
which uses the slightly more complicated Hamil-
tonian operator (3.9).

Criterion (A) states that the primary coupling
functions must form a commuting set. From (3.5)
and (3.6) we can write the nonzero primary cou-
pling functions as

2 5.7, f-0y 2B
¢t=8-f,, where f;=—y 54, 8"
The commutator of two such coupling functions has
the structure
(4%, ¢§)=[8-%.,58-;]

- >

=i8- {xi), (4.2)

(4.1)

and so the ¢? form a commuting set if and only if
f,xf,=0, (4.3)

i.e., E and tTj must be parallel.
Criterion (B) requires the vanishing of the com-
mutator

([9%, %], ¢7] . (4.4)

The vanishing of this commutator leads directly to
the following important result: In each disjoint re-
gion of support of E, into which the particle will
travel, the magnetic field must take the form

B(q)h, (4.5)

where the unit vector 1i is constant in that region
of support. This form for the magnetic field
means that in each region the magnitude of the
magnetic field may vary, but its direction must be
fixed. The magnetic field can only change direc-
tion by going through zero values. The derivation
of this result is given in Appendix B.

In different support regions, however, f could
point in different directions. If we restrict our at-
tention to regular functions, for which the zeros
are isolated, then the magnetic field can have only
one distinct region of support. For such magnetic
fields, criterion (B) can only be satisfied if they
are of the form (4.5), where 1 is a uniquely de-
termined constant vector.

With this very restrictive form for the magnetic

field the remaining integrity criterion (C) is auto-
matically satisfied. Furthermore, we see that the
coupling functions are now functions of

S,=870 (4.6)

alone, and this is a trivial case of a commuting
set of quantum variables.

In this section, so far, we have shown that an
interaction exists, in principle, between the clas-
sical particle and the quantum spin system which
allows the apparatus observables to retain their
classical integrity. The question now arises as to
whether this interaction can be realized physically.

The experiment we are discussing is modeled
after the Stern-Gerlach experiment.® In that ex-
periment the magnetic field B results from a sta-
tic magnet. Thus it obeys Maxwell’s equations of
the following form:

V-B=0, (4.7a)

VxB=0. (4.7b)
Using (4.7a) and (4.5) gives us

fi-VB=0, (4.8)

i.e., M0 is perpendicular to _V'B(q). Using the sec-
ond of Egs. (4.7) with (4.5) gives us

nxVB=0, (4.9)
i.e., T is parallel to VB(g). Thus the only solution
if fi is a uniquely determined direction, is

VB(q)=0,

t

(4.10)

i.e., the unidirectional magnetic field is homo-
geneous. However, the magnets used in the Stern-
Gerlach experiment are specifically chosen so that
the magnetic field is inhomogeneous. We conclude
that the form (4.5) for the magnetic field cannot be
valid in a description of the Stern-Gerlach experi-
ment.°

What is possible, however, is to realize a mag-
netic field of the form (4.5) by means of a nonzero
current J(g). Consider a current of the form

I=(J1(q1, @), J2(aq1, 4,),0) , (4.11)
where the continuity equation is
v.J=0, (4.12)

i.e., the charge density is zero. Then consider
the function

9
Aaqy, ) = f Jila,, ¢ )dq;
(o

4
—f J>(ql,q,)dq; (4.13)
~0
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and the magnetic field

B =flq,,q. )0,

where 1 is a unit vector in the ¢, direction. Max-
well’s equations now read

(4.14)

—_- -

V-B=0 (4.15a)

and

vxB=F. (4.15b)

The choice of (4.14) guarantees that (4.15a) is sat-
isfied. Use of the continuity equation and (4.13)
likewise shows that Eq. (4.15b) is satisfied.

Thus, it is possible to construct, in principle if
not in practice, a magnetic field which is of the
form (4.5). Such a magnetic field will induce in-
teractions between the classical particle and the
quantum spin system which allow the apparatus ob-
servables to retain their integrity, as required by
the strong form of the principle of integrity.

The derivation of the first result of this section,
namely that the magnetic field should take the form
B(g)h, where 1 is a uniquely determined constant
unit vector, depends crucially on the assumption
that we are dealing with regular functions, which
have valid power-series expansions everywhere.
However, if we allow magnetic fields _l§(q) which
are not regular, the result does not immediately
follow. As discussed in Sec. II, the criteria (A),
(B), and (C) must, in that case, be supplemented
to yield the integrity criteria. The extra criter-
ion is enough to ensure that, in this case also, the
result (4.5) holds.” This result will be illustrated
in a separate paper,* in which particular experi-
ments will be examined.

The analysis of this section has so far dealt with
model 1 only. We now direct our attention towards
model 2, which makes use of the simpler Hamil-
tonian operator (3.7). In this case the restrictions
derived on the form of the magnetic field will be
slightly less severe.

As indicated earlier, criterion (A) leads to the
result (4.3). However criterion (B) leads to the
following restriction on the inhomogeneous mag-
netic field: In each disjoint region of support of
§, into which the particle will travel, the mag-
netic field gradients must take the form

5o B0 =F()f , (4.16)
where the unit vector 7 is constant in that region
of support. This result is also derived in Appen-
dix B. As before, if we restrict our attention to
regular functions there is only one region of sup-
port. The expression (4.16) can be written as a
direct restriction on the form of the magnetic
field E(q), rather than the magnetic field gradi-

ents as
B(g) =B(0) + F(¢)# ,

where F(0)=0.

We see at once that (4.17) is less restrictive than
(4.5), as expected, since the Hamiltonian for mod-
el 2 is less complicated than that for model 1. We
see that the effect of the secondary coupling func-
tion (3_;10) in the Hamiltonian for model 2 is to
force B(0) to be parallel to #i, rather than being an
arbitrary direction. Nevertheless, the form (4.17)
does not allow the Stern-Gerlach interaction for
the same reasons as before. The realization of the
result (4.5) by means of the magnetic field (4.14) is
also a particular realization of (4.17), for which
B(0) is parallel to .

V. THE SECONDARY COUPLING FUNCTION

(4.17)

In Sec. II when we introduced an interaction term
in the total Hamiltonian to describe the coupling of
the classical apparatus to the quantum system, we
made use of both primary and secondary coupling
functions, ¢*(w,n) and #(w, €), respectively. The
role of the primary coupling function is evident—
it is responsible for the direct coupling between
the quantum system and the apparatus observables
{w}. The role played by the secondary coupling is
not so transparent. In this section we shall discuss
briefly its role. '

As we have already seen, if the primary coupling
functions ¢* depend on a commuting set of quantum
variables, the secondary coupling function must be
chosen so that, in the language of Sec. II, and of
Appendix A,

@) [, X(n) +h(w, )€, {p}U{p'})
and. (5.1)
(i) [p’, X(m) +h(w, O))e@,{ptuip) ,

where the {p’} and the {p} and {w} form a commut-
ing set.

Given a particular quantum system Hamiltonian
X(n), we are free to choose i(w, &) subject to (i)
and (ii), if such a function exists. If it does not,
the coupling will not allow the apparatus to remain
classical.

When ¢" depends on noncommuting quantum var-
iables, the restrictions on z(w, €) are even more
strict, as we must then have

(i) F'[p, 7 ]+[p, X(n) +h(w, &)]e@,{p}{p})
and (5.2)
(ii") F'[p’, 7" ]+[p’, X(n) +h(w, &) =@, {p}{p™) .

In Sec. IV we applied the integrity criteria to two
versions of a simple model. In model 1 we chose
a secondary coupling function with physical signi-
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ficance, namely the potential energy of a classical
particle, with a magnetic moment, moving in an
external magnetic field. As we noted in Sec. III,
this choice of secondary coupling function was not
essential for the logical consistency of that ex-
ample. Model 2, for example, does not have a
secondary coupling function and it is adequate for
our purposes, as we shall see in this section.

We wish now to discuss another role of the sec-
ondary coupling function. This role is connected
with ensuring the form invariance of the total
Hamiltonian under unitary “gauge” transformations
U(w, €). Let us consider the effect of such a uni-
tary transformation on our theory. To recall, our
Hamiltonian is

)
- 'g::ﬁ")e”“nhx(n)+¢”(w,fl')”" th(w, &) .

(5.3)
The dynamical variables transform as follows:
w-w =U(w, €)wU N w€)=w ,
T—1'=Ulw, )10 w,e)=n+U[n, U], (5.4)
o= Ea=U(w, €)6U ™ (w, €) =& +/(w, €) .
The Hamiltonian operator is easily shown to trans-

form as follows:

3
-3 = _giw") et rt +X(n)

+PH(w, O +h(w, £) , (5.5)
where
h(w, &) =h(w, §) +Z(w, £) + %%f—)e”“U[n”, U]
+Y(w, &) +yH(w, U[r", U], (5.6) . .
if

4)”(0)1 ﬂ')*lpu(w, i) ’
h(w,é)»h(w,€)+Z(w, E) .

Thus it is the secondary coupling function which
absorbs the extra terms generated by the trans-
formation, thereby exhibiting what we mean by the
form invariance.

Clearly, if we were to formulate the problem
without a secondary coupling function, we could
in this manner generate such a coupling by making
a unitary transformation of the above type. Sim-
ilarly, if we were to formulate the problem initial-
ly with an %z coupling which depended on only a
commuting subset of the quantum variables by
means of a unitary transformation, we could gen-
erate an z coupling depending on noncommuting
quantum variables. Of course, the primary cou-

pling functions will also change in the process, as
shown in (5.7).

There are two interesting questions which one
can pose. Can we find a unitary transformation
which will cause a secondary coupling function
h(w, &), depending on noncommuting quantum vari-
ables, to be replaced (in the sense of the above) by
/i(w, £) which depends only on a commuting set of
quantum variables? We are unable to answer this
question in general at the present time. One can
also ask whether or not a U(w, &) exists which will
cause the original coupling (w, &), whatever its
dependence on quantum variables, to be trans-
formed to zero. That is, can we have

h(w, £)=0 identically?

This question cannot be answered in general. How-
ever, within the context of the application dis-
cussed in Sec. III and II, we can supply an answer:
It can be done.

It is straightforward to derive the form of the
unitary transformation making use of Eq. (5.6).
We refer the interested reader to Appendix C
where the construction is explicitly shown. The
calculation is done for a particular choice of mag-
netic field B(g).

The interesting property of the solution de-
scribed in Appendix C is that it leaves the spin
operator S; unchanged, i.e.,

S;=S4=US, U™ =S, . (5.8)
Thus the transformed Hamiltonian is simply
bi}c'z —1- 'I’).Eq_y-—?—'B(q)S i (5.9)
m 3g, 8%

i.e., the Hamiltonian of model 2 after the integrity
criteria for model 2 have been satisfied.

As we noted in Sec. III, it was not essential to
introduce the secondary coupling function in our
model of the Stern-Gerlach experiment. A sec-
ondary coupling function is not needed to satisfy
conditions (i) and (ii) of Sec. V, as the X(n) in this
case vanishes. The result (5.9) emphasizes the
fact that the secondary coupling function does not
directly affect the time development of the ap-
paratus observables. It is the primary coupling
functions which have physical significance.

VI. DISCUSSION AND CONCLUDING REMARKS

In this paper we have endeavored to further de-
velop an alternative approach to the quantum mea-
surement process. This approach, originally sug-
gested by Sudarshan,® was recently restated in I.
The basic feature of the approach is to treat the
apparatus as a purely classical system. InI we
set up the formalism which would allow such a
purely classical system to interact directly with a
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quantum system. In this paper we set out to ex-

amine what constraints should be placed on such .
interactions, and further we also wished to illus-
trate the approach by means of a simple example.

In Sec. II we derived, from the strong form of
the principle of integrity, a set of constraints
which must be imposed on any interaction which is
to allow the observables of the apparatus system
to retain their classical integrity. We termed
these the integrity criteria, as they determine
whether or not the principle of integrity is satis-
fied.

It is not obvious that any interactions exist which
satisfy the principle. For this reason we next
turned to a simple example, to which we could ap-
ply the integrity criteria and look for solutions.
The models of Sec. IIT consist of a quantum spin
system, and a freely moving classical particle as
the apparatus, and are loosely based on the Stern-
Gerlach experiment.” We considered two differ-
ent interactions, which led to model 1 and model
2.

In Sec. IV we applied the integrity criteria to
these two models. For model 1, with the more
complex interaction, the criteria were satisfied
if, and only if, the external magnetic field, which
was used to induce the interaction, was undirec-
tional. On the other hand, for model 2, with the
simpler interaction, the criteria enforced the less
restrictive requirement that the gradients of the
external magnetic field be unidirectional.

These results are very interesting. They show,
to begin with that interactions which preserve
the integrity of the classical observables may
exist, if magnetic fields of the required form can
be constructed. However, in neither case does the
required form correspond to the conventional
Stern-Gerlach experiment,® where the magnetic
field is supplied by two magnetic shoes. Thus the
simple model we have suggested does not corre-
spond to the conventional Stern-Gerlach experi-
ment, if we require the strong form of the prin-
ciple of integrity to be satisfied. It remains to be
seen whether or not the weak form of the principle
of integrity would allow such a simple description
of the Stern-Gerlach experiment.

‘Despite this result, we have shown that a mag-
netic field of the required form could be realized
by means of a nonzero current distribution. The
resultant experiment might not be easy to carry
out, but it at least establishes the principle that
interactions exist which preserve the integrity of
the apparatus observables.

In Sec. V we examined the role of the secondary
coupling function in our approach. We saw that its
occurrence guaranteed the form invariance of the
Hamiltonian under a certain class of unitary gauge

transformations. We used this fact to demon-
strate, for a particularly simple external mag-
netic field, that the secondary coupling function of
model 1, after the integrity criteria are satisfied,
could be transformed away. Thus, after carrying
out the unitary transformation on the Hamiltonian
of model 1, we end up with the Hamiltonian of
model 2. This interesting result demonstrates
that, for the example we considered, the two mod-
els are equivalent.

So far our attention has been focused on setting
up an interaction, between the classical apparatus
and a quantum system, which would allow the ap-
paratus to retain certain of its classical properties
after the interaction has ceased to occur. We have
not yet really come to grips with the measurement
aspect of the interaction. How does our model
mimic the measurement process? How is the in-
formation stored in the observables of the (clas-
sical) apparatus? Furthermore, we must address
the problem of how the observer is to “read” the
apparatus after the interaction has occurred. Does
the pririciple of integrity guarantee that the ap-
paratus will be classical from the point of view of
an outside observer? Waill the observer interact
with the quantum-enlarged apparatus system, or
the conventional classical apparatus? Such ques-
tions remain to be answered before our approach
attains the status of a theory, and it is to these
questions which we shall direct our attention in
our subsequent paper.
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APPENDIX A

In this appendix we supply a derivation of the
criteria (B) and (C) quoted in Sec. II. In Sec. II
we introduced the set {p} as the largest algebrai-
cally independent subset of the set {¢*}. Then
[pi;p;]=0 and each ¢* can be formed by algebraic
combination of the p;. In combinations we allow
the coefficients to depend on the w variables. We
consider extensions of this set to an algebraically
independent commuting subset of the algebra of
dynamical variables. We denote such an extension
by {p}U{p’}. We will write for the algebra of op-
erators generated by these two sets @,({p}) and
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@, {ptu{p}), respectively. These are both com-
mutative algebras. The sets {p} and {p’} will in
general be finite sets, though the algebras gen-
erated by them will be infinite dimensional (in the
linear sense).

From Eq. (2.7b) we see that

GM(1) =i FF¥, 7"

=iF ", 1]+ p", G]+1F"[ ci‘;)e’”’,n] .

1+ F*, F'ln’ +{ F*,G]

The requirement that &*(¢) belongs to the com-
mutative algebra tells us that for each m we must

have

F’Tpm’ ‘”y] +[pm’

Thus if [p,, 7] either vanishes or already belongs

Z{a (&m F

Glea,{ptuip?) . (A1)

I+ Pl gy 1)+ (£ G 1)+ Fla(), 1)t}

to the algebra, we see that [p,,G] must also be-
long to the algebra, whereas if [p,, 7,] lies out-
side the algebra the secondary coupling function
h(w, €) must be so chosen that the combination
(Al) belongs to the algebra.

As a result, for some choice of {p’} we have
[F¥,5¢]e @,({p'}) and we can write

[F*, 5= am<w)cm+2 biw) . (A2)

Here we use a linear basis for the algebra @, ({p}
U{p"}), where {¢} is generated by the set {o}, and
we group the remaining elements of the basis into
{¢’}. From Eq. (2.7c) we see that ([F*, 5], F'n*
+G] must also belong to the algebra. We write this
commutator as

+ zl:{bz(w)([éi,F”]ﬂ”+F”[§§,ﬂ"]+[€2,G])+F"[b,(w),fr”]éi} . (A3)

Now, we know already that [¢,, F']=[¢}, F']=0
while F'[¢p, 7] +[¢m, G, F'C,, and F'¢; €@, (o}
a{p’}), and so (A3) tells us that we must have

Fy[gta +[§,, an({P}U{P'}) (A4)

for all those ¢} occurring in the expansion (A2). It
is clear that we need only insist upon the condition

F'lpi, 1) +[p1,Gle @u{pfuin}) (A5)

for those p; which contribute in the expansion
(A2).

The result (Al) is just criterion (B) of Sec. II.
1t is clear that criterion (C) is just (A5) together
with the generalizations to the higher derivatives.
In any problem the set {p}yy{p’} will be a finite set
so that after a few derivatives the criteria will be
exhausted. The example treated in Sec. IV is a
case in point.

APPENDIX B

The purpose of this appendix is to derive the re-
sult (4.5) for model 1 of Sec. III, and the result
(4.16) for model 2 of Sec. III.

We first turn to model 1, and begin with the van-
ishing of the commutator (4.4), namely

[[¢%,%], $71=0 for all iand ;. (B1)
Using the Hamiltonian operator (3.9) we have

->

[oh3e)= = (B 5 )8 +iy@xi -3

- iy, xf,) -Sn
=iD{)-§, (B2)

I
where

B@)- 5 (5

and we have used the result (4.3) that E and —f), are
parallel. Thus we have

[[¢%,%€], ¢2]=-DE)=T)-5,
and Eq. (B1) is satisfied if and only if
B(,)xf,=0. (B4)

8\r = =
ﬁ)fﬁ?(BX ) C(®3)

However, both B and E are independent of P, so
this equation is satisfied if and only if we have
both

1 9 =\ =~
and
(Bxi)xi,=0. (B6)

Equation (B6) requires that Bxf, be parallel to
fj. However, B><f is perpendicular to f, We
have already seen that f, is parallel to f in Eq.
(4.3). Thus Bx f, is perpendicular to f We can
satisfy these conflicting requirements 1f and only
if

xf,=0 . (B7)

Consider the equation Bxf, =0. This is satisfied
if and only if there exists a function ,(g) such that

fi(g)= Y 5o B(q) 4 (a)B(g) ,



except at points where B(g)=0. The solution of
this equation is

B(q)=B(g)h, , (B8)
where
B(q) =exp [— 71_/fo ' ¢1(q)dq{:| ) (B9)

and 1 is a constant unit vector, in each disjoint
region of support.

Since the f are parallel to B we may simply
write

1/, 3\« 3
7n< -ﬁ>B(q)=@(q,P)B(q)
and
;}l(p. %)g=¢;(q,p)‘1§(q),

so that Eq. (B5) is now automatically satisfied.

Equations (B8) and (B9) give us the required re-
sult.

Let us now turn our attention to model 2, using
the Hamiltonian operator (3.6). The resulting
analysis is altered because the ﬁxf‘ term is ab--
sent from the definition of _ﬁ(f{) in Eq. (B3). Thus
Eq. (B1) is satisfied if and only if we have

p,< f(q)xf 0=0

or (B10)
9 - -> ’
(5;; fa(q)>><f,(q) =

In particular, we focus our attention on the equa-
tion

(;,%lf,-(q))xi(qho ,

which is solved in the same way as Eq. (B7). This
equation is satisfied if and only if

fi(@) =fila ,

where 1 is a constant unit vector. But this is just
the result (4.16), which we set out to derive for
model 2.

APPENDIX C

In this appendix we shall construct the unitary
“gauge” transformation U(w, £) which yields

A(w, £)=0, - (C1)

where i(w, £) is given by Eq. (5.6), for the ex-
ample considered in Sec. III and IV of this paper.
In that example, the Hamiltonian takes the explicit
form
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1, -
== ol 1% —yB(q)S;

0 »
-y 24, B(q)S;} (C2)
after the integrity criteria are satisfied. We no-
tice that X(S)=0 in this example. Using the form
for h(w, &) given in (5.6), Eq. (C1) gives us the fol-
lowing equation for U(w, £):

p’ <_U—1>+W B(q)US3<ap U—I)

=yB(q)US;U™ . (C3)

To find a solution to this equation we specialize to
a magnetic field

yB(q)=Aq, +B , (C4)

a form which is allowed by the argﬁments of Sec.
IV, and in particular Eq. (4.14). Also, we assume
that S, is in an irreducible spin multiplet. To be-
gin with we assume the spin of the quantum sys-
tem to be half-odd-integral. For such spins S, can
be inverted. We further work in a representatlon
in which S; is diagonal.

With these restrictions, Eq. (C3) can be solved
using the methods for first-order partial differ-
ential equations. As we are not interested in
finding the most general solution of Eq. (C3), we
find a particular solution of the form

(p) B ,
U= exp{ [3mAS <q1 7 >p1:| . (C5)
Since S; is diagonal, we have
- 1
(Ss 1);’{ =

(S3)a

We also treat the case of integer spin. The re-
sult in this case follows quite closely the above
form. For the case of integer spin s we denote
the matrix elements of S, by

(S3)jk=61k(s_k+1) ’

where j and & range over the values 1 to 2s+1.
Then for the entries on the diagonal (S,),,# 0 if
and only if 2# s+1. We define the transformation
U by means of its matrix elements as follows: for

kR*Es+1,
3
Ukk=exp{+i[—-(—&l— -(a f)p]} (céa)
while for k=s+1, we define
(U)s+1,s+1£=1 . (Céb)

3mA (Sa)kk
Equations (C5) and (C6) define the required uni-
tary transformation. We note that by construction
it is diagonal in all cases. Thus, in particular it
commutes with the third spin projection S,,

[Ss, U]=0 .



868 T. N. SHERRY AND E.

This tells us that S; is unaltered by the transfor-
mation. The effect of the unitary transformation
(C6) on the Hamiltonian (C2), which for the mag-
netic field (C4) is

1, -
3= ol 1% —AS,m - (Ag, +B)S, , (cm

can now be seen to be
-3 =U3U*
1, » 8
= b -AS,7} . (C8)
However, (C8) is just the Hamiltonian for model 2
using a magnetic field whose only nonvanishing

gradient is

9
aB(q)=(0, 01A) .

A further interesting comment is that Eq. (C3)
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actually is the zero-eigenvalue equation for the
Hamiltonian (C2), namely,

U =0,

and thus the matrix elements of U™" are the zero-
eigenvalue eigenfunctions of 3C corresponding to the
allowed values of S,.

The inverse problem can be solved in a similar
manner. That is, we can write down a unitary
transformation which transforms the Hamiltonian
(C8) into the form of a Hamiltonian for model 1
[i.e., like (CT)]. We denote the transformation by
V and a solution is

exp{—i[ﬁ&s)kk +(q1 +£)p1]} if p#s+1

1 ' if k=s+1,

where B is an arbitrary constant.
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