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We report on the final result of a precision measurement of the £* magnetic moment using the hyperon
bubble chamber (HYBUC). HYBUC is a hydrogen bubble chamber with an 11.5-T superconducting magnet
and was built by the Max-Planck-Institut fiir Physik und Astrophysik and Vanderbilt University for this
experiment. A detailed description of the experiment, apparatus, and analysis is given. The final result is

s+ = (230 +0.14)y.
I. INTRODUCTION

In this paper we report on the precision mea-
surement of the =* magnetic moment ug., per-
formed using the hyperon bubble chamber HYBUC.
The goal of the experiment was to measure (L + to
an accuracy of +0.15 nuclear magnetons (i ). An
error of this size enables one to see the effect of
baryon mass splitting on the magnetic moment.

The measurement of the magnetic moment of an
elementary particle gives a measure of its internal
structure without disturbing this structure. Hence,
theories of elementary-particle structure can be
cleanly tested by such measurements since the
magnetic moments predicted by a theory vary
sensitively with the assumed structure. In particu-
lar popular ideas in unitary-symmetry theories®
or in the quark model® are tested by the baryon-
magnetic-moment measurements. The simplest
additive quark model predicts these magnetic
moments correctly to within 20%, which is a con-
siderable feat in view of the large anomalous mo-
ments these particles have. This model breaks
down at the level at which the baryon magnetic
moments are currently known, and other features,
‘such as differing #, d, and s quark masses, have
to be introduced.®* It is important to know wheth-
er such an extended (although still simple) model
can withstand the test of more accurate measure-
ments.

In Sec. II the experimental method is reviewed;
in Sec. III we describe the experimental apparatus,
and in Sec. IV the data taking and analysis. In
Secs. V and VI we explain the measurement of the
Z* magnetic moment and discuss the systematic
errors. The final value of u .. along with a short
discussion is presented in Sec. VII.

II. METHOD

Polarized =" hyperons are produced in the reac-
tion Kp—~Z"7", the direction of polarization being
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known from parity conservation. The polarization
precesses in the magnetic field until the Z* decays.
The final direction of polarization is measured
using the Z* —p7° decay angular distribution, which
is asymmetric due to parity violation. The pre-
cession angle is a measure of the =* magnetic mo-
ment Up+.
The direction of the =* polarization at production

is

Kx#/|Kx7|, (1)
where K and 7 are the three-momenta of the K~
and 7°. In the =7 rest frame which turns with the
Z* in the ‘magnetic field, the polarization P pre-
cesses according to®

dpP e

dr " emc
Here 7 is the proper time, m the £* mass, and u,

BxB). (2)

the anomalous magnetic moment of the £* hyperon
" (the units are given below); B’ is the magnetic

induction in the Z* rest frame. The decay angular
distribution is

1dnv_ 1

Nm:‘i‘ﬂj(l +aP-p), (3)

where N is the number of events,  is the solid

_angle, and p is the proton direction in the =* rest

frame; « is the =% —pn° decay asymmetry param-
eter and P is the polarization at the point of decay.
The circumflex denotes a unit vector. We use the co-
ordinate system z =B’, =B’ x (P,x B")/ | By % B’ [,
and X =9 XE, where 130 is the direction of the polar-
ization at the decay vertex for 1, =0. Thus 2 is
the normal to the plane of precession, ¥ is the
projection of Po onto the precession plane, and

x is the third axis.. For HYBUC ﬁo lies approxi-
mately in the precession plane as shown in Fig. 1,
which denionstrates the coordinates and angles
used. If the decay-proton direction is specified

by the spherical coordinates 6 and ¢, 6 being the
polar angle with respect to the Z axis and ¢ the
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FIG. 1. Coordinate system used for the uy+ measurement and definition of K — =* 1~ production and =+ — pr° decay

angles.

azimuthal angle in the precession plane measured
from the y axis, the distribution Eq. (3) becomes

1dN_ 1 .
o E_:ﬁ[l +aP, sinb cos(¢p - ¢,) +aP, cps@] s

4)

with P, =(P,2+P ?)*/2, For a T* sample with proper
lifetime c7, the magnetic moment ., is calculated
from the precession angle

e
$o=to—3CTB’ (5)

where the units are such that K, is in intrinsic
magnetons, i.m., e/mc?=0.002521 ecm™ T, c7-
is in em, and B’ =|B'| is in T. The total magnetic
moment is

Mpr=(k, +1)(m,/m) py,

where m, is the proton mass. The error on the
anomalous magnetic moment is given approxi-
mately by ¢

8u,=~(0.002521 c7, aP sinBB'VN)™, (6)

where 8 is the angle between P and B’ and cT,=2.4
cm is the mean Z* lifetime.

III. EXPERIMENTAL APPARATUS

The hyperon bubble chamber HYBUC was built
by the Max-Planck-Institut fiir Physik und Astro-
physik and by Vanderbilt University for this ex-
periment. HYBUC is a liquid hydrogen bubble
chamber with a useful volume 32 cm long and 11

cm in diameter, surrounded by an 11-T supercon-
ducting solenoid. Figure 2 shows an overall sketch
of the detector. '

Seven previous experiments’ to measure u .+ had
measuring accuracies around +1 u y+ various ex-
perimental techniques had been used including
emulsion and spark chambers with pulsed mag-
netic fields of some tens of T and bubble chambers
with dc fields of up to 4.5 T. Our choice of a hy-
drogen bubble chamber with a high-field supercon-
ducting magnet was made after several months of
study. We now review briefly the reasons for
choosing this apparatus to measure W p+and then
give a description of the setup.

A. Choice of technique

The physical principles for all u . experiments
to date were described in Sec. II. These principles
led to the following requirements on our apparatus:

(i) The detection efficiency should be as nearly
isotropic as possible in order to keep any bias on
observing the hyperon production and decay to a
minimum,

(ii) The measuring accuracies of angle, moment-
um, and =" track length should be high enough so
that the error on measuring ¢ is as small and as
free from bias as possible.

(iii) For maximum precession and accuracy, the
polarization and magnetic field should be perpen-
dicular to one another [see Egs. (2) and (6)].

(iv) The magnetic field should be as large as
possible to make 5y . as small as possible [Eq.

(6)].
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FIG. 2. Overall sketch of the HYBUC apparatus.

(v) Similarly, the product |a@PVN| for the hyper-
on production and decay should be as large as
possible [Eq. (6)].

The requirements (i) and (ii) led to the choice
of a hydrogen bubble chamber as particle detector.
The early emulsion experiments were designed
to observe not the Z* production point but only its
decay, so that the overall length of an individual
Z* could only be estimated, and, moreover, the
topology of the =*—p7° decay was very similar to
the more frequently occurring proton elastic scat-
ter. The spark chamber experiments had an
anisotropic efficiency for detecting the hyperon
decay. In a liquid hydrogen bubble chamber, both
the production and decay vertices are seen with
nearly uniform efficiency in space. The clean
kinematic fitting in hydrogen and the ionization
information fix the identity of the particles. More-
over, the measuring accuracy is excellent; in

HYBUC ¢ is measured to +1° on average.
Requirement (iii) meant that the X~ beam must
enter the apparatus along the magnetic field direc-

tion. This beam direction is unconventional for
bubble chambers, but it results in the angle 8 in
Eq. (6) being 90° for all directions of =* produc-
tion. It also eliminates any problems of getting
the beam into the high-field region. This choice
of beam direction had little effect on standard
scanning, measuring, and reconstruction proce-
dures. A typical event may be seen in Fig. 3.
Requirement (iv) led to the design of an 11-T,
6-in. bore superconducting solenoid for the experi-
ment. A solenoidal rather than a Helmholtz con-
figuration gives maximum possible field strength
at the center of the magnet and is well matched
to the axial beam entry. A superconducting mag-
net was chosen as opposed to a pulsed magnet,
which could have reached higher field strengths,
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FIG. 3. A typicalKp — Z*1~, =t —pn° event in HYBUC.

because of the technical difficulties in constructing
and operating a bubble chamber with a pulsed mag-
net.® The maximum field strength at the supercon-

ductor is limited by the current vs field character-

istic of the superconductor (the so-called “short-
sample limit”). The field strength at the magnet
center is then a function of the diameter of the
solenoid. The size needed for the magnet and bub-
ble chamber is determined by the track length nec-
essary to have enough measuring accuracy as re-
quired by (ii) above. The central field strength
and size of HYBUC were chosen such that the
tracks had roughly optimum lengths, viz., the
length at which multiple scattering starts to dom-
inate the measuring accuracy in momentum and
angles. The final solution of 11 T over a 6-in bore
was (and still is) at the technological limit.
Requirement (v) demanded finding the Z* produc-
tion reaction and decay channel for which the prod-

uct |@PVN| is a maximum. A study using results
from phase-shift analyses® led us to choose the
already mentioned reaction.

Kp—Z'n"
pr°

(7)

at beam momenta of 420-500 MeV/c. For some
107 K~ (corresponding to about 2 X 106 pictures) at
this momentum incident on 20 em of liquid hydro-
gen in an average field of 10 T, Eq. (6) gives an
expected error of +0.15u ,, an improvement by a
factor of 7 over any previous measurement.

A final point relating to (i), the detection effi-
ciency, should be made here. Events having too
small an angle between the Z* and the decay prod-
uct in the laboratory frame will be lost in scan-
ning the film. We therefore expected (and found)
a loss of Z*—p7° events with a lab decay angle less
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FIG. 4. Close-up sketch of the bubble chamber and superconducting solenoid.

thanabout 5°. This loss biases the u.+ measurement,
but the bias for events with positive magnetic-field
direction is opposite to that for events with negative
magnetic-field direction. (Positive field pbints
downstream along the beam, negative field up-
stream.) The bias cancels in a sample having the
same numbers of positive- and negative-field
events. The design of the experiment thus included
the plan to take half of the data with positive and
half with negative field.

B. Description of the apparatus

Figure 4 shows a sketch of the bubble chamber
and magnet assembly. The superconducting sole-
noid was a composite magnet with 15 NbT1i outer
coils and a Nb,Sn inner coil. Its overall length was
59.1 cm and the inside (outside) diameter was
18.:5 cm (48.6 cm), winding to winding. The NbTi
coil at the beam entry end of the chamber was an
opposing coil, wound in the opposite sense to the
others in order to provide a low field region for
the beam entry. Technical features of the magnet
system include mechanical design which empha-
sized strength at the expense of having poor heli-
um ventilation, copper oxide coating for insulation,
twisted filaments in the NbTi composite portion,

and interleaved high purity Al foils in high radial
field regions of the Nb,Sn tape wound portion to
dampen flux penetration. The ouside of the magnet
dewar was refrigerated with liquid hydrogen, and
the overall liquid helium consumption (transfer
plus boil-off losses) was about 10 1/h. The magnet
system reached 11.7 T in tests; for data taking
the field values used were 11.1 and 11.4 T. The
magnet operated about 5000 h at the latter field
levels. These field levels were within a few percent
of the short-sample limit (11.8 T), so that the
charging of the magnet had to be done very care-

" fully and took half a day. A complete description

of the magnet design and operation has been pub-
lished.®

The bubble-chamber body divided roughly into
two parts as can be seen in Fig. 4: the optics side
consisting of the fiducial volume in the high field
region and the expansion side. The chamber body
actually was made of two parts which were fed in
from either side of the solenoid and bolted togeth-
er. The fiducial volume contained 4 1 and the entire
volume 14 1 of liquid hydrogen. The solenoid mag-
net design permitted no other choice than to place
the expansion piston outside the magnet, and the
solution as seen in Fig. 4 resulted. The optics
side was closed with a 3-cm-thick window made
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of BK-7. The expansion side was fitted with a
beam entry tube which permitted the K~ beam to
enter the chamber up to the fiducial region before
encountering liquid hydrogen. The chamber volume
was surrounded by a cooling mantle for tempera-
ture control; the cooling mantle was implemented
on the optics side by a two-concentric-cylinder
design and on the expansion side by cooling slots.
Static pressure was controlled via an inlet above
the piston. The walls of the fiducial volume were
covered with Scotchlite'! for illuminating the
tracks. There were 12 fiducial marks placed on
the BK-7 window and five on the chamber body for
use in the geometrical reconstruction of the events.
The optics and expansion volumes were separated
by a Scotchlite covered disk which moved with each
expansion. Typical chamber operating conditions
were 26° K, 1 bar overpressure, expanded pres-
sure about 1.2 bar, and flash delay 1 msec.

It was decided to photograph the chamber with
five views in order to avoid hidden regions of the
chamber and to have redundancy for handling the
unconventional beam direction. This beam direc-
tion led to a larger proportion of highly dipping
tracks than normally encountered in bubble-chamb-
er experiments; hence, in order to measure as
accurately as possible in depth, the stereo angle
was made as large as possible. In the final solu-
tion, seen in Fig. 2, the aperture stop of each of
the five views is 30 cm from the BK-7 window.
Laterally to the chamber axis, four of the views
were positioned on the corners of a square and
10 cm from the chamber axis, and the fifth view
was on the chamber axis. The stereo angle for
diagonally opposing views varied from 18° to 34°
over the depth of the chamber. The optical axes
of all five views were parallel to one another. Such
an arrangement meant that the field of view ex-
tended up to 30° (half angle). This was possible
by allowing a certain amount of distortion, which
was 10% at the extremity of the field of view. The
optical system for each view was essentially an
inverted telescope consisting of two lenses with
intermediate imaging. The first lens formed the
intermediate image, and the second lens trans-
ported the image to the film plane about 1 m from
the high-field region. The first lens was designed
for an aperture stop 23 mm in front of the first
lens surface. The diameter of the aperture. stop
was 1.1 mm to give the necessary depth of focus.
The size of the Airy disk at half height was 250y,
and this is the size to which the bubbles were
grown. The image transporting enabled the intro-
duction of a system of parallel mirrors for shifting
the images from all five views to be adjacent to
one another on the same strip of film. I this way
only a single film transport was necessary. Each

of the four outer views had a separate flash which
was imaged onto a small mirror 5 mm from the
aperture stop where it was the light source for the
bright-field illumination. The on-axis view had no
flash of its own. The four flashes of the outer
views delivered enough light to give a bright image
of the bubbles in the on-axis view, while at the
same time the amount of light scattered directly
from the Scotchlite into this view was less than
that from the bubbles. The on-axis view thus had
a dark-field illumination: bright bubbles on a gray
background.

The expansion was completely forced, driven by
an hydraulic actuator. This actuator was steered
by a precision servovalve which followed the com-
mand of an electrical stroke-time input function.

A 9-msec expansion cycle was normally used. The
expansion piston was a fiberglass reinforced
epoxy design 10.4 cm in diameter. An expansion
by 0.7% volume necessary for track sensitivity
corresponded to a 12 mm stroke. The piston rod
assembly had a mass of 11 kg, giving rise to a
three-ton dynamic force with each expansion.

The bubble chamber, expansion system, and
magnet were suspended from the upper plate of
the vacuum safety tank surrounding the cold part
of the apparatus. The overall refrigeration of the
bubble chamber and outer magnet dewar wall was
delivered by a 320-W hydrogen refrigerator.

The 420-500 MeV/c K~ beam is shown in Fig. 5.
It was derived from an internal target in the CERN
proton synchrotron (PS) ring. It was a two-stage
electrostatically separated beam 16 m long. The
first 1-m electrostatic separator removed the 7~
from the beam, the second removed the u~. Pairs
of quadrupoles at the beginning and end of the beam
focused the beam; a single quadrupole at the mid-
dle acted as the field lens. There were two focal
points, one at the field lens and one at HYBUC.
Two bending magnets provided momentum analy-
sis. The two successive deflections with inter-
mediate focus gave momentum recombination.

The final focused image was pencil-sized, 4 mm

in diameter. Achieving such a pencil beam re-
quired designing for the corrections for disper-
sion and chromatic aberration, strict conditions
being imposed on the optics, lengths, and bending
angles in the beam. It also meant careful work in
tuning the beam. The pencil focus allowed for very
effective background shielding at the bubble chamb-
er. The focus was placed 50 cm upstream of the
fiducial volume in the beam entry tube so that the
K particles entered the fiducial volume well sep-
arated from each other within about a 2-cm-diam-
eter circle. The momentum bite was +1% and the
emittance was +(2 X 20) mm mrad. The i contam-
ination in the beam was very low-—less than 10%.
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FIG. 5. Layout of the K~ beam in the North Hall of the CERN proton synchrotron.

The PS circulating beam was steered onto the in-
ternal target for 300 usec in such a way that about
10! protons at 20 GeV interacted in the target.
This gave an average flux of about 8 K~ per pic-
ture.

IV. DATA TAKING AND ANALYSIS

A total of 2.4 million pictures were taken at
the CERN PS in 2500 h of running. Approximately
20% of the pictures were discarded because of poor
beam and/or chamber conditions, almost all of the
discarded films coming from the very early days
of the running. An average of about 8 K~ per pic-
ture were used, so that the total exposure encom-
passed 1.5 x 107 X~ in the analyzed pictures.

Data were taken at nominal beam momenta of
440, 460, 480, and 500 MeV/c, the ratio of pic-
tures taken at the different beam momenta being
approximately 1:6:4:3. The field direction was
switched from positive (alongthe beam) to negative,
and vice versa, from time to time in order to have
about the same number of events with positive
field as with negative field. This was very import-
ant since all significant systematic biases in mea-
suring (.. are opposite for the two field directions
and therefore cancel in a final sample having equal

statistics for the two field directions.

The good films were scanned twice for the two-
prong-V* topology, and the events were measured
on manual machines both at the Max-Planck-Insti-
tut flir Physik und Astrophysik and at Vanderbilt
University. The measurements wereprocessed by
the HYDRA!? geometry-kinematics reconstruction
program. Each event, together with the program
results, was then reexamined on the scanning tab-
les. The ionization of the tracks was used to de-
cide between the hypothesis ‘

Kp—2'r , and K p—pK~

p° bp—pp
for the pdsitive V’s. All events which failed to
give an acceptable multivertex kinematic fit in
agreement with the ionization decision were re-
measured, and those events which still failed were
remeasured again. The residual failure rate for
these Z candidates was less than 5% after this pro-
cedure. A subsequent study showed that at most
10% of these failing events (i.e., <0.5% of the total
sample) were two-body T events. The overall scan-
ning efficiency calculated statistically was better

than 99%. There was also a 7% systematic loss of
Z*—pn°® events with small decay angle or with a

Kp—*n"

2

nw*
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decay track too short to detect; this loss will be
treated in detail in the next section.

A considerable amount of work went into the
analysis program chain. The magnetic field was
mapped four different times during the running
to check constancy and reproducibility of the mag-
net. These field maps showed that the magnet did
not change during the experiment and were the data
for calculating the magnetic-field constants for the
geometry-reconstruction program. About half the
data were taken with the opposing coil and half
without, and in each of these data samples about
half of the film was taken with positive- and half
with negative-field direction. Thus there were four
magnetic fields to compute.

Similarly the optical distortion for each objective
had to be mapped. These optical maps plus mea-~
surements of fiducial marks and event vertices on
film taken during the running were used to generate
optical constants for the geometry program. The
film was exposed in ten separate two-to-three-
week runs. Before each run the bubble chamber
was cleaned, which meant dismounting and re-
mounting the BK-7 window, after which new optical
constants were necessary. For each of the runs
a set of theodolite measurements were made to
determine the position of the bubble-chamber fid-
ucial volume relative to the magnetic field and to
use in computing optical constants. Thus there
were ten sets of optical constants to be made. In
addition the four different beam momenta used re-
quired four sets of beam constants to be determ-
ined. This resulted in a total of 18 different sets
of magnetic field, optics, and beam constants to
be tuned along with the programs.

A large effort was invested in the development
and optimization of the HYDRA geometry and kine-
matics programs since this was one of the first
experiments to use them. This brief mention hard-
ly does justice to the debugging work done, but
eventually the programs, together with the final
magnetic field and optical constants, ran very
reliably. The point-reconstruction error was 70
um in space.

V. MEASUREMENT OF THE £ MAGNETIC MOMENT

The fiducial volume extends from 2 cm down-
stream of the Scotchlite disk at the entrance to 6
cm upstream of the BK-7 window at the exit of
the chamber. Events inside this fiducial volume
are within the high-field region and have decay
tracks which are long enough to be well measured.

Only events with a Z* track longer than 3 mm are
used for determining pp+. Events with a short =*
track were more difficult to find and measure
than events with a long Z* track. Also Z*’s with

a track shorter than 3 mm would contribute prac-
tically nothing to the accuracy of measuring .
since the precession angle for a Z* is roughly
proportional to its length.

The events used are required to have a missing
mass recoiling from the 7~ at the K*p —Z*r" pro-
duction vertex between 1.15 and 1.23 GeV/c?. This
eliminates events with an off-momentum beam
track and those with an additional 7° at production,
Kp—=Z*n"7nO. '

Integrating Eq. (4) over 6,

% %’:51; [1 +JaP, cos( - ¢0)] (8)
is the expected distribution for ¢. After the selec-
tion described above, 24 513 events of the type in
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FIG. 6. Distribution of the decay angle ¢, Eq. (8), for
the total sample of =* —p7 events: (a) all events, (b)
events with positive field direction, and (c) events with
negative field direction. Open histogram: raw data.
Cross-hatched area: after weighting the region of losses
by Monte Carlo (see discussion in text).
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Eq. (7) remain, and their ¢ distribution is shown
in Fig. 6(a), open histogram. The holes at +90°
[predominantly in negative-field events, Fig. 6(c),
open histogram| and -90° [predominantly in posi-
tive-field events, Fig. 6(b), open histogram] are
due to the 7% decay losses mentioned in the pre-
ceding section and to be discussed now.

There are in fact three sources for these losses.
Firstly, there are events for which the angle be-
tween the =" and the decay proton as projected onto
the film plane is too small to be seen and which
therefore look like elastic scatters K p —Kp.
Secondly, there are a few events for which the de-
cay proton is too slow to leave a visible track.
These events also look like elastic scatters.
Thirdly, only events for which both vertices could
be well measured in at least two views are ac-
cepted. This third source of loss is unavoidable
since the positions of the vertices are so import-
ant for the u . measurement. The positions of
the production and decay vertices of a Z* are need-
ed to determine its lifetime and track parameters,
in particular the Z* turning angle. Both the life-
time and the turning angle are used directly in the
magnetic-moment calculation.

We have three methods for dealing with these
losses:

(2) Do nothing and depend on the fact that the’
losses bias i+ in the opposite sense for opposite
field directions, so that when all data are taken
together the systematic effects cancel and the
final result is unbiased.

(b) Cut out completely the region of losses in the
¢ distribution and correct the likelihood function
for the cut. ’

(c) Use a Monte Carlo calculation to weight the
experimental distribution in the variables showing
the losses most clearly and thereby fill in the
holes.

Method (a) makes use of the symmetries built into
the experiment for avoiding bias (see Secs. IITA
and IV). Of course this bias canceling also holds
for methods (b) and (c): Any systematic effects
left after cutting, (b), or weighting, (c), will tend
to cancel when all data are combined. Method (b)
has the advantage that is completely independent
of up+ but has the disadvantage that the cutting re-
duces the number of events and increases the er-
ror slightly. Method (c) uses the full statistics
and makes the distributions smooth after weighting
but has the drawback that the weights depend on the
value of u .. used in generating the Monte Carlo
events. This dependence, however, turns out to
be slight since we only weight the region of losses
and leave the rest of the distribution untouched.
The u+ results for all three methods will be seen

-104

-0.81

-1.0 00 0 -10 0.0 10

cos OF —=

FIG. 7. Variation of P with cos§* for the K p —Z*r~,
It—p =’ events at the four nominal beam momenta (a)
440 MeV/c, (b) 460 MeV/c, (c) 480 MeV/c, and (d) 500
MeV/c. The curves show the predictions of the partial-
wave analyses of Ref. 14: solid line, Hepp et al., and
dotted line, Gopal et al.

to be the same well within errors.
From Egs. (8) and (5) we can write down the con-
tribution to the likelihood function for the ith event
-— m e ’

L;=1 +ZaP,- cos (4); _“aWCTiB i) . 9)
The decay asymmetry parameter is o =-0.978 ac-
cording to the Particle Data Tables.'®* The polar-
ization P; for an event is calculated from the 7~
production angle 6% using the coefficients found in
K7p reaction partial-wave analyses,'* the results
of which fit our data very well.!® This can be seen
in Fig. 7, which compares aP(cosé*) of this ex-
periment with that of the partial-wave analyses.
The 7~ production angle 6* is defined in Fig. 1.
The numbers ¢; and c¢7; in Eq. (9) are calculated
from the results of the geometrical vertex fit and
the multivertex kinematical fit for the event. The
value for B] is calculated from the average mag-
netic field over the =" track and the average mo-
mentum of the =*. The function 27;1InL; is formed
for all events of a sample, and the magnetic mo-
ment for this sample is that value of u, for which
this function is a maximum. The error on the
magnetic moment is given by the values of u, for
which the function )7, InL, decreases by 0.5 from
the maximum.

The magnetic-moment measurement is most
sensitive to events with large polarization. We

" therefore further select our data as a function of

the center-of-mass production angle 8* to isolate
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FIG. 8. Experimental (histogram) and fitted (smooth
curve) distributions of the decay angle ¢ for the Ttepnd
events with cos6* selection for the methods (a), (b), and
(c) described in the text: (a) no correction for small
angle decay losses, (b) cutting the region of loss (cross-
hatched area) out of the data, and (c) weighting the re-
gion of losses by Monte Carlo.

the region of high polarization. The selected
events have —0.5<cosf* <+0.75 (see Fig. 7). This
cut eliminates the kinematic region with very fast
_and very slow =*. It also eliminates those
events discussed earlier which have a proton track
too short to be seen. This procedure reduces our
statistics from 24 513 events to 14 224 events but
increases the error 5ug+ by only about 0.01u,.
This cut also reduces the effect of the zero-con-
straint ambiguities from 2.5% of the total sample
to 0.7% of the selected one. These ambiguities are
due to decay particles (p or 7*) traveling along the
field. Such events have three kinematic solutions
(high-momentum proton, low-momentum proton,
and pion) and have a ¢ angle +90° (positive field)
or —90° (negative field).

Using this event sample of 14224 events with the
cosf* selection, the three methods (a), (b), and
(c) described above give the following results:

(a) Maximizing the likelihood function for the

- sample with cosf* selection, making no attempt

to correct for the small-angle decay losses, yields
P =(2.35+£0.14)p,. Figure 8(a) shows the ¢ dis-
tribution for these events with the curve corres-
ponding to this value of u,. The total sample of
24513 events without cos6* selection gives the
value (2.37+0.13)p .

(b) Cutting out of the ¢ distribution the regions
with losses ¢, to ¢, and ¢, to ¢, requires renor-
malizing the expression in Eq. (8):

1dN 1
ﬁ%=1—-{[l +%aPlCOS(¢‘ - ¢o)] ’
where
K=21+¢, = ¢+ P, — ¢, (10)

+-;I aP [singy(cos¢, — cose, + cosd, — cosd,)

- cosd,(sing, - sing, + sing, - sing,)].

For the positive- (negative-) field sample, events
within +30° of ¢ =—-90° (+90°) and within +20° of

¢ =+90° (=90°) were cut out of the distribution.
These cuts are large enough that no discernible
losses are left [see Figs. 6(b) and 6(c)]. The maxi-
mum-likelihood analysis using Eq. (10) to define
the likelihood function then gives the value [T
=(2.26+0.17)p,. Figure 8(b) shows the ¢ distribu-
tion for the events with cosf* selection with the
curve corresponding to this value of pp+. The
cross-hatched regions are those affected by the ¢
cuts.

(c) The third method is to correct for the losses
by weighting experimental distributions to agree
with those calculated using the Monte Carlo tech-
nique. The first task was to find which variables
showed the losses most clearly since the weighting
is best done in those variables. Two variables
are used; the first, which we call ¢4,, is the dif-
ference between the =* and the proton laboratory
angles projected onto the film plane, and the sec-
ond is the Z* length I;. The first variable ¢4, is
approximately the angle seen by the scanner, so
that it is obvious that here the losses should show
up clearly. It is necessary to weight also as a
function of /; since the losses in ¢4, are a bit
larger for short Z’s than for long ones. The dis-
tribution in ¢, is seen in Fig. 9, open histogram.
The hole at ¢4,=0° shows the small-angle decay
loss. Some of the events with ¢4, near 0° are
identified in one or more of the four outer views
of HYBUC, and some are identified as a result of
different =* and proton track characteristics.
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FIG. 9. Distribution for the final =* —p’event sample
(with cos@* selection) in ¢, , the difference of the angles
of the Z* and the proton tracks as projected onto the
film plane. Open histogram: raw data. Cross-hatched
area: after weighting by Monte Carlo.

Thus the hole at ¢4, =0° does not go to zero.

The inputs to the Monte Carlo calculation for a
given sample were K-p — Z*71~ reaction kinematics,
the =* decay distribution of Eq. (8), the HYBUC
geometry, the experimental beam momentum dis-
tribution and the beam energy loss in the chamber,
the Kp - Z*7~ reaction angular distributions and
the =* polarizations, both determined from the
above-mentioned partial wave coefficients,'* the
exponential decay law with ¢7,=2.4 cm, the energy
loss of the =*, the HYBUC magnetic-field map,
the fiducial volume and =" length cuts described
at the beginning of this section, and the =* anom-
alous magnetic moment p =2 i.m. (corresponding
approximately to the result of method (a) above).
The effect of this choice for p, on the final result
as opposed to an alternative realistic value is
practically negligible and is discussed in the next
section.

For the weighting procedure, the data were di-
vided into eight samples corresponding to the four
field maps from two laboratories. The data were
further divided into four intervals according to
I such that the events from each interval gave a
- value of up. with about the same accuracy
(=¢1uy). For each sample and Iy interval, the
¢4;¢ distribution was plotted for the experimental
and for the Monte Carlo data, the ¢4, bin width
being 5° (as in Fig. 9). The experimental data
were weighted in the region —10°< ¢4, <+10° by
the ratio of the number of Monte Carlo events
to the number of experimental events for each
¢4y bin. The Monte Carlo data were normalized
to the experimental data outside the region being
weighted. The effect of the weighting on the data
is seen by the cross-hatched areas in Figs. 6(a),
6(b), and 6(c) and in Fig. 9.

The maximum-likelihood fit to the weighted ex-
perimental data yields a magnetic moment of

P+ =(2.29+£0.14)u,. The weighting has been prop-
erly accounted for in computing the error. Fig-
ure 8(c) shows the weighted ¢ distribution for
events with cosf* selection along with the curve
corresponding to this value of pp..

VI. SYSTEMATIC ERRORS

The small-angle decay loss described in Sec.
V is a possible source of systematic error in the
experiment. Figure 10 shows the magnetic mo-
ments for events with cosf* selection from the
four field maps (open points) and for the final com-
bined sample (full point). In Fig. 10(a) the results
are plotted for method (a), with no correction for
losses; Fig. 10(b) shows the results for method
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FIG. 10. Magnetic moment py+ for the =t —p 7° events
with cos6* selection for the four field maps: 1= positive
field with opposing coil, 2= positive field without oppos-
ing coil, 3= negative field with opposing coil, and 4
= negative field without opposing coil. Number 5 is pigp+
for the combined data. Values are shown for the three
different methods (a), (b), and (c) for correcting for
losses, as described in the text.



(b), the region of loss being cut out and the likeli-
hood function corrected; and in Fig. 10(c) are the
magnetic moments for method (c¢), in which the
losses are corrected for by weighting the data
according to a Monte Carlo calculation.

If no correction for the losses is made, method
(a), then pp. for a given field direction is biased,
as can be seen in Fig. 10(a). However, the bias
is in opposite directions for positive- and for
negative-field samples, so that it cancels in the
final sample if this sample contains equal amounts
of events from the two field directions. This fact
was confirmed using the aforementioned Monte
Carlo calculation with a simulation of the small-
angle decay losses included. Our final sample,
however, has slightly different number of events
with positive (6480 events) and negative (7744
events) field directions, causing the value pg.
=(2.35+0.14)u, to be overestimated. To calculate
this overestimate, we assigned to the negative-
field events a global weight of 6480/7744=0.84 in
order to force the effective statistics of the two
samples to be identical. That this procedure is
permissible for correcting pp+ from method (a)
was verified using the Monte Carlo calculation
with simulated small-angle decay losses. It was
also verified by rejecting negative-field events
from the experimental data in a random fashion
such that the positive- and the negative-field samp-
les had equal statistics on the average. These
procedures showed that the value is overestimated

by 0.05u,. The value for method (a) then becomes
pp+=(2.30£0.14) .

The values for up+ in Fig. 10(b) found by the
" cutting method (b) should be unbiased as long as
the ¢ cuts are large enough. These cuts reduce
the total number of events by 27%, so that the
final error is correspondingly larger. As the
cuts are varied from +0° [i.e., method (a)] to
+40° about ¢ =+90°, for a given field divection
pg+ changes systematically (and statistically) as
the width increases up to about +20° beyond which
the fluctuations appear to be random. The value
for pg+ for the final overall sample fluctuates by
+0.04u , (rms) as a function of cut width, and these
fluctuations also appear to be statistical.

The main systematic effects on the values of
pg+ in Fig. 10(c) found by the weighting method (c)
come first from the value of the magnetic moment
which is used in the Monte Carlo calculation and
second from the normalization of the Monte Carlo
distribution to the experimental data. For the
first effect we found that a +1.0u , change in the
Monte Carlo magnetic moment produced a +0.05u
change in the value of py+ from the maximum-
likelihood fit to the weighted experimental data.
The correlation is small since only a limited re-
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gion of the experimental distribution is weighted.
The Monte Carlo value used for ug+ was taken
from the experimental data, for which we know
W+ within £0.14u . If the Monte Carlo value for
tp+ were off by this much, it would cause the val-
ue of up+ for method (c) to be off by 0.14u

X (0.05u /1.0 ,)=0.007u,. This is an estimate
for the systematic error due to the first effect.
For the second effect, we found that a 5% change
in the normalization of the Monte Carlo distribu--
tion changed ug+ for a given sample (thus, for a
given field direction) by 0.06u . Unlike the first
effect above, a mistake in the normalization biases
uy+ for opposite field directions in the opposite
sense, so that a systematically wrong estimation
of the normalization would practically cancel when
all data are collected. To check this point, the
normalization was increased (then decreased) by
5% for all samples, and p+ for the final combined
sample changed by +.01u,. This is an estimate
for the systematic error due to the second effect.
Confidence that the final normalization used was
good is given by determining the branching ratio
of the =* - pn° decay to the =* — nn* decay. This ratio
for our weighted data is'® N(Z* ~p7°)/N(Z* ~n1*)
=1.05+0.01, in good agreement with the world
average'® of 1.07+0.03. For this calculation we
also corrected for the small-angle decay losses

in the =* - n7* decay, but they are small, i.e.,
=1%, because this decay is practically isotropic in
the bubble chamber.

Another possible source of bias is systematic
errors in the measurement of the decay vertex.
The production vertex is the intersection of three
tracks and is therefore well measured. The decay
vertex on the other hand is the intersection of
only two tracks with possibly a small angle be-
tween them, and its measurement may be a prob-
lem. If, for example, the decay vertex were sys-
tematically estimated to be closer to the produc-
tion vertex than it should be, the length, the c7,
and hence the turning angle of the =* would all be
underestimated. Since the direction of the decay
proton reflects the actual polarization direction,
the precession angle ¢, would be overestimated.
This would mean that in calculating p, from Eq.
(5), an overestimated ¢, would appear in the nu-
merator and an underestimated ¢7 in the denomin-
ator, thus compounding the overestimation of n,.
This picture is somewhat oversimplified because
the HYDRA geometry uses both vertex and track
measurements to estimate the vertex position and
the HYDRA kinematics combines all track mea-
surements to produce the final multivertex fit.
Nevertheless the position of the decay vertex is a
crucial quantity in the measurement of u,, and this
effect is not canceled by combining positive-and
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negative-field samples. It is only canceled if the
numbers of underestimations and overestimations
of the Z* length are the same. If the lifetime mea-
sured in this experiment agrees with the world
average, then we have confidence that there is no
systematic error in measuring the position of the
decay vertex. Using the magnetic-moment sample
of 14224 =* - p7° events to measure the T* life-
time, we find'® ¢7 =2.41+.02 cm. This number
was calculated making the standard*” corrections
for the " potential path length and for the loss of
short Z*’s. The world average'® is 2.404+0.015
cm so that on average we have correctly determ-
ined the decay vertex. Another crosscheck comes
from the comparison of the lifetime calculated
from our Z* - p7° and Z* -nn* sample. For the
latter decay, the decay pion makes a large angle
with respect to the Z* on the average, so that the
measurement of the decay vertex is much less
problematic. Our Z*-n7* sample yields the re-
sult’® ¢7=2.40+0.02 cm, increasing our confidence
in the magnetic-moment sample.

A final test on the internal consistency of our
data with regard to the lifetime c¢7 is shown in
Fig. 11. There the data have been divided up into
c7 bins such that the error on ug+ is about the
same for each bin (lower plot). The precession
angle ¢,, Eq. (5), is plotted for each bin (upper
plot), and a straight line corresponding to i+
=2.30u , has been drawn for comparison [since
method (a) was used for this plot]. The data are
seen to agree well.

The systematic error due to a wrong absolute
calibration of the magnetic field by 1% would be
0.02u,. The absolute field calibration was tuned
to the Z* mass, using the missing mass between
the K- and the 7~ at the production vertex, and this
mass is correct to 1 MeV/c? or better. This means
that the actual uncertainty in the magnetic field
calibration is approximately 0.1%, corresponding
to a systematic error of 0.002u ,.

We have also searched for possible biases as
a function of the following: laboratory (MPI or
VU), different partial-wave analyses* for comput-
ing the magnitude of the Z* polarization, beam mo-
mentum, position of the event in the chamber, =*
production angle, the number of degrees of free-
dom in the multivertex fit, and film quality. The
value for up+ showed only fluctuations compatible
with statistical ones. Taking laboratory as an
example, the film was independently scanned and
measured in the two laboratories, and the re-
sults obtained are in excellent agreement: pup+
=(2.32£0.19)u, and pp+ =(2.29+0.23)u, after bal-
ancing the numbers of positive- and negative-field
events. Taking as another example, the =* polar-
ization, not only was u.+ insensitive to the partial-
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FIG. 11. Variation uy+, lower plot, and of ¢,, upper
plot, as a function of =* lifetime c¢7. For this plot
method (a) as described in the text was used for correct-
ing for losses. The solid straight line corresponds to
the value for method (a), uyp+ = 2.30uy, and the dotted
straight lines correspond to the error on this value
+0.14puy.

wave analysis used, it also did not matter whether
or not the decay asymmetry parameter o was al-
lowed to vary during the maximum-likelihood fit-
ting (in principle the parameters pp+ and aP are
uncorrelated).

As mentioned previously, the measurement pre-
cision in HYBUC corresponds to a point recon-
struction accuracy of 70u in space and to a ¢
angle measuring accuracy of +1°. The Z* mass is
measured to an accuracy of +10 MeV/c? for a
given event. This high measurement precision was
essential in reducing to a negligible level the con-
tamination of the &* - p7° sample with misidenti-
fied Z* -n71" decays or with proton elastic scatter
events. A large error in measuring ¢ would have
led to an apparent depolarization in the ¢ distri-
bution. We calculated the apparent depolarization
as a function of ¢, including in the calculation the
uncertainty in the =* turning angle (caused by the
uncertainty in the =* length measurement) and the
errors on measured angles and momenta as de-
livered by the kinematics program. We conclude
that this depolarization effect is an order of mag-
nitude too small to be detected with the present
statistics.

A preliminary value'® for pp+ was published
using part of the data from two of the eight sub-
samples mentioned above. Since then, the rest
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of the data has been added, additional ionization
decisions have been implemented, and the optical
and magnetic-field constants and the’geometry-
kinematics programs have been further improved.
These improvements changed the value of g+ for
the two subsamples used for the preliminary re-
sult, which was found using method (a), to

2.76+ 0.28 ., a decrease in the central value of
0.19u,. The error attached to the preliminary
value was 0.31u,, which was purely statistical.
Now we have better insight into our systematic
effects, and the imbalance in numbers of positive-
and of negative-field events alone leads to up+

for these subsamples being overestimated by about
0.1u,. Thus our preliminary value showed a
fluctuation to the high side, this fluctuation being
partly statistical and partly systematic and now
understood.

Summarizing then the results after our studies
on systematic effects in the data, the final value
for method (a) is pp+ =(2.30£0.14)u,, for method
(b) pp+=(2.26+0.17)u,, and for method (c) wp
=(2.29£0.14)p,. This bias due to the small-angle
decay loss which affects only method (a) via an
imbalance in the numbers of positive- and nega-
tive-field events has been calculated and the value
“of ug+ corrected for it. All other systematic ef-
fects we could find are an order of magnitude
smaller than the statistical error. We therefore
quote only the statistical error and avoid any of
the problems associated with combining random
and systematic effects.

The three methods for correcting for losses in
the data yield up+ values which agree well. We
consider methods (b), cutting in ¢, and (c),
weighting by Monte Carlo, as giving crosschecks
on the data analysis and a better understanding of
systematic effects. Method (a), for which nothing
is done except to balance the relative numbers of
positive- and negative-field events, involves the
least manipulation of the data and is therefore,
after all is said and done, the one we prefer. Us-
ing the result of method (a), our final value is
per=(2.30£0.14)p .

VII. FINAL RESULT AND DISCUSSION

As explained above, our final result is pp+
=(2.30£0.14)u . The seven published measure-
ments” of pg+ prior to the HYBUC experiment
gave'® a world average of ug+=(2.62+0.41)p,. If
we combine the previous results with our final
value, thereby assuming that the different p.+
measurements fluctuate statistically, we find a
new world average of pp.=(2.33+0.13)u,.

A complete review of theoretical predictions for
comparison with this new world average is outside

the scope of this experimental paper. However,
a look at how this result relates to some popular

- ideas as sketched in the Introduction is interesting

and easy to do. Simple SU(3) and SU(6) theories,'2
which assume the electromagnetic interaction to
transform as a U-spin scalar and the mass-split-
ting, symmetry-breaking interaction to be negli-
gible, give pp+=pn,=2.79u,. That the experiment-
al value deviates by 3 standard deviations from
this prediction is not surprising since the assump-
tion about the mass-splitting interaction is mani-
festly wrong, as can be seen by looking at the
baryon masses. Nevertheless, the present mea-
surement of pg. is firm evidence that mass split-
ting effects similar to those observed in the A°
magnetic moment!*'? are also present in the =*
magnetic moment.

The same arguments hold for the simplest quark
model,? in which the magnetic moment of a baryon
is a simple vector sum of the quark magnetic
moments over the quark wave function of the bary-
on, the masses of the u, d, and s quarks being
the same.

A more sophisticated model®* assumes that the
splitting in the masses of the #, d, and s quarks
is responsible for the symmetry breaking in
SU(3). This gives a mechanism* which contributes
in an important way to generating the hadron mass
spectra, and it causes the baryon magnetic mo-
ments to be different from those of the simple
model. For u- and s-quark masses of 333 and
510 MeV/c?, respectively, this model finds uy+
=2.6Tu . This prediction differs little from that
of the simplest model because the s quark con-
tributes with a weight of only 11% to pz+. The new
world average for .+ still deviates by 2 standard
deviations from this prediction. In fact the new
world average agrees better with a “mass-cor-
rected theory”? in which the simple prediction
Mg+ = K, is to be understood in intrinsic magnetons,
so that pp+=2.79 i.m.=2.20p . The mass-cor-
rected theory, however, is in disagreement with
the A° magnetic moment.
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FIG. 3. A typicalKp — Z*r~, =* —p7° event in HYBUC.



