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Experimental studies of the neutron and proton electromagnetic structure functions
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We have carried out an experimental study of the neutron and proton deep-inelastic electromagnetic.
structure functions. The structure functions were extracted from electron-proton and electron-deuteron
differential cross sections measured in three experiments spanning the angles 6', 10', 15', 18, 19',
26, and 34'. We report primarily on the large-angle (15'-34') measurements. Neutron cross sections
were extracted from the deuteron data using an impulse approximation, Our results are consistent with the
hypothesis that the nucleon is composed of pointlike constituents. The variation of the cross section with

angle suggests that the hypothetical constituents have spin 1/2. The data for cr„/cr~, the ratio of the neutron
and proton differential cross sections, are in the range 0.25 to 1.0, and are within the limits imposed by the
quark model. Detailed studies of the structure functions were made for a r'ange of the scaling variable co

from co = 1.3 to «o = 10.0, and for a range of invariant four-momentum transfer Q' from 1.0 to 20.0
GeV . These studies indicate that the structure functions approximately scale in the variable co, although
significant deviations from scaling in m are apparent in the region 1.3 & co & 3.3. These deviations from
scaling are in the same direction and of similar magnitude for both neutron and proton. The interpretation
of the data in terms of various theoretical models is discussed.

I. INTRODUCTION

Over the last two decades, the electron has
proved to be a highly effective probe of the small-
distance structure of the nucleon. As the electro-
magnetic interaction of the electron is'explicitly
calculable in quantum electrodynamics, ' electron-
nucleon (e N) scatterin-g experiments can be un-
ambiguously interpreted in terms of the structure
of the probed nucleon. In the latter half of the
1950's the elastic electron-proton (e-P) and quasi-
elastic electron-deuteron (e-d) scattering experi-
ments of Hofstadter and collaborators' indicated
that the proton and neutron had finite sizes of
order 10 "cm. Electron-nucleon scattering ex-
periments" of the middle 1960's established that
the nucleon form factors fell rapidly with in-
creasing momentum transfer, suggesting a com-
posite picture of the nucleon. In 1969, results
from the first small-angle inelastic e-p scat-
tering experiment' at the Stanford Linear Ac-
celerator Center (SLAC) suggested that the proton
was composed of hypothetical pointlike constit-
uents. ' The approximate scaling of the proton
structure functions, verified by that experiment
and a large-angle inelastic e-P experiment' in the
region of momentum and energy transfers sig-
nificantly greater than the proton mass, provided
the most straightforward and convincing evidence
for this hypothesis. The large-angle experiments
reported here repeat the earlier large-angle e-p
experiment' with improved statistical accuracy

and expanded kinematic range; inelastic e-d scat-
tering is also measured for the first time over
this expanded kinematic range. These experi-
ments used the SLAC 8-GeV spectrometer and
complement an earlier small-angle inelastic e-p
and e-d scattering experiment' done at'SLAC.
The data gathered in these experiments permit
a detailed comparison of the inelastic electron-
proton and electron-neutron (e-n) scattering cross
sections. More stringent tests of structure-func-
tion scaling are also facilitated by more complete
and accurate data for the nucleon structure func-
tions, as defined below.

In these experiments, an electron of incident
energy E scatters from a nuclear target through
a laboratory angle 0 to a final energy E', and only
the electron is detected in the final state. In the
first Born approximation, the scattering occurs
through the exchange of a single virtual photon
(Fig. 1) of energy v=E —&' and invariant momen-
tum transfer q' = 4F&' sin'8/2 = -—Q', where h

=c =1 has been used and the mass of the electron

E

p, =(M„o)
FIG. 1. Feynman diagram for inelastic electron-

nucleon scattering in the first Born approximation.
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has been neglected. The hadronic final state is
unknown except for the invariant mass W= (M'
+2Mv —Q')'+, where M is the proton mass. The
differential cross section for electron scattering
from the nuclear target is related to the twostruc-
ture functions ~', and ~'2 according to'

d2
, (E,E', 8) =o'„[W,(v, Q')+2W, (v, 8') tan'8/2],

where

4~2E/2 g20'~ =
Q4 cos

is the Mott cross section, and &=e'/4m=„', . The
structure functions ~, and ~'2 are similarly de-
fined by Eq. (1.1) for the proton, deuteron, or
neutron, ' they summarize all the informationabout
the structure of these particles obtainable from
unpolarized electron scattering.

Within the single-photon-exchange approxi-
mation, one may alternatively view inelastic elec-
tron scattering as virtual photoproduction. Here,
as opposed to photoproduction by real photons,
the photon mass q' is variable and the exchanged
photon may have a longitudinal as well as a trans-
Verse polarization. If the final-state hadrons are
not observed, the interference between these two

components averages to zero, and the differential
cross section for inelastic electron scattering is
related to the total cross sections for absorption
of transverse, o» and longitudinal, o» virtual
photons according to"

d2
, (E,E', 8) = r [or(v, Q') 4- &o~(.v, Q')], (1.2)

where

a EE' 2
4 2 Q2E

& = [1+2 (1+v'/Q') tan'8/2] ',
and

8' —M
2M

The quantity I' is the Qux of transverse virtual
photons and & is the degree of longitudinal polar-
ization. Throughout this paper M and MD are,
respectively, the proton and deuteron masses. The
cross sections oT and 0~ are related to the struc-
ture functions W, and W2 by

(1.3)

In the limit Q' —0, one obtains o, - 0 and

or o„(v), where o. (v) is the nhotoproauction
cross section for real protons. The quantity A,
defined as the ratio o~/o» is related to the struc-
ture functions by

2

R( Q2) I, . 2 (1.4)

Equations (1.2) through (1.4) apply equally well
for the proton, deuteron, or neutron.

A separate determination of the two inelastic
structure functions W, and W, (or, equivalently,
o~ and or) requires values of the differential cross
section at several values of the angle 0 for fixed
v and Q'. According to Eq. (1.2), o~ is the slope
and OT is the intercept of a linear fit to

.d2o 2 )) Q2 v2 8 -I

cr~ d&dE' I+R) Q' 2

The striking feature of the earlier inelastic
e-P data"' was the scaling of the proton structure
functions. Prior to those experiments, Bjorken
had conjectured" that W, and 8"2 might become
functions of a single dimensionless variable x,
x.e.,

2MW, (v, Q2)-F, (x), vW, (v, Q')-F2(x), (1.6) .

in the limit v —~ and Q'- ~; with x = I/(o = Q'/
2Mv held fixed. The earlier inelastic e-p experi-
ments' showed that approximate scaling behavior
occurs at surprisingly nonasymptotic values of
Q'~ 1.0 GeV' and W~ 2.6 GeV. This scaling be-
havior arises quite naturally from a description
of the proton in which the electron scatters from
pointlike, quasifree constituents, or partons. '
In this simple parton model, x is the fraction of
the proton's momentum carried by the struck
parton in the infinite-momentum frame, and F,(x)
and F,(x) are unambiguously related to the par-
ton charges and momentum distributions. A num-
ber of other models, including Regge-exchange
models, "vector-meson dominance, "and s-chan-
nel resonance models' can accomodate the ob-
served scaling behavior for at least some range
of x and Q'. Extended parton models"" as well
as conventional field theories" and asymptotically

The structure functions ~, and W2 are then directly
calculable from Eq. (1.3). Alternatively, one can
extract ~', and W2 from a single differential-
cross-section measurement by inserting a parti-
cu1ar functional form for R in the equations

1 d2o f Q2 8
W, = —,(I+R)~ 2 2 +2 tan2—
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free gauge theories, "predict small deviations
from scaling that would have eluded the earlier
inelastic e-P measurements. A more detailed
and accurate examination of structure-function
scaling, which was one of the objectives of the
experiments reported in this paper, can help to
distinguish among these hypotheses.

A measurement of the deep-inelastic e-n cross
section also is a valuable test of the models that
have been proposed to account for the observed
scaling of the proton structure functions. With-
in parton models, predictions for the ratio of
neutron to proton cross sections vary according
to the assumptions about the parton charges and
internal dynamics. ' A measurement of this ratio,
which was the primary objective of these experi-
ments, places constraints upon the possible parton
models and other models of nucleon structure.
Knowledge of both the neutron and proton cross
sections also allows a separate determination
of the isovector and isoscalar contributions to the
structure functions.

While unbound protons are readily available in
liquid hydrogen targets, the simplest available
target containing neutrons is deuterium, with a
nuclear binding energy of 2.2 MeV. The extraction
of neutron cross sections from inelastic 8-P and
8-d cross sections requires corrections for the
effects of the binding of the nucleons in the deu-
teron. Corrections for the effects of Fermi motion
of the nucleons are calculable in an impulse ap-
proximation. ' ' Measurement of inelastic e-P
and e-d scattering at identical electron kinematics
then permits the calculation of the neutron-to-
proton cross-section ratio

o„LPa & Lf'a

aq dOdd' „LdQdd )'
Within parton models, the behavior of R as a

function of Q' for fixed x reflects the spin quan-
tum numbers of those charged partons carrying
a fraction x of the nucleon's momentum. If the
charged partons are purely spin &, light-cone
algebras predict that vR should scale."'" For
spin-0 partons R itself should scale." The early
inelastic e-p measurements showed that R for
the proton (R~) was small and slowly varying,
consistent with the constant value 0.18. Within a
parton model the small values of R~ measured
earlier favored predominantly spin- & constituents.
However, a convincing test of this hypothesis re-
quires a detailed examination of the kinematic
variation of R~ for fixed x. This examination and
a comparison of R~, R„, and R„were among the
objectives of these experiments.

In summary, a complete picture of the nucleon
requires a measurement of the deep-inelastic

cross sections for both neutrons and protons. The
ratio o„/o~ provides important constraints upon
parton models of, the nucleon, while R yields in-
formation about the spin of the hypothetical con-
stituents. In this paper we report the results of
two experiments performed at SLAC in which both
electron-proton and electron-deuteron cross sec-
tions were measured over wide ranges of 4' and
E' for several scattering angles. Sections II-IV
describe the experiments and the methods of an-
alysis used to determine the inelastic e-p and
e-d cross sections. Extraction of the inelastic
e nc-ross sections and the ratio o'„/o~ is described
in Sec. V. The extraction of R from these cross
sections is described in Sec. VI. Tests of struc-
ture-function scaling are presented in Sec. VII,
and Sec. VIII gives concluding remarks and dis-
cussion. Some early results of the two experi-
ments were reported in several Letters, ' '" and
the first experiment is described in detail in two
doctoral theses. "'"

)
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FIG. 2. Ranges of E and E' in experiment A.

II. THE EXPERIMENTS

Cross sections for inelastic e-P and e-d scat-
tering were measured over a range of scattering
angles in two separate experiments that employed
similar experimental apparatus and data analysis
methods. Electrons of fixed primary energy were
scattered from liquid hydrogen and deuterium targets
and were momentum-analyzed in a focusing spectro-
meter set at fixed scattering angles. A number
of momentum spectra, each covering a range of
E' for fixed values of E, were measured at each
angle to permit model-independent radiative cor-
rections to be made.

In experiment A,"cross sections were measured
with the SLAC 8-GeV spectrometer at scattering
angles of 18, 26, and 34 degrees for primary en-
ergies ranging from 4.5 to 18.0 GeV and scat-
tered energies ranging from 1.0 to 8.75 GeV, as
shown in Fig. 2. Earlier inelastic e-P cross-
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FIG. 3. Hanges of E and E' in experiment B.

section measurements were repeated with im-
proved accuracies. Inelastic e-p and e-d cross
sections were measured alternately over the entire
kinematic range. Continuous momentum spectra
were measured for 8'~2.0 GeV for the three
lowest primary energies at 18', elsewhere cross
sections were measured at intervals in E' as

large as 0.5 GeV. The momentum transfer Q'
ranged from 0.5 GeV' to 20.0 GeV' and W ranged
as high as 5.2 GeV in this experiment. In this
paper the totality of data for either target mea-
sured at a constant scattering angle will be called
a "triangle, " and a single momentum spectrum
at fixed primary energy will be called a "line."

In experiment. B," inelastic 8-p and e-d cross
sections were measured with the 8-GeV spectro-
meter at scattering angles of 15, 19, 26, and 34
degrees. P'rimary energies ranged from 8.7 to
20.0 GeV; the ranges of E' measured at each en-
ergy and angle are shown in Fig. 3. The momen-
tum transfer Q' ranged from 4.0 to 21.8 GeV',
while ~ ranged up to 4.1 GeV. This experiment
improved the accuracy of the e-P and e-d cross-
section measurements for v ~ 2 at 26' and 34'
and provided entirely new data at 15' and 19'. The
primary purpose of experiment B was to gain im-
proved accuracy in the measurement of a„/on and
of the proton, neutron, and deuteron structure
functions in the threshold region (&v &2).

A diagram of the experimental setup is shown
in Fig. 4. An essentially monochromatic beam
of electrons was focused onto liquid hydrogen and
deuterium targets located directly over the spec-
trometer pivot in end station A. Two precision
toroidal charge monitors were used to measure
the incident flux, and several fluorescent screen
devices served to monitor the beam steering and

PIVOT

INCIDENT

BEAM

'NN'o~Hl'n~ i)" ;0;@0;~o.'cog
n\ w ~ ~

lo o&
OC I

D

~cy ~4o~& 'n.& a~A 'Oo~g

ELEVATION VIEW

I.6 G

SPECTROM

U

70m TO
BEAM DUMP

TAR
GeV

PECTROME TER

PLAN VIEW HODOSCOPES
IMINATOR

FIG. 4. The experimental setup.
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focusing. A remotely movable Faraday cup was
periodically inserted into the beam line to cali-
brate the toroid monitors. The SLAC 1.6-GeV
spectrometer, set to detect elastic and quasi-
elastic recoil protons, was used to monitor the
target densities. Momentum analysis of the scat-
tered particle flux was accomplished with the
SLAC 8-GeV spectrometer set to the desired scat-
tering angle. The focus of the spectrometer was
instrumented with trigger counters for event timing
and hodoscopes to determine the angle and mo-
mentum of the scattered particles. Separation of
electrons from the predominantly pion background
was accomplished with a threshold Cherenkov de-
tector and a m-e discriminator, which included a
multilayered lead-Lucite shower counter and three
counters that sampled the early shower develop-
ment. Signals from the various devices were
processed by an on-line SDS 9300 computer, which
logged event information from fast electronic logic
onto magnetic tape, provided a partial on-line
analys is of the data, and monitored the ins tru-
mentation during the course of the experiments.

Measured "raw" cross sections were derived
from the number of electrons scattered into the
spectrometer acceptance for each setting of E,
E', and 8. Contributions to the electron yields
from the target cell walls were determined using
empty replica targets. Measurements with hydro-
gen, deuterium, and replica targets were inter-
leaved to minimize systematic effects. Contri-
butions from background processes such as m'

decay and electron pair production were deter-
mined by reversing the spectrometer polarity.
Thus the raw cross sections were derived after
the contributions from empty target and positrons
were su&tracted.

Radiative corrections were then applied in two
steps to extract the corrected cross sections for
inelastic e-P and e-d scattering. In the first step
radiative tails from elastic e-P and from elastic
and quasielastic e-d scattering were subtracted
from the raw e-P and e-d cross sections. In-
elastic radiative tails were then calculated and
subtracted using a model-independent method. The
inelastic e-n cross sections were calculated from
the corrected e-P and e-d cross sections, using
an impulse-approximation method which included
the effects of Fermi motion of the nucleons in the
deuteron.

The two structure functions and & were obtained
from these cross-section data according to Eqs.
(1.1) through (1.5). In order to extend the data
to the kinematic region. »5, inelastic e-P and
e-d cross sections measured with the SLAC 20-
GeV spectrometer in an earlier experiment""
(referred to as experiment C) at scattering angles

of 6 and 10 degrees were included in the analysis.
Separation of the structure functions and R was
then possible over the kinematic region 0.1 ~x
~ 0 8, with 1 - Q' ~ 16 GeV' and 1.8 ~ W ~ 5 0
GeV. The extraction of the structure functions
required a careful normalization of these experi-
ments, as all three experiments used different
target cells, and experiment C used a different
spectrometer. Experiment B was normalized to
experiment A by a comparison of the inelastic
e-P and e-d cross sections measured at similar
E and E' at 26' and 34'. Experiment C was nor-
malized to experiment A by a comparison of the
elastic e-p cross sections measured in the two
experiments.

The results reported in this paper are derived
primarily from the data of experiments A and B.
Whenever significant data have been included
from experiment C, this fact will be made clear
in the text. As the experimental apparatus and
data analysis methods of experiments A and B
were nearly identical, we report the two experi-
ments in a single paper. In the following two sec-
tions, we describe the experimental apparatus and
analysis methods of experiment A. Where these
differ from those used in experiment B, additional
descriptions are included.

III. EXPERIMENTAL APPARATUS

A. Introduction

A detailed description of the experimental ap-
paratus used in experiments A and B is presented
in this section. Additional information on the
SLAC 8-GeV spectrometer facility may be found
in the reference's describing earlier experi-
ments'" which used this spectrometer.

B. Electron beam and charge monitors

Electrons were accelerated to energies between
4.5 and 18.0 GeV by the Stanford Linear Accel-
erator, "which delivered a maximum of 360pulses
per second to the beam switchyard. The electrons
were momentum analyzed, transported to end-
station A, and focused onto the target cells by the
array of magnets and collimators shown in Fig. 5.

Pulsed bending magnets PM1-PM5 deflected
' electrons 0.5 degrees to the quadrupole doublet

Q10-Q11, which imaged the beam profile at the
collimator CO upon the energy-defining slits SL10.
Two groups of four identical dipole magnets 810-
817 deflected the beam a total of 24 degrees; the
first group dispersed the beam for momentum
analysis at SL10. The quadrupole magnet Q12
ensured that the beam was achromatic at the target
position. The final focusing at the target was pro-



A. BOD EK et al. 20

O.S
C)

~ ~

Cp
SL lo

I 5

FIG. 5. Beam-line configuration. Notation: B: main bend magnets; C: collimators; PM: pulsed bend magnets;
Q: quadrupole magnets; SL: slits; S: fluorescent viewing screens; VSM: vernier steering magnets.

vided by the quadrupole doublet Q13-Q14. Hori-
zontal and vertical vernier steering was obtained
from a set of four dipole magnets.

The central energy and total energy spread of
the electron beam depended solely upon switch-
yard parameters and were independent of accel-
erator performance. Magnet currents in the series
string of eight identical dipole magnets 810-817
were set to the desired values after a standard
de-Gaussing cycle. Stability and repeatability of
the fields of these magnets were monitored with a
rotating-coil field probe located in a ninth identi-
cal dipole. This monitor magnet was connected
in series with 810-817, and the "Qip-coil" mea-
surements of its field provided a determination of
the central beam energy to an absolute accuracy
of +0.1%.' For each nominal energy the vari-
ations in the flip-coil measurements were well
below this value. The horizontal opening of the
slits SL10 determined the total energy spread of
the electron beam. Except for some experimental
runs in the resonance region (W&2), a total spread
in energy 5E/E of + 0.25 /0 was allowed. In the
resonance region a total energy spread of +0.1 /q

was used.
The beam halo generated at SL10 was reduced by

the collimator C12, consisting of four moveable
tungsten jaws followed by four associated ion
chambers which monitored beam interactions in
the jaws. At each change of incident energy, the
four jaws were individually moved into the beam
until the corresponding ion chamber indicated
50/o of its trip level; the jaw was then movedback
2 mm to prevent frequent beam trips-offs. Ex-
perimental runs using a —,'-in. — thick aluminum
target with a 2-in. -diameter hole about the beam
center line showed that singles rates in the trigger
counters due to beam halo could be reduced by
better than a factor of 2 by using this method. As
the distance between two aluminum flanges just
above and below the liquid-target cells was ap-
proximately 2 inches, these runs provided an

estimate of the scattered electron yields from
beam halo interactions with the target assembly.
Such runs were made frequently at each incident
energy, showing nonzero yields only at very low
E', where the yields from hydrogen and deute-
rium are large.

The beam was aligned using the four vernier
steering magnets and two zinc-sulfide fluorescent
screens (Sl and S2 in Figs. 4 and 5), which were
viewed by closed-circuit television monitors.
These two screens were rolled out of the beam
line after the beam was aligned, while a third
screen (S3 in Figs. 4 and 5) remained in thebeam
line downstream of the target position to monitor
the beam steering and beam profile during the
experimental runs. Another zinc-sulfide screen
included as part of the target assembly was fre-
quently moved into the beam to examine the beam
pos ition and profile at the target position. Typically,
the profile at the target was an ellipse 2 mm high
by 4 mm wide. The uncertainty 68 in the incident
electron direction from possible beam misalign-
ment and divergence was + 0.1 mrad, which is
approximately —,

' of the angular resolution of the
8-Ge V spectrometer.

Two toroidal charge-monitor systems" mea-
sured the incident charge per pulse and'hence
monitored the flux of electrons impinging upon
the target. The systems each used a ferrite-core
toroid encircling the beam coupled directly to a
precision capacitor. The wave form produced in
this damped resonant circuit by the passage of the
electron beam through the central hole in the
toroid was amplified and sampled. The sampled
signal was digitized and accumulated in a bi-
directional accumulator which effectively averaged
'the noise component of the signal to zero. Each
monitor was calibrated internally by, discharging
a precisely known pulse charge onto a single
wire passing through the toroid. Ratios of mea-
sured charge to calibrated charge for runs of 10'
pulses were always within 0.4/p of unity. These
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internal calibrations were not used to provide an
absolute calibration of the monitors, but rather
served to monitor gain shifts in the individual
monitor systems. The total charge accumulated
by the toroid monitor just upstream of the target,
when corrected for such gain shifts, gave the elec-
tron flux used in the cross-section calculations.
The two toroid monitors always agreed to 0.5% or
better, and the random error in the flux measured
for a run is believed to be + 0.3%.

Both toroid monitors were periodically calibrated
against a Faraday cup" which could be moved into
the beam at a position 13.5 meters downstream of
the target position. Calibration runs were made
at representative pulse charges, while pulse rep-
etition rates were limited to 1-10pulses per sec-
ond. Ratios of toroid to Faraday-cup measure-
ments in these runs averaged to 0.998+ 0.005. The
results of the Faraday-cup calibrations indicated

that the charge accumulated by the downstream
toroid monitor gave the electron flux for a run
with an absolute uncertainty of + 0 5 Vo.

Depending upon the counting rate at a given
point, beam intensities ranging from 3 &&10" to
5 && 10" electrons/pulse were used. A Lucite
counter near the target served as a beam-spill
monitor. Beam-spill traces viewed on an os-
cilloscope were kept reasonably flat-topped and
had spill widths within the range 1.2-1.6 p.sec.
Spill-width information as well as the total num-
ber of beam pulses was recorded for use in dead-
time calculations" in the data analysis.

C. Targets and density monitors

The electron beam passed through target cells
containing liquid hydrogen or liquid deuterium.
As shown in Fig. 6, the two cells were vertical
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Ffg. 6. Target configuration. The array shown here could be
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cylinders which could be positioned by rotating
the entire assembly about its vertical axis so that
the beam traversed either cell along a diameter.
The cell walls were made of 0.003-in. -thick alu-
minum for experiment A, and of 0.001-inch-thick
stainless steel for experiment B. The length of
liquid traversed by the beam was 6.95 cm for
hydrogen and 7.12 cm for deuterium in experi-
ment. A, and 14.06 cm for hydrogen and 14.11 cm
for deuterium in experiment B. Figure 6 shows
the target assembly used in experiment B; it was
only slightly different from that used in experi-
ment A. Just below each target cell was an empty
replica target used for determining cell-wall con-
tributions to the measured cross sections. Below
these empty targets was an array of solid targets,
the targets having holes of various sizes, and the
zinc-sulfide screen. The entire assembly was
suspended in a scattering chamber maintained at
10 Torr. It could be quickly lifted, lowered, or
rotated under computer control to bring a specific
target into the beam line at its proper position.

Density changes in the liquid targets posed a
formidable obstacle that had to be overcome in
order to use the high beam currents available at
SLAC. The hydrogen and deuterium targets were
designed" to be cooled by forced convection through
closed loops, as shown schematically in Fig. 6.
The upper half of each loop formed a heat exchanger
in contact with a reservoir of liquid hydrogen at
21' K. Natural convection from beam heating,
aided by an electrically driven fan inside each
loop, circulated the liquid and presented a fresh
segment of liquid to each beam pulse, obviating
density changes due to heating by the previous
pulse. Test runs showed that the measured scat-
tering yield was independent of beam current and
pulse repetition rate (see also Ref. 29), provided
the fans were operating. The tachometer shown
in Fig. 6 was added to each target for experiment
B to give a positive signal that each fan was func-
tioning properly.

The primary target-density monitor employed
two hydrogen-vapor-pressure thermometers which
indicated the target liquid temperatures above and
below the beam line on each of the two target cells.
A second density monitor employed the SLAC 1.6-
GeV spectrometer" which, at each value of E, was
set to detect recoil protons from elastic e-p or
quasielastic e-d scattering at a fixed recoil-proton
momentum and angle. With the target fans op-
erating, the observed changes in the number of
protons detected by the 1.6-GeV spectrometer per
unit electron Qux reQected the known target-density
changes as deduced from the small temperature
drifts indicated by the upper vapor-pressure ther-
mometer. 'The hydrogen-target fan operated

properly for all the runs of the two experiments.
The deuterium-target fan operated properly ex-
cept for runs at E=8.6, 8.7, 10.4, 11.9, and 13.3
GeV in experiment A.

The target temperatures determined from the
upper vapor-pressure thermometer were used
in the determination of the target densities for
those runs in which the target fans were opera-
ting. Conversion tables for liquid temperature to
density were readily available from cryogenic
data. "'" In addition, small corrections (-0.2%)
were applied" to account for the slow conversion
of normal hydrogen to parahydrogen, "and for the
small change in density resulting from the 1-atm
overpressure in the target cells. Similarly, cor-
rections were made for small contaminations
(-1/q) of HD in the deuterium targets. "

Data from the 1.6-GeV spectrometer were used
in the determination of the deuterium target den-
sity for those runs of experiment A in which the
deuterium-target fan was not operating. No such
data were available for runs at 6) =18 and E=8.6
GeV, and no deuteron or neutron cross sections
are reported for that line. For each new value of
E, normalization runs were made at low beam
currents (-3 mA) to ascertain the yield of recoil
protons per unit electron flux. Tests had shown
that the yield per incident electron at these low
currents was independent of whether the target
fans were on or off, indicating no significant den-
sity changes in the target liquid. " Consequently,
the density of the target in these normalization
runs could be ascertained from the temperature
at the upper-vapor-pressure thermometer. The
1.6-6eV-spectrometer proton yield per unit beam
Qux was then used to monitor the target density
in the remaining deuterium runs at that incident
energy. Depending upon the instantaneous beam
current and repetition rate, target-density cor-
rections at 1%-30%%uo were encountered in those
runs in which the deuterium-target fan was not
operating. The uncertainty in these corrections
is estimated to range from 0.4/p to 0.6%%up.

Careful determination of target lengths and den-
sities was made primarily because the errors in
those quantities do not cancel in the ratio of deu-
terium to hydrogen cross sections and therefore
propagate into the error in o'„/o~. Random errors
in the effective target density, arising mainly
from fluctuations in the beam position and profile,
were estimated to be 0.3/o in both experiments.
The hydrogen target densities were known to an
accuracy of a 0.7%%u~ in experiment A and +0.4%%uo in
experiment B, with the uncertainty attributable
primarily to inaccuracies in the calibration of the
vapor-pressure thermometers and a + 0.2%%uq un-
certainty in the cryogenic data for liquid hydrogen.
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Because the cryogenic data for deuterium are
only quoted to an accuracy of + 0.6%%uo, the deute-
rium target density was known only to a level of
+0.9/o in experiment A (as long as the fan was op-
erating) and + 0.7% in experiment B. Target lengths
were measured with micrometer calipers, while
the targets weri. warm and pressurized with air.
Shrinkage of the targets when cooled to 21' K was
surveyed during experiment B, and its effects
were included in the calculation of all target
lengths. The target lengths were known to +0.6/0

in experiment A and + 0.4% in experiment B. Sam-
ples of gas from the targets were analyzed for
purity by mass spectrometry.

Experimental runs with empty replica target
cells in the beam line were used to determine
the target wall contributions to the measured cross
sections. Substantial reductions in running time
were realized by using a replica target which had
0.018-in. walls rather than the 0.003-in. -aluminum
walls of the liquid targets in experiment A, and
0.0075-in. walls rather than 0.001-in. -stainless-
steel walls in experiment B. 'The extra thickness
was selected to simulate the radiative degradation
of the electron energy in the full-target liquids. "
After normalization by the ratio of cell-wall thick-
nesses, the empty-target background was typ-
ically (3-8)% of the full-target yield in experi-
ment A and (2-4)% of the full-target yield in ex-
periment B. The systematic uncertainty in the
cross section from uncertainties in target cell-
wall thicknesses ranged from 0.1% to 0 6%.

D. Spectrometer

Scattered particles from the target cells were
analyzed using the SLAC 8-GeV focusing spectro-
meter" "shown schematically in Fig. 4. The
three quadrupole magnets focused point-to-point
in the vertical plane and parallel-to-point in the
horizontal plane. The horizontal production angle
was displayed in the horizontal focal plane and
momentum displayed in the vertical plane. The
dipole magnets bent the optic axis a total of 30
degrees in the vertical plane. Scattered particles
were delivered to a series of detectors located
in a shielded cave just behind Q83. The entire
assembly of magnets, detectors, and shielding
was supported on a set of rails and could pivot
about the target position to the desired scattering
angles.

Magnet currents were adjusted under computer
control to obtain the desired bending, dispersion,
and focusing properties. Small corrections to the
magnet currents, established in a series of optics
tests allowed the energy of the 8-GeV spectro-
meter to be normalized to the beam switchyard

value for the incident electron energy E. Elastic
e-P scattering measured in both experiments in-
dicated that the spectrometer value of E' of the
elastically scattered electrons was within 0.05%
of the expected value as calculated from E and 8,
and this was taken to be the uncertainty in the
calibration of E' versus E. ,

The spectrometer quadrupoles imaged the target
at two focal planes located inside the shielded
cave. The horizontal-angle, or 8, focal plane
was oriented normal to the spectrometer central
ray, while the vertical or momentum focal plane
was oriented at an angle of 13.7, as shown in
Fig. 7. Two scintillation-counter arrays lying
in each focal plane were used to determine the
angle, 8, and momentum, P, of a scattered par-
ticle. The individual counters overlapped in sep-
arate rows to define 54 8 bins and 20 P bins.

Extensive measurements of the optical proper-
ties of the 8-GeV spectrometer are described by
Kirk et al." The detailed calculationof the spectro-
meter acceptance &&&P/P is presented in Ref.
26 and in Appendix A. The calculation used a
TRANSPQRT» model of the 8-GeV spectrometer
(see Table XXII of Appendix A) incorporating
measured excitation constants for the magnets.
The transformation of charged-particle coordinates
from the target to the spectrometer focal planes
is described by a matrix of first and second-order
coefficients in a Taylor series expansion of the
particle coordinates about the spectrometer central
ray. Using the matrix coefficients as described
in Appendix A, a Monte Carlo ray-tracing program
was used to calculate the acceptance of the in-
dividual P-8 bins of the spectrometer focalplanes.
A P-8 bin is defined by the intersection of a P
bin and a 8 bin, so that ~ and &8 were already
known from the measured P and 8 dispersions.
The azimuthal angular acceptance, &Q, for a
particular P-8 bin averaged over the targetlength,
was determined by lead apertures downstream of
Q81 and B82 and ranged from + 12 to + 30 mrad.
The total acceptance &&~/P summed over the
20 &&54 such P-8 bins was 2.833 msr/0, the 8
hodoscope covered an angular range &0 =+ 7.95
mrad, while the momentum hodoscope accepted
AP/P =+ 2.02%. In the off-line analysis of experi-
ment B, all P-8 bins were used while in experi-
ment A the hodoscope lead masks (see Fig. 7) par-
tially shadowed the edge bins and events were
accepted only if they fell within 8 bins 2-53 and
P bins 2-19. This restricted acceptance was
2.492 msr/o with &8 =+ 7.65 mrad and hP/P
=+ 1.82/o. The absolute uncertainty in either ac-
ceptance was believed to be about + 1.5/o, an ad-
ditional uncertainty of 1/o due to a possible mom-
entum dependence of the acceptance could not be
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FIG. 7. Magnet-focal-plane detector arrays. Their positioning in the magnetic spectrometer is shown in Fig. 4.

ruled out. A list of the properties of the 8-GeV
spectrometer is given in Table I along with esti-
mates of the percentage uncertainties in these
figures.

E. Particle detectors

l. Introduction

The particle-detection system provided event
triggers for essentially all the electrons scat-
tered into the spectrometer acceptance and dis-
criminated electrons from a background con-

sisting predominantly of pions. All of the particle
detectors, shown in Fig. 7, were mounted on a
steel boom tilted at 30 degrees to the horizontal.
A concrete and lead cave shielded the detectors
from backgrounds that would otherwise have
swamped the true signals.

Scattered particles, after traversing the last
quadrupole magnet, passed through a threshold
Cherenkov(CT) counter filled with freon gas. They
then traversed track-defining elements consisting
of a front trigger (FI') counter followed by angle
and momentum hodoscopes and a rear trigger

TABLE I. Properties of the 8-GeV spectrometer.

Property

Momentum resolution (6P/P)
Momentum dispers ion
Momentum acceptance (&P/P)
I9 resolution
8 dispersion
8 acceptance
P acceptance .(max)
Solid angle (&0&@)
Acceptance (~&P &P/P)

Expt A

y0.10 %
2.91 cm/%

y1.82%
+0.14 mrad
4.58 cm/mrad

+7.65 mrad
+29.6 mrad

0.685 msr
2.494 msr%

+0.10 %
2.91 cm/%

+2.02%
+0.14 mrad
4.58 cm/mrad

+7.95 mrad
+29..6 mrad

0.701 msr
2.833 msr%

% EI'I'OI'

1%

1%
1%
1%

1.8%
1.5%
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(RT) counter. Next, a 1-radiation-length lead slab
serving as an initial radiator was followed by a
group of three scintillation counters (DX), that
measured specific ionization of the resultant par-
ticles. This slab was followed by 15 additional
1-radiation-length lead slabs interspersed with
I ucite that together formed the total-absorption
(TA) counter. The first three segments of the
TA counter functioned as another detector, the
truncated shower (TS) counter, sampling the early
development of an electron shower.

All of the particle-identification techniques ex-
ploited the fact that background particles had much
larger rest masses than electrons. The TA
counter was used to define a good sample of elec-
trons at all values of E', while the DX and TS
counters gave additional pion rejection where
needed. Particular emphasis in the following dis-
cussion is placed upon the functioning of each de-
tector under conditions of high background rates,
which were frequently encountered in the two ex-
periments.

2. The threshold Cherenkov counter

The threshold Cherenkov counter, used to iden-
tify electrons, was 1.14 m long and was pres-
surized with gaseous freon-12 (CCl, F,). It iden-
tified electrons by detecting the Cherenkov light
emitted in the particle passage. A four-segment
mirror reflected the Cherenkov light to a Phillips
58UVP phototube which viewed the interior of the
counter through a quartz window. During experi-
ment A, the gas pressure was maintained at 589
mm Hg, corresponding to a threshold for pions
at E' =3.5 GeV. During experiment B the gas
pressure was maintained at 246 mm Hg corre-
sponding to a threshold for pions E' =5.5 GeV.
Pions could still produce light in the counter by
the production of secondary electrons, and conse-
quently the CT counter was placed forward of all
other detectors to minimize the amountof material
in the path of the particles. Events were accepted
as electrons if sufficient Cherenkov light was pro-
duced in the counter. In experiment A we required
that the anode signal from the phototube fire a
discriminator circuit. In experiment B we re-
quired that the integrated charge from the anode
pulse be above a minimum value.

Electrons fired the CT discriminator with an
efficiency of 88.1-89.9% in experiment A with
circuit dead-time corrections ranging from 0 to
2/o. This low efficiency was the result of a poor
quality phototube and a misaligned mirror segment
and poor optical coupling to the quartz window.
This also resulted in a geometrical variation in the
efficiency. Replacement of the phototube and re-

alignment of the mirror system raised the electron
detection efficiency to 98.0/o in experiment B. This
efficiency is believed known to better than 0.4/p in
both experiments. The Cherenkov counter dis-
criminated against pions for E' ~ 3.5 GeV in ex-
periment. A and for E' ~ 3.5 GeV in experiment A
and for E' ~ 5.5 GeV in experiment B. For energies
below pion threshold, 0.3% to 0.7/p of the back-
ground pions could still masquerade as electrons
through the production of knock-on electrons and
through chance coincidence.

3. Trigger counters and hodoscopes

The trigger counters and hodoscopes. were lo-
cated inside a light-tight, magnetically shielded
box. The trigger counters were arranged in two
rows of five scintillation counters, one row posi-
tioned near the entrance and one near the exit
windows of the box. A "fast-trigger" coincidence
between any front trigger counter and any rear
trigger counter was interpreted as the passage
of a particle. Five counters were needed to cover
the large horizontal acceptance and yet retain
precise timing. In addition, the substantial re-
duction in front and rear trigger dead times from
the use of five counters allowed operation at much
higher trigger singles rates than would otherwise
have been possibl. The loss of events from trigger
counter dead times was kept below 3%, and the
trigger efficiency was essentially 100/0 in the limit
of zero counting rate.

Each hodoscope consisted of two rows of scin-
tillation counters with the back row offset by one-
half a counter width. A typical electron fired a
counter in the front row and one or both of the two
counters in the back row of each hodoscope that
overlapped the one in front. The patterns of fired
counters in each hodoscope were decoded to yield
horizontal and vertical position, and hence the
angle and momentum of a scattered particle. Ref-
erence 40 gives a very detailed description of the
hodoscope-decoding-system procedure developed
for the 8-GeV spectrometer. The adaptation of
this procedure to our experiments" is summarized
in Sec. IVA.

A new momentum hodoscope with 21 counters in
two horizontal rows had been fashioned for these
experiments. The 20 momentum bins thus defined
by the overlaps provided an rms resolution 5P/
P =+0.1/p. The 8 hodoscope was the same one used
in all previous experiments'" with the 8-GeV
spectrometer. A total of 55 counters overlapped
so as to define 54 8 bins with an rms angular res-
olution 68 =+0.14 mrad. The lead masks at the
limits of both hodoscopes ensured that electrons
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falling outside the hodoscopes' edges would not
shower in the total absorption counter.

4. The x/e discriminator

The total absorption counter was composed of
16 Lucite slabs sandwiched betmeen 1-radiation-
length lead slabs as shown in Fig. 7. Each Lucite
slab mas viewed by four RCA 6342-A phototubes;
the anode signals from the 64 phototubes were
added and the total signal pulse-height analyzed.
For a single event this TA signal was proportional
to the shower multiplicity and, consequently, to
the electron's energy. A typical spectrum had a
pion peak in low channels and a roughly Gaussian
electron peak whose position mas proportional to
E' and whose fractional full width at half-maxi-
mum (FWHM) varied roughly according to (E') '/'.
A cut placed one FWHM below the peak center
divided events into two classes. Electrons fell
into the upper class with 99.1/o frequency; the
lower class was discarded as background. Sys-
tematic uncertainty in the total absorption counter
efficiency was about + 0.2%%uo.

The pion peak had an exponential tail attributable
mainly to pion-nucleus interactions in the TA
counter. This tail typically extended to high chan-
nels, making difficult a clean separation of elec-
trons from background. At high E', near pion-
electroproduction threshold, where pion rates
mere 1om and the electron peak fell in very high
channels, separation was straightformard. At
lower E', large pion background began to obscure
the electron peak and the CT counter had to be
used in addition to the TA counter to provide the
needed pion rejection. At the very lowest E'
where electrons comprised less than 1%%ug of all
detected particles and the electron peak was in
low channels good signatures in the DX or TS
counter were also needed to discern'an electron
peak. For detection of positrons (i.e., for posi-
tive spectrometer polarity) the full array of coun-
ters was usually required to give adequate rejec-
tion of backgrounds.

The DX counters, individually pulse-height
analyzed, were used to determine whether a
shower had begun in the initial radiator. In gen-
eral, a pion would traverse the initial radiator
without interaction and would register in each
counter as a single-ionizing particle, with a typ-
ical Landau distribution. With probability about
7(P/p, an electron would produce fast secondary
particles that enhanced the anode signals from
each counter. The pulse-height spectrum of a
single DX counter for an electron sample showed
a Landau peak in low channels followed by a
broad continuum corresponding to production of

one or more fast particles. A cut placed in the
valley between the Landau peak and this continuum,
corresponding to a signal about 1.5 times that of
a single minimum ionizing particle, ensured
moderate insensitivity to gain shifts. The DX
condition required an event to have signals above
this cut in all three DX counters or it was con-
sidered background. The pion rejection of the
threefold DX counter was about 97%%uo, while the
efficiency for single electrons" varied from
60.9%%up at E' = 2 GeV to 80.5/o at 8 GeV. A second
cut at 2.5 times minimum-ionizing pulse height
gave better than 99%%uo pion rejection, but the elec-
tron detection efficiency fell to 38.3% at 2 GeV
and 65.0%%uo at 8 GeV'.

A correlation betmeen the observed DX effic-
iency and the background singles rates was a
potentially serious source of error, as these
rates were different for deuterium and hydrogen
targets. This correlation arose because chance
coincidence with background particles enhanced
the observed pulse height and correspondingly
enhanced the apparent electron-detection effic-
iency of the DX system. This enhancement was
typically 1-2%%uo in kinetic regions were the DX
counter wa.s needed, but was as high as 5%%ug in
some very high-rate runs. A rough parametriza-
tion" of the enhancement was obtained using the
fast trigger and DX singles rates. When the base
DX efficiency was corrected using this function,
the systematic uncertainty in the DX efficiency
was less than 0.5%%up.

Another counter that sampled the early shower
development was the truncated shower (TS) coun-
ter. Anode signals from the first three Lucite
slabs were picked off and summed to produce the
TS signal which was independently pulse-height
analyzed. A typical TS spectrum for pions showed
a peak in the lowest few channels with a greatly
foreshortened exponential tail. Electrons regis-
tered as a Poisson-distributed peak centered
about a pulse height that was roughly proportional
to E'. In the analysis of experiment A, a variable
cut placed in the valley between the electron and
pion peaks ensured a 90.1%%u& efficiency for detec-
tion of electrons. In the analysis of experiment
8, two different fixed cuts were used in a man-
ner similar to the treatment of the DX counter.
Electrons produced a TS signal above the low cut
with an efficiency that ranged from 90.1% at E'
=3.0 GeV to 97.8%%u& at E' =8 OGeV. S.imilarly,
the electron detection efficiency using the high
cut ranged from 72.5% at E' =3 GeV to 93.0%%uo at
E' = 8 GeV. Uncertainties in these efficiencies
were less than +0.3%.

The TS counter condition was always used be-
fore the DX counter when both were available
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to reject backgrounds. The TS counter was much
more effective in domains where the singles rates
were high. As the counter elements were Lucite
instead of scintillator, additional soft-background
particles made little difference, and no rate de-
pendence of the efficiency was observed. The TS
counter also proved to be superior to the DX
counter in general, as two simultaneous pions
produced a signal that was usually below the cut
in the TS spectrum. There were some runs in
which extremely large backgrounds required the
use of both the DX and TS counters. Because the
two counters both sampled the early shower de-
velopment, and the DX and TA signals were cor-
related for a given event, their electron-detec-
tion efficiencies were not independent. In those
runs an electron-detection efficiency was used"
for the TS counter that accounted for this corre-
lation.

F. Data logging

Anode signals were routed from the detectors to
the counting house and converted by fast logic into
digital information. This trigger logic generated
an interrupt to an SDS 9300 computer for every
likely event and provided digital information about
the response of the detectors. The event interrupt
directed the computer to scan buffers for the in-
formation deposited there by the event logic; this
information was written onto magnetic tape for
later analysis.

The event interrupt to the computer was derived
from the anode signals of the front and rear trig-
ger trigger counters and the CT or TA counters. Sig-
nals from the ten trigger counters were independently
discriminated and fed to two logicalOR circuits as
shown in Fig. 8. A coincidence between any front trig-
ger and any rear trigger produced a fast, trigger or
C1. The fast trigger in time with a pulse from
either the CT or TA discriminators formed two
definitions (C2 and C9) of a likely electron event.
The TA discriminator output signal by itself pro-
vided a backup definition of a likely electron event,
independent of C1 circuit dead-time losses. Thus
the event trigger circuit OR4 was virtually 100%%uo

efficient for electron events. The output of OR 4
set a latch-type flip-flop circuit which was reset
only by the accelerator pretrigger just prior to
the next beam pulse. This Qip-Qop set transition
in turn generated the hardware interrupt to the
computer; only one such interrupt could be gen-
erated per beam pulse because the computer could
not handle a faster event rate. The output of OR 4
was redundantly scaled to allow accurate correc-
tions for the "computer dead time. " Event rates
were kept below 0.5 events/pulse by adjusting the

beam current; this corresponded to a maximum
25/o loss of events. The threshold on the TA dis-
criminator was set to minimize the number of
pion triggers while ensuring 100%%ug efficiency for
electrons. Below E' = 2 GeV, however, between
1'%%uo and 10%%up of the electrons would fail to fire this
circuit, and a high efficiency for triggering on
electron events could be maintained only with the
help of the C2 coincidence trigger. The chance
coincidence contribution to the event triggers was
monitored by false coincidence circuits C2I" and
C9E, which were parallel to the trigger circuits
C9 and C2.

Binary characteristics of each event were flagged
by DCD (discriminator-coincidence-discrim-
inator) circuits, which timed output signals from
the various discriminators and coincidence cir-
cuits against gate pulses from the trigger logic.
A successful coincidence set a Qip-flop that was
read by computer via multiplexer interface. The
pattern of hodoscope counter events was recorded
in much the same manner. An event pulse also
triggered linear gate and stretcher circuits that
processed the pulses from the TA, CT, DX, and
TS counters prior to conversion by a bank of six
analog-to-digital converters (ADC'S) .whose digi-
tized information was read by computer.

The SDS 9300 Computer, "with 32&10' 24-
bit words of core storage, logged the data onto
magnetic tape for later analysis. Twelve words
of information were written onto magnetic tape
for each event. These data included 76 bits for the
8 and P hodoscope counters, 32 bits for DCD
Qags, the outputs of the six ADC's, two target
temperature readings, and the beam pulse
charge.

In addition to logging events, the computer per-
formed many tasks that were invaluable to the
successful execution of the experiment. An on-
line analysis of a sample of the events was car-
ried out by the computer. It was extremely help-
ful in detecting and diagnosing equipment malfunc-
tion. Oscilloscope displays of pulse-height spec-
tra and related histograms provided information
about the performance of the apparatus, both in
the end station and the counting house. Between
runs, appropriate targets were positioned into the
beam and magnet currents set to desired levels
using feedback loops under computer control. Ex-
perimental runs were started and stopped with the
aid of the computer, which logged scalers and
charge monitors at the end of a run and cleared
them at the beginning. During a run, when it was
not logging events, the computer monitored mag-
net currents, target temperatures, and the volt-
ages of all photomultipliers and electronics power
supplies.
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IV. DATA ANALYSIS

A. Introduction

After each experiment, the data from the mag-
netic tapes were reduced in three major steps to
differential cross sections for inelastic e-p and
e-d scattering. In the first step, or Pass I,
electron events were separated from background
events, and histograms of these events were
compiled for each experimental run. Cross sec-
tions were calculated from the histogram data in
Pass II, and empty-target m'-decay, and pair-
production contributions were subtracted to yield
the raw e-P and e-d cross sections. Corrections
for radiative effects were applied in the third
step, yielding the final inelastic e-P and e-d
cross sections. Event and run information were

/

read from magnetic tape in Pass I, sorted, and
stored in condensed form on magnetic disk stor-
age. Subsequent data-analysis programs commu-
nicated only with this disk.

Much time and effort were devoted to finding
and correcting systematic shifts in the data. As
the statistical accuracy was frequently better than
2%%up systematic errors were often the dominant
uncertainty in the cross section. Of particular
interest were systematic shifts between measure-

ments at different scattering angles for the same
(I', Q'), which could seriously affect the structure-
function separations and the comparisons of the
proton and deuteron measurements. All known
effects of order +0.1%%up were consequently included
in the analysis.

8. Event analysis

In the Pass I analysis of both experiments,
electron events were distinguished from back-
ground events and were sorted according to scat-
tering angle and momentum by their signatures
in the various detectors. The ideal electron
event would show a coincidence between a front
and a rear trigger counter, and have at least one
counter fi:ring in each row of counters in the two hodo-
scopes. It would produce a signal in the CT coun-
ter that either was above discriminator threshold
(in experiment A) or above a cut applied to the

'

CT pulse-height spectrum (in experiment B). The
electron usually began to shower in the initial
radiator, in which case the signal in each of the
three DX counters would at least be above the
lower cut on the DX pulse-height spectrum. The
signals in the TS and TA counters were also above
the electron cuts for those pulse-height spectra.
Not all the above criteria were required of every
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electron event used for cross section calculations.
Only those criteria which were necessary to make
a clean separation between electron events and
background events were required in a given exper-
imental run.

The angle and momentum of a scattered particle
were determined from the signatures in the two
hodoscopes. The minimum signature required was
a single counter fired in each of the two hodo-
scopes. Events without at least one counter fired
in each hodoscope were considered to have fallen
outside the spectrometer acceptance and were re-
jected. For the remaining events, the pattern of
counters fired in either hodoscope fell into one
of three categories. "'" There were single-track
and double-tra, ck events, corresponding to one or
two clearly definable tracks in either hodoscope
and ambiguous events, which had more than two
tracks or an undecodable pattern of counters
fired. Events were grouped into four classes"
according to their signatures in the two hodo-
scopes: Class 1 had 3, single track in each hodo-
scope, "lass 2 had a single track in one hodo-
scope and a double track in the other, class 3 had
a double track in both hodoscopes, and class 4 had
an ambiguous pattern in either hodoscope. The
angle and momentum of events in class 1 were
unambiguously calculated from the horizontal and
vertical position of the single track. In a typical
experimental run, 95% of the events fell into class
1. Electron events in all four classes were ac-
cepted in the analysis, but only events from class
1 could be used to determine the distribution of
events in angle and momentum for a given run.
These two-dimensional distributions, which were
20& 54 arrays called "P-0 planes, " were fre-
quently necessary in 1hter analysis for those runs
where the cross section varied sharply over the
ranges of 6 and F.' covered by the spectrometer
acceptance. For these runs, the events in classes
2-4 provided correction factors (see Sec. IV C)

for the c.ross sections calculated from the events
in class 1. The TA and DX spectra were also
found to correlate with the event classes described
above.

The event signatures in the remaining detectors
provided the basis for discrimination of electron
events from background":

C1, the event had a front-rear trigger coinci-
dence;

TA, the event had a signal above cut in the tota1
absorption counter;

CT, the event had a signal above discriminator
threshold (experiment A) or above cut (experiment
B) in the gas Cherenkov counter;

TS, the event had a signal above (low) cut in the
truncated shower counter;

DX, the event had a signal above (low) cut in all
three DX counters.

Two additional event signatures, DXH and TSH,
required signals above the high cut in all three
DX counters or above the high cut (experiment B
only) in the TS counter. Events lacking a few of
these signatures (except Cl and TA) could still be
classified as electron events, as described below.

Combinations of these event signatures formed
the definitions of good electron events used in the
analysis of the two experiments. All electron
events were required to have a fast-trigger coin-
cidence and a signal above cut in the TA counter.
Good signatures in the CT, TS, DX counters were
required as necessary to reject pion backgrounds.
The ten such definitions, or "tribes, " used in the
analyses of both experiments are given in Table II.
The tribes are listed roughly in order of increasing
efficiency for the rejection of pion backgrounds.
The electron-detection efficiency corresponding to
each tribe is estimated for E' =2 GeV to E' =8
GeV in both experiments. Dead-time losses are
included in these estimates. Two additional tribes,
which required a TSH signature instead of a TS
in tribes 4 and 7, were used in the analysis of

TABLE II. Event tribes.

Tribe No, Tribe signature
Efficiency A

(%)

Efficiency B

1
2

4
5
6
7
8
9

10

C'1-TA
C1-TA-CT
C1-TA-DX
C1-TA- TS
C1-TA-DXH
C1-TA-CT-DX
C1-TA- CT-TS
C1-TA-CT-DXH
C1-TA-CT- TS-DX
C1-TA-CT- TS-DXH

96-99
83—88
58-80
86-89
37-64
51-71
75-79
32-57
48-67
31—55

96-99
94—97
58-80
86-97
37-64
57-78
85-95
36-63
54—7.
36-62
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experiment 8, but not experiment A. For each
experimental run, the number of events in each
tribe was stored on disk along with TA pulse-
height spectra and P-0 planes corresponding to
each tribe. Pion contamination of the electron
sample from each tribe could be estimated and
subtracted by examining visually the appropriate
TA spectrum. For the calculation of the cross
section in a given run, we used the events in, that
tribe which had the highest electron-detection ef-
ficiency, yet provided a clean separation of the
electron and pion peaks in the TA spectrum. Pion
contamination of the selected tribe was never more
than 1.5/o of the total yield of electrons, and the
error from the pion subtractions was never more-
than 0.5% of the cross section. Other pertinent
information, such as sealer, charge-monitor, and
target-density data, were stored on disk in Pass
I.

C. Run combination

Differential cross sections were calculated (in
units of cm'/s GeV) for each full-'target run ac-
cording to the formula

(4.1)

where N,„ is the number of electrons incident dur-
ing the run and N&, is the electron yield in any of
the tribes described in the previous section. The
appropriate spectrometer acceptance hQb, P (in
srGeV) wasused(see below), while I, and p, are
the target length (in cm) and density (in nuclei/
cm') at 21.0'K. The averaging correction factor
C~ took into account the kinematic variation of the
cross section across the spectrometer acceptance
and adjusted the cross section to its appropriate
value at the quoted central values of E' and 6.
The factors C,- correct for electrons lost in mea-
surement or excluded in the analysis. Empty-
target and positron cross sections were calcula-
ted in a similar manner and subtracted in Pass II
to yield the raw cross sections for inelastic e-P
and e-d scattering.

Three definitions of the acceptance were used
in the calculation of cross sections. For a frac-
tion of runs in both experiments, the cross sec-
tions were calculated using the total electron
yields and the full spectrometer acceptance. In
this case the deviation from unity of the averaging
correction factor C„, calculated from the P-0
planes of single track events in the selected tribe,
ranged from 1/o 'to 10%%up.

Another definition was employed for some runs
in experiment 8 with sufficiently large numbers
of events. Here the full acceptance was divided

into four segments in E' in order to provide addi-
tional information about the E' dependence of the
cross section. The cross section was calculated
for each segment using the separate electron
yields and the acceptance AQAP of each segment.
The averaging correction factor here corrected
mainly for the finite angular acceptance of each
segment and its deviation from unity was gener-
ally less than 3%.

The third definition was used in a subset of
runs that overlapped in E' and provided contin-
uous spectra of hydrogen, deuterium, and empty
target data for 8'& 2 GeV. These were at low Z
ig. the 18 measurements of experiment A and at
all values of E in the 15', 19', and 26' measure-
ments of experiment B. For these runs, events
with single tracks in both hodoscopes were binned
according to their missing energy E/q 8', -
where

q = 1+ (2E/M) sin'(-,' 8) .
Fine-mesh cross sections were calculated for
each missing-energy bin, typically 8-10 MeV
wide, using the yields in the 20' 54 bins of the
P-6 plane stored on disk for the selected tribe
and the acceptances AQEP of the individual P-8
bins. Here the deviation from unity of the aver-
aging correction factor was also less than 3/o. In
all three methods of cross-section calculation,
the experimentally measured variation of the cross
section, as determined from the P-8 plane of the
sleeted tribe, was always used in the calculation
of the averaging correction factor C„. System-
atic uncertainty in C„was never more than 1%
and usually much less.

In Table III are listed the other correction fac-
tors that were applied to the measured yields,
along with typical values and systematic uncer-
tainties. The correction factors fell into three
categories: those that were (a) independent of,
(b) related to, the individual tribe definitions, or
(c) applied only when a subset of the full spectro-
meter acceptance was used to calculate a cross
section.

Correction factors a.1-a.6 were always applied
to the measured yields when calculating a cross
section. Correction factors b.l to b.5 were applied
only when the selected tribe required a good signa-
ture in the corresponding counter. Embedded in
these correction factors are corrections for the
singles-rate dependence of the counter efficiencies
mentioned in Sec. III. Correction factors c.l-c.3
were applied only when a limited segment of the
P-0 plane was used to calculate a cross section.
The factors c.2 and c.3 corrected for an observed
variation of the CT and DX counter efficiencies
with position in the P-6 plane. More detail about
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TABLE III. Correction factors.

Corrects for Typical value Uncerta inty Po)

a. 1
2

a. 3
a. 4
a. 5
a. 6

Computer dead time
Trigger dead time
Tri.gger inefficiency ~

C1 dead time
TA inefficiency
Target-dens ity fluctuation

(a) fan on

(b) fan off~

1.00—1.40
1.00-1.01
1.00-1.05
1.00-1.03
1.01

0.99-1.00
1.01—1.30 ~

0.0
0.0
0.0—0.5
0.0-0.1
0.2

0.3
0.4-0.6 ~

b. 1
b. 2
b. 3
b. 4
b. 5
b. 6

CT inefficiency
DX inefficiency
DXH inefficiency
TS inefficiency
TSH inefficiency
Residual pion Ud. ckground

1.12-1.15 ~

1.24-1.64
1.54-2.61
1.11a

1.08-1.38
0.98-1.00

0.4
. 0.3-0.5
0.3-0.5
0.2-0.3
03
0.0-0.5

c. 1
c, 2
c, 3

Non-single-track events
C T inhomogene ity
DX inhomogeneity

1.00—1.1 5
0,95-1.20 ~

0.95-1.0 5 ~

0.2
0.5
0.5

~Experiment A only. "Experiment B only.

these correction factors may be found in the ref-
erences. "'"

Contributions to the full-target cross sections
from electron scattering in the target cell walls
were estimated from the electron yields in experi-
mental runs with the "thick" empty replica target
in the beam line. Empty-target cross sections
were calculated from Eq. (4.1) using the measured
yields and the appropriate full-target densities.
After suitable normalization for the ratios of cell
wall thicknesses, these empty-target cross sec-
tions were subtracted from the full-target cross
sections. In those kinematic regions where contin-
uous spectra had been measured, the empty-target
cross sections were first fit by a polynomial. Em-
pty-target cross sections were then computed
from this fit for each missing-energy bin,
and subtracted from the full-target cross sec-
tion for that bin. In experiment A, the empty-tar-
get cross sections were typically 6-6% of the hy-
drogen and 4-5% of the deuterium full-target cross
sections. In experiment B, they were, respective-
ly, 4-5% and 3-4/o of the hydrogen and deuterium
full-target cross sections.

Electron backgrounds from pair production pro-
cesses, primarily Dalitz decays of neutral m

mesons photoproduced or electroproduced in the
target, were determined by reversing the spectro-
meter polarity and measuring the yield of positrons
for the same E' and 0. Positron cross sections
were calculated from Eq. (4.1) using these mea-
sured positron yields and subtracting the cell-wall
contributions in the manner described above.

These positron cross sections were also subtracted
from the full-target cross sections to yield the raw
cross sections for inelastic e-p and e-d scattering.
In practice, these positron cross sections had to be
measured only at low E', where the pair production
processes contributed - 1% or more to the full-
target cross section. At the very lowest E' sur-
veyed, particularly below E' = 2 GeV in experiment
A, the pair production contribution was as high as
3(P/g of the full-target cross section.

The random errors in the correction factors, ,

which were normally a few tenths of one percent,
were added in quadrature with the errors from
counting statistics to give the random error in the
cross section measured in each run. The random
errors in the full-target, empty-target, and pos-
itron cross sections were then combined in quadra-
ture to yield the random errors in the raw e-p and

e-d cross sections.

D. Radiative corrections

l. Introduction

Corrections were applied to the raw e-p and e-d
scattering cross sections to account for the effects
of radiation by the electrons. This radiation could
occur while the electrons were straggling in the
material before or after the scattering, or as
internal bremsstrahlung during the scattering
process itself."'" The entire. radiative correction
procedure for inelastic scattering can be summar-

, ized by the equation
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6 cr
, (E,E', 8) =G, (E,E', 8)„-I,-I,

(4.2)

where (d 'oldQdE') (E,E', 8)a is the measured raw
cross section and (d'o/dQdE') (E,E', 8) is the cor-
rected cross section which can then be related to
the structure functions according to Eq. (1.2).
For e psc-attering, I, is the contribution to the raw
cross section from the radiative tail of elastic e-p
scattering, and is calculated directly4' from the
well-known proton form factors. " For e-d
scattering, I, is the contribution to the raw
cross section from radiative tails of elastic and
quasielastic e-d scattering. For both e-P and
e-d scattering, the quantity I, is the contribution
to the raw cross section from radiative tails of
inelastic scattering processes. A direct calcula-
tion of I, would presume a knowledge of the
structure functions of the proton and deuteron
over large kinematic ranges. As these structure
functions had not yet been measured and were as-
sumed to be unknown a PH'ori a model-independ-
ent unfolding procedure"' "'"involving all the
measured cross sections at the same. angle was
used to calculate I,. The factor C corrects for
radiative processes that cause electrons scattered
at (E,E', 8) to fall outside the spectrometer mo-
mentum acceptance, reducing the measured elec-
tron yield. The calculation of Iy I2 and C is
discussed in the following sections. Exact ex-
pressions used in these calculations are given in
Appendix B.

2. Radiation lengths

The quantities I„I„and C are functions of the
amount of material, expressed in radiation
lengths, in the path of the incident and scattered
electrons. The material before scattering includ-
ed a thin vacuum-separation window, the target
cell wall, and, on the average, one-half the tar-
get liquid. The material after scattering and be-

fore the spectrometer vacuum included the re-
maining target liquid, the target cell wall, the
aluminum scattering-chamber window, a few
Mylar windows, and about 54 inches of helium
gas at 1 atm. There mas a slight angle depend-
ence of the thickness in radiation lengths of tar-
get material traversed by the scattered electron.
The average thickness in radiation lengths" of
material before scattering, ta, and of material
after scattering, t„, used in the radiative correc-
tions of the two experiments are given in. Table
IV.

3. Elastic e-p radiative tails

Radiative tails I& from elastic e-p scattering
were calculated according to Eq. (B.l) of Appen-
dix B. This expression uses the exact calcula-
tion by Tsai44 of single-photon internal brems-
strahlung. Effects of multiple-photon radiation
by the recoiling proton were included in an ap-
proximate manner. The proton form factors
G» (Q') and G» (Q') used in these calculations as-
sumed the dipole form factor modified by a factor
due to Miller" that is given in Eq. (B.2). The
elastic e-p radiative tails ranged from a minimum
of 0.2%%uo of the raw cross section near W= 2.0 GeV
to 33% at the lowest E' measured at 18'.

4. Elastic and quasielastie e-d radiative tails

For the case of inelastic e-d scattering; the
quantity I, contains contributions from the radia-
tive tails from elastic and quasielastic e-d scatter-
ing. The elastic e-d radiative tail was calculated
in a manner identical to the elastic e-P radiative
tail using deuteron form factors calculated from
the Hamada-Johnston wave function. "'" In gen-
eral, the elastic e-d radiative tail was a negligible
contribution to the raw e-d cross section.

The quasielastic e-d radiative tail was calculated
in a method that utilized the close connection be-
tween quasielastic e-d scattering and the sum of
elastic e-P and e-n scattering. Because of diffi-

TABLE TV. Radiation lengths used. in radiative corrections (uses radiation lengths for the
various materials as given in Ref. 47).

9

(deg)
t~

(10 2 r.1.)
P

(10-' r.1.) (10 ' r.1.)
4

(10 2 r.1.)

A

A

18
26
34

0,4974
0.4974
0,4974

0.9842
0.9795
0.9733

0.5875
0.5875
0.5875

1.1174
1.1137
1.1094

B
B
B
B

15
19
26
34

0.9590
0.9590
0.9590
0.9590

1.3937
1.3886
1.3757
1.3551

1.1223
1.1223
1.1223
1.1223

1.5584
1.5522
1.5370
1.5131



20 EXPERIMENTAI STUDIES OF THE NEUTRON AND PROTON. . . 1489

culties in the calculation of radiation by bound-tar-
get nucleons, an exact calculation of single-photon
internal bremsstrahlung was not attempted. Rath-
er, an initial approximation of the quasielastic
tail, IER, -was obtained using an equivalent-radia-
tor technique" to estimate the contribution from
internal bremsstrahlung. This technique is a good
approximation in the soft-photon limit near the
quasielastic peak, but it is known" to be inaccur-
ate at low E', where hard-photon radiation domi-
mtes. Consequently, the radiative tail calculated
in the equivalent radiator method was modified
according to

IER

I,~
=

IER IER (I,~+I,„) .
1n

(4.3)

The elastic e-P and e-n radiative tails I» and I,„
were calculated from Eq. (Bl) which uses the ex-
act formula for single-photon emission44 with the
assumption of form-factor scaling (G»'= G„~'/p~'
= G„„'/p, „', GE„=O) and includes modifications for
the effects of multiple soft-photon emission from
the electrons, Radiation from the hadrons is
small and was ignored. The quasielastic tail I,„
and the elastic e-P and e-n tails I ~ and 1,"„were
calculated in the equivalent-radiator method as
given by Eq. (83) of Appendix 8 and also include
the effects of multiple soft-photon emission. Dif-
ferential cross sections for elastic e-P and e-n
scattering used in these calculations were derived

I

from the Rosenbluth equation" under the above
assumption of form-factor scaling. Differential
cross sections for quasielastic e-d scattering
were calculated from the method of Durand" using
s- and d-state Hamada-Johnston wave functions. "
The quasielastic e-d radiative tails, as calculated
from Eq. (4.3), ranged from 0.2% of the raw
cross section near W= 2.0 GeV to 25/o at low E'.
They were roughly the same percentage of the
raw cross section as the elastic e-P radiative
tails, "except at low E'. Uncertainties in the
neutron form factor G„„, which has been mea-
sured" only up to a Q' of 5 GeV', had little effect
upon the calculation of the quasielastic tail. The
neutron contribution to this tail was generally less
than 3/o of the raw cross section, and most of
this contribution arose from low-Q' e-n scatter-
ing, for which the form factors are fairly well
known.

5. Inelastic radiative corrections

The cross sections (d'o/dQdE') (Z, Z', 8) re-
maining after subtraction of the elastic and quasi-
elastic radiative tails were subsequently correct-
ed for radiative processes linked to inelastic
scattering. The inelastic radiative tails, which
were calculated in the same manner for g-p and
e-d scattering, may be expressed in the general
form,

I,(E,E', 8, t ) =
dp

t yg I

g
"&min

gl

dE, S(E,E„t'), (E„E„8)S(E„E',t —t')
@I

(4.4)

where S(E„E„v)is an appropriate straggling
function representing the probability that an elec-
tron degrades in energy from E, to E, in 7 radia-
tion lengths, including the effects of internal
bremsstrahlung. The cross section (d 'v/dQdE' )
(E„Z„8)is the corrected inelastic cross sec-
tion, whose measurement was the purpose of these
experiments. The calculation of 1,(E,E', 8, t )
consequently presumes a knowledge of the cor-
rected inelastic cross sections throughout the
kinematic regionE . cE,cE and E' &E2~E'.
The roughly triangular regions of E E' space-
surveyed in the two experiments (see Figs. 2 and
3) permitted us to calculate this integral, using
interpolations and an unfolding technique des-
cribed below.

In the peaking approximation, "'"the two-
dimensional integral in Eq. (4.4) reduced to two
one-dimensional integrals.

I,(E,E ', 8, t ) = I~2(Z, E ', 8, t~) +I,(E,E', 8, t„).

(4 5)

I

The terms I, and I", correspond to radiation be-
fore and after scattering and are given explicitly
by Eqs. (85) and (86) of Appendix B. The contri-
bution to I, from radiation both before and after
scattering is small but not negligible; it was in-
cluded in these one-dimensional integrals in an
approximate manner. Contributions from internal
bremsstrahlung were approximated by introducing
an equivalent radiator

f(h) — lln, -I)( Q2

7f ( Sl~

The function f (k) is a spectral function in the en-
ergy k of the emitted photon; the particular form
used, f (k) = 1 —(k/E) + 0.5(k/E)' is due to Allton'4
and Bjorken." For the case of single-photon
emission, agreement of the Allton-Bjorken ap-
proach with the exact calculations of Tsai44 was
usually better than 1/o, and never worse than 5P&&,

of the inelastic radiative tail." Multiple-photon
emission was treated in an approximate manner,
while the effects of radiation by the hadrons were
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ignored.
At each scattering angle 8, the integrals I, and

I", -were first computed on a rectangular mesh of
points (E, ,E,' )eh. osen to reflect the distribution of
measured data. The mesh spacings AE and EE'
ranged from a minimum of 10 MeV in the reso-
nance region to a maximum of 100 MeV in the deep-
inelastic region. The inelastic radiative correc-
tions were independent of the mesh spacings used. "
Uncorrected cross sections were calculated at
each mesh point by an interpolation scheme" ap-
plied to the triangles of uncorrected cross sec-
tions (d'oldQdE)(E, E', 8)„. The six or more spec-
tra measured at each angle in experiment A were
sufficient to ensure the desired accuracy in the
interpolations. Some trouble was encountered in
extrapolating to E & 4 GeV in experiment A (see
Fig. 2) and to E& 10 OGe. V at 15 and E& 12.5 GeV
at 19' in experiment B (see Fig. 3). This difficulty
increased the error in the radiative corrections
only at the very lowest E' in these triangles. At
26 and 34 in experiment B, additional spectra
measured earlier in experiment A were used to
obviate this difficulty.

The integral equation that derives from Eqs.
(4.2) and (4.5)

8 0'

dQdE' ' ' dQdE'

(4.6)

was solved by an unfolding technique"' "applied
to the mesh of uncorrected interpolations (d'o/
dQdE') (E, ,E,' , 8)„at each a. ngle. The corrected
cross section was calculated at each mesh point
(Z;, E& ) starting at pion electroproduction thresh-
old and proceeding to higher invariant mass W.

At threshold the inelastic radiative tail was zero,
and the only correction was the factor C [see Eq.
(B4)j needed to account for electrons lost from the
yield. These corrected cross sections were then
used to compute the inelastic radiative tail contri-
butions to the adjacent higher 5'points according
to Egs. (B5) and (B6); these were subtracted and
the correction factor C applied. This differential
unfolding procedure continued until the cross sec-
tion had been corrected at each mesh point at that
angle; these points did not generally correspond, to
the exact kinematic points at which the measure-
ments were made. The mesh of corrected cross
sections (d'o/dQdE')(E, , EI. , 8) was then used to
correct each uncorrected cross section (d'o/
dQdE')(E, E', 8)„measured at that angle. The in-
elastic radiative correction was applied in the
manner of Eg. (4.6). In experiment A, the total
correction factor ranged from 1.18-1.78 at elec-
troproduction threshold tb 0.60-0.96 at the very

lowest E' quoted. In experiment B, it ranged
from 1.16-1.83 at threshold to 0.90-1.08 at the
lowest E' surveyed. It was generally the same
for proton and deuteron data.

6. Treatment of errors
l

Errors in the elastic and quasielastic radiative
tails were deemed systematic and were thought
not to contribute to the random error in the in-
elastic e-p and e-d cross sections. Sources of
uncertainty in the elastic e-P radiative tails were
uncertainties in the proton form factors and ap-
proximations in the treatment of multiple-photon
radiation. The quasielastic. e-d radiative tail s
had additional uncertainties arising from uncer-
tainties in the neutron form factors and in the
modified equivalent radiator technique, and from
the theoretical approximation to the quasielastic
e-d cross section. Altogether, the uncertainty in
the elastic radiative tails was estimated to be 5%
of the tail; while the quasielastic radiative tails
had an estimated 6% uncertainty. Because of the
sharp variation with E' of these tails, the result-
ant systematic uncertainty in the inelastic cross
sections ranges from 0 to 4%. For E' greater
than about 2.5 GeV, however, this uncertainty is
never greater than 1% of the cross section. Most
of this uncertainty is not present in the ratio of
deuteron to proton cross sections.

Random errors were propagated through the
inelastic radiative-correction procedure. Be-
cause of the interpolations needed to compute the
inelastic tails, there was some correlation be-
tween the error in the inelastic radiative tail
I,(E,E', 8) and the error in the cross section
(d'oldQdE')(Z, Z', 8)„. In the calculation of the
random error in the inel'astic cross sections, we
accounted for this correlation in an approximate
manner.

Systematic uncertainties in the inelastic radia-
tive corrections are believed to arise mainly from
the equivalent-radiator approximation and from the
treatment of multiple-photon processes; they are
similar for e-p and e-d scattering. A second pass
of the radiative corrections was made using anoth-
er spectral function f (k) at each scattering angle
that best approximated the exact tails44 from sin-
gle-photon radiation"; the corrected cross sec-
tions from this approach were compared with the
nominal cross sections which had been calculated
using the Allton-Bjorken method. Where the two
methods disagreed by more than one half the ran-
dom error (which only occurred at the E'& 2 GeV),
no cross sections are quoted nor were they used
in subsequent analyses. The systematic uncer-
tainty in the inelastic radiative tail is believed to
vary from 3% near threshold to 10% at low E'.
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This amounts to at most 5% of the inelastic e-p
and e-d cross sections, and that only at E'& 2
GeV.

Hadronic radiation was neglected in this formal-
ism. As is known from work comparing elastic
e'p and e p scattering, "the presence of hadron as
well as electron radiation makes the radiative
corrections for the two processes slightly differ-
ent, so that, in the absence of two-photon ex-
change processes the difference between e'p and
e P cross sections puts an upper limit on the size
of this contribution.

Recently measurements of deep-inelastic e'p
and e p scattering have been performed. " With
the above interpretation we can use their results
to put an upper limit on two-photon exchange.
processes plus effects of hadron radiation. Their
measurements of the (e'P)-(e P) ratio are consist-
ent with unity within their errors. Assuming no
kinematic dependence we can combine their data
to yield an overall ratio of e'p/e p = 1.001 + 0.008.
Therefore, we have assigned a fractional system-
atic error of + 0.008 to cover these unknown pro-
cesses.

An estimate of the systematic uncertainty in the
entire radiative-correction procedure was obtain-
ed from a comparison of the procedure described
here and a procedure'" developed by SLAC group
A. Both procedures had been applied to the cross
sections measured at 6' and 10' in experiment
C.'" A comparison" of the two methods indica-
ted that the cross sections obtained from the SLAC
method were typically 3/0 larger than those ob-
tained from our method. For a few data points at
very low E' and low x the discrepancy was as
large as 6/o. From these comparisons with the
SI AC approach. we estimate the total systematic
uncertainty in the cross section arising from the
radiative corrections to vary as

(
I

Q Q3 0 01 5
Eelast E~

z

'

(4.7)

Here E,'„„(E,8) is the scattered electron energy
corresponding to elastic e-P scattering, and (b, o/
o)s is the fractional systematic uncertainty in the
corrected cross section.

V. CROSS SECTIONS

A. Proton and deuteron cross sections

In the approximation of single-photon exchange,
the radiatively corrected cross sections are linear
in the two structure functions W'& and S'2, accord-
ing to Eq. (1.1). We exploit this fact in presenting
the e -P and e-d cross-section data graphically.

The data for vW2 and vW~ are plotted versus W in
Figs. 9-16. They were extracted from the mea-
sured cross sections assuming R~ =R„=0.18 in
Eq. (1.5). The solid lines represent global fits to
vW, and vW", that will be discussed in Sec. VC.
As is evident from Figs. 9—16, most of the data
of experiment B and some of the 18' data of ex-
periment A exist as "fine-mesh" cross sections
computed, as discussed earlier, using the angle
and momentum information from the two hodo-
scopes. This fine resolution was indispensable in
the resonance region and also at small x ~ 2 where
the magnitude of the deuteron binding correction
varies sharply over the spectrometer acceptance.
These fine-mesh data were accordingly used in
the study of the resonances and in the extraction of
the neutron cross sections, as described in Sec.
VD. On the other hand, studies of the structure
functions and R in the deep-inelastic region did
not require such fine resolution. For these stud-
ies, the fine-mesh data for 5'» 1.8 GeV were
combined into statistically more precise cross
sections by averaging several neighboring fine-
mesh cross sections, as explained in Sec. V E.
Treatment of the random and. systematic errors
is described in the following section.

The two experiments, A and B, were normalized
to each other (see Sec. V F, following). In Table
V we present the combined cross sections v~, v„,
and O„as merged from experiments A and B. The
cross sections from experiment B, where they
existed for & & 2 at 26' and 34', were used in lieu
of those from experiment A. The errors given in
Table V are 1-standard-deviation random errors.

The statistical precision of our data in the reso-
nance region is not as good as that of previous
low-Q resonance cross-section measure-
ments' ' ' 6'~ at 4', 6, and 10 using the SLAC
20-GeV spectrometer. However, as these are the
only high-Q resonance data currently available,
we present some of them in Figs. 17 through 20,
which show the structure functions vW2 and vW~

again extracted from the cross sections assuming
R& ——R~=0.18. Apparently, the cross section for
resonance excitation is still relatively significant
at the value of Q' measured here. The resonances
in the vicinity of the N*(1520) and the N*(1688)
resonances have excitation cross sections that
appear to be the same fraction of the total cross
section as at lower Q . On the other hand, the
cross section for the excitation of the b,(1236) is
dropping more rapidly with Q than the nonreso-
nant background cross section underneath it. The
peak in the vicinity of the N*(1688) resonance ap-
pears to shift to higher S'with increasing Q, in-
dicating that several partial-wave amplitudes are
probably contributing to this peak. As is the case
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FIG. 9. The quantity vWf extracted from inelastic e-p cross sections measured at 18' in experiment A assuming
Rp ——0. 18.

at low Q', no prominent excitation of the h(1920)
is seen in these spectra.

B. Error summary

The random errors quoted in Table V arise from
counting statistics and the possible random fluctu-
ations in the properties of the beam, target appar-
atus, spectrometer, and the various monitors.
These contributions are summarized in Table VI;
pet'centage errors in the final cross sections
arising from these sources are given.

The random error arising from counting statis-
tics normally dominates the error from random
fluctuations, which is typically 1% when all the
contributions B.a-B.g are added in quadrature.
These fluctuation errors were not reduced in the
process of combining several experimental runs if

the measurements were made over a time span
which was short in comparison to the time scale
of the fluctuations. Nor were these errors reduced
when data from different missing-energy bins of
the same run were combined into a sirigle cross
section for inclusion in Table V. Only the errors
arising from counting statistics were reduced in
combining the fine-mesh cross sections (see Sec.
VE). As the measurements with hydrogen and
deuterium targets had been interleaved in time,
only errors from counting statistics and target-
density fluctuations were included when calculating
the random errors in the ratio v, /v~.

Systematic uncertainties in the e -P and e -d
cross sections also fall into two categories: Those
that affect only the overall normalization of either
experiment, or those which could also have a kin-
ematic variation. These are listed in Table VII
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FIG. 11. The quantity vWf extracted from inelastic e-p cross sections measured at 15' and 19' in experiment B
assuming R& ——0. 18.

with typical estimates of each uncertainty.
Added in quadrature, the above systematic un-

certainties yield an overall normalization uncer-
tainty of 3.4-3.6% in the proton and deuteron
cross sections. In addition, there is a point-to-
point relative uncertainty of not more than 5.5% in
these cross sections. When data from experiments
A and B were merged for presentation in Table V
and then used in conjunction with the 6' and 10'

data'7' of experiment C to extract R, the cross
sections were modified by normalization factors
(see Sec. V F) that attempted to account for nor-
malization differences among the three experi-
ments arising from sources A.a-A. f in Table VII.
Therefore, the systematic uncertainty in R must
arise from the uncertainties in these normaliza-
tion factors and, from the sources B.a-B.f in
Table VII. Most of the systematic uncertainties,
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FIG. 12. The quantity vS"~2 extracted from inelastic e-p cross sections measured at 26' and 34' in experiment B
assuming R& = 0.&8.

however, cancel in the ratio c,/c~ from which v„/
cr~ is derived (see Sec. VD). Those that do not are
the uncertainties in target lengths and densities.

program, as well as the explicit functional form
of the fits were due to Atwood and Stein. ' The
quantity VM2 was parametrlzed as follows'i

C. Global fit

We have obtained universal fits to the structure
functions vW, and vW,", using the data shown in
Figs. 9-16 together with similar data from ex-
periment C. As R~=R„=0.18 was assumed to
extract vW2 from c.ross sections for the purpose
of the fits, these fits are best used to provide an
adequate representation of the inelastic e-P and
e-d cross sections in the kinematic regions mea-
sured in these three experiments. The fitting

where

and

f(~w) =~~+&.(1 —1/~ )"
11=3

(5.1)

2Mv+g
w QR+52

The modulating function%(W, Q ) contained 12 pa-
rameters representing the masses, widths, and
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FIG. 13. The Quantity v W2 extracted from inelastic e-d cross sections measured at 18' in experiment A assuming
R~= 0. 18.

amplitudes of the cross sections for electropro-
duction of the four most prominent nucleon reso-
nances, and eight parameters representing the W

dependence of the nonresonant background under
these resonances. This modulating function was
close to unity for W&2.0. Indeed, for W&2.5 GeV,
I tA(W, Q ) —1] I - 0.01. vW, was essentially equal
to f(co )/&u. The 'scaling variable &u, first pro-
posed by Rittenberg and Rubinstein, 62 extends
scaling of vW, down to values of Q near 0.1 GeV'.
The parameters C, =a, C2 ——b, C3 through C„
and most of the 24 parameters in A(W, 'Q ) were
determined simultaneously by performing least-
squares fits of the form given in Eq. (5.1) to all
the data for vWf and vW2 from the three experi-
ments. Data from the line of lowest E at each
scattering angle in experiments A and C were not
included in this sample, however, . because of
uncertainties in the radiative corrections having
to do with extrapolations of the uncorrected cross
sections to low E (see Sec. 1VD5). In the case of
the deuteron, the function f(~ ) had an additional
multiplicative factor (1 -e '"" ") ' included to
account for deuteron binding effects at small (d'

=~ +Sf'/Q . Best-fit values of C, through C, are
given in Table VIII for the proton and deuteron.
Also given in this table are values of these param-
eters for fits to the neutron data discussed in Sec.
VD.

These functional forms provided reasonable fits
to the proton and deuteron cross sections, especi-
ally in the deep-inelastic region. Values of X per
degree of freedom were 1.59 (2533 data points) for
the proton and 1.96 (2303 data points) fo'r the deu-
teron. Most of the difficulty in fitting the data oc-
curred in the resonance region; the X' per degree
of freedom was 1.2 for the proton and 1.4 for the
deuteron when the fits were' restricted to W~ 1.8
GeV. The accuracy of these fits in modeling the
data is seen graphically in Figs. 9-20. Their
relevance in regions not yet measured in the SLAC
experiments is subject to the assumptions implicit
in the fit (mostly the scaling assumption). We
emphasize that R~=R~ =0.18 was assumed to ex-
tract vW2 for these fits, and advise that this as-
sumption should be used with these fits to recon-
struct the cross section in the deep-inelastic re-
gion.
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FIG. 14. The quantity vS'z extracted from inelastic e-d cross sections measured at 26' and 34' in experiment A

assuming R„=0. 18.
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D. Neutron cross sections

l. Introduction

Cross sections for inelastic e-n scattering were
extracted from the e-d cross sections using an
impulse approximation. The method used is that
of Atwood and West, ~s with small modifications for
off-mass-shell effects. '+ In this method, the
electron is assumed to scatter incoherently from

the proton and neutron, and corrections for Fermi
motion of the nucleons within the deuteron, com-
monly known as smearing corrections, are made.
Corrections to the impulse approximation are be-
lieved to be small'9'0 at the large values of Q of
these experiments. In this section we outline the
procedure used in the extraction of em cross sec-
tions from the e-d data. A detailed discussion of
deuteron binding effects is reserved for Appendix
C.
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FIG. 16. The quantity &W~2 extracted from inelastic e-d cross sections measured at 26 and 34' in experiment 8
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2. Smeared proton cross sections

The first step in the extraction of the neutron
cross sections was the introduction of Fermi-mo-
tion effects into the measured proton cross sec-
tions. The assumption 8~=0.18 was used together
with the global fit to v@2 to provide parametriza-
tions of the two-proton structure functions needed
in thi. s step. The proton structure functions from
this fit were integrated over the momentum dis-
tributio'n of the proton within the deuteron to pro-
duce the "smeared" proton structure functions' '

W'„and W2',

%.(~, Q') fd'P ~f(Q) ~'(%(~',=Q', ~')

+ w~(v, g, w )

2 & 2

%.(~, 1=Qfd'((f(R(' ~, ,
'

2 2 ~2
( ', 9' ')

3

(5.2)

As detailed in Appendix C, P is the four-momentum
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TABLE V. Combined cross sections from experiments A and B.
their errors are in pb/sr QeV.

The cross sections and

Point No. E& (GeV) W (Ge~ Og

Ep = 10 00 GeV 8 = 14,991

1
2
3.

5

6.36
6.26

1.84
1.91

2.145.88

6.14 . 1.99
6.02 2.06

4 727.8 +
5 465.1 +
6 237.3*
6 953.9 ~
7 657.9+

95.2
96.7

106.7
109.2
134.0

7 397.4 +
8 120.9+
9409.3 ~

10055.9 +
11432.1 +

124.0
123.0
140.6
143.5
178.4

2 590.8 +
, 2 845.8 +
3 452.3 +
3404.8 +
4136.5 +

156.1
159.0
182.2
3.83.2
228.3

Ep = 12,50 QeV 0 = 14,991

1
2
3

5
6
7
8
9

7.64
7.46
7.27
7.06
6.84
6.62
6.38
6.14
5.90

1.87
2.00
2.13
2.26
2.38
2.51
2.63
2.75
2.87

1 204.2 +
1 525.1 +
2 100.9 +
2 560.6 +
2 975.0 +
3 425.5 +
3 986.1 ~
4 573.0 +
4 945.8 6

28.0
35.0
49.8
66.3
78.2
84.5
98.3

114.4
155.9

1 752.4 +
2282.1 +
2 959.5 +
3 678.2 +
4390.8 +
5 326.9+
6 149.2 +
6 823.3 +
7554.6 ~

35.2
45.5
60.5
79.6
96.0

108.5
125.7
142.1
191.4

516.4 +
779.6 6
918.7 +

1 215.5 +
1541.5+
2 059.1 6
2 344.8 +
2 447.5 +
2 820.8 +

43.9
57.0
81.3

107.6
127.3
143.0
166.1
188.9
253.7

Ep=15.00 QeV 0 =14.991'

1 .

2
3

5
6
7
8
9

10
11
12
13
14

8.82
8.64
8.46
8.26
8.04
7.80
7.56
7.32
7.08
6.84
6.60
6.36
6.12
5.88

1.87
2.00
2.13
2.26
2.40
2.54
2.67
2.80
2.92
3.04
3.15
3.26
3.36
3.46

324.9+
441.7 +
581.8 +
803.1 +
983.2 +

1278.6+
1476.6 ~
1 669.8 +
2 010.6 +
2 230.4 ~
2 399.0 +
2 694.1+
2 848.8 +
3134.8+

6.9
8.9

13.4
19.4
25.1
30.2
27.9
33.4
45.9
49.4
52.6
57.4
60.8
86.4

473.1+
640.2 +
842.3+

1 076.6 +
1456.4 +
1 835.4 +
2245.0 +
2 653.2 +
3 080.7 +
3 393.6 +
3 853.8 6
4407.5 +
4624.2+
4 875.5+

9 4
12.2
17.2
21.8
30.4
39.2'

47.4
52.8
49.2
51.0
63.8
78.4
81.4

109.4

119.3 +
182.1 +
255.1+
283.1+
498.6 +
599.7+
827.3 +

1057.4+
1 158.1 +
1 260.0 +
1 563.3 +
1 834.6+
1 899.0 +
1 867.1 +

10.6
14.2
21.0
29.2
40..1
51.4
57.2
64.4
69.2
71.8
83.7

101.1
102.9
139.9

Ep=18.00 GeV 8=14.991'

, 1

3

5
6
7
8
9

10
11
.12
13
14
15
16
17
18
19

9.68
9.48
9.30
9.12
8.94
8.78
8.61
8.43
8.24
8.01
7.77
7.53
7.29
7.05
6.81
6.57
6.33
6.,09
5.85

2.16
2.29
2.41
2.52
2.63
2.73
2.82
2.92
3.02
3.13
3.25
3.36
3.47
3.58
3.68
3.78
3.88
3.97
4.06

183.0 +
225.3+
294.6+
373.4 +
462.2 +
534.3+
594.3+
682.9 +
766.1+
910.1+

1 024.4 +
1 164.5 +
1 358.9 +
1456.7+
1 590.7 ~
1 698.5 +
1 830.0 +
1 909.3 +
2 017.64

9.0
7.1
7.7
8.6
7.S
8.1
8.8

12.9
19.8
22.7
25.9
29.5
33.8
36.8
40.3
42.7
41.8
.36.0
45.1

248.9 +
338.5 R

425.8 +
531.1 +
662.3 +
762.9+
855.5 +
991.2 6

1130.8+
1 380.3 +
1540.6+
1 831.6 +
1964.7+
2 137.9 +
2 398.1 +
2 660.1 +
2 841.6 ~
3150.9 +
3243.9 +

11.1
9.2
9.5

10.6
10.7
11.4
12.5
17.6
24.8
28.1
32.1
37.8
41.4
45.3
50.8
56.6
55.7
53.7
66.7

54.9 +
104.8+
127.3 +
158.8 +
206.6 +
240.1 +
277.3 +
330.1 +
392.4 +
506.5+
558.4 +
718.2+
661.0+
740.7+
873.0 ~

1032.8+
1085.6+
1 321.4 +
1 306.2 +

13.4
10.9
11.8
13.5
13.4
14.2
15.3
21.8
31.4
37.2
41.6
49.8
55.2
59.2
66.5
73.1
71.3
66.8
81.4
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Point No. F& (Ge V) W (GeV)

TABLE V. (Continued)

1
2
3

5
6
7
8
9

10
11
12

2.60
2.55
2.51
2.46
2.41
2.36
2.31
2.25
2.00
1.75
1.50
1.25

1.81
1.85
1.88
1.90
1.93
1.96
1.99
2.03
2.17
2.30
2.42
2.54

71 785.4 + 1193.3
72 604.5+,1145.3
75 018.4 + 1173.9
72 415.7 + 1185.4
72 584.2 + 1194.2
73 455.8 + 1292.8
72 428.1 + 1373.0
71 258.0 + 1586.8
67 920.3 + 1620.7
67 392.7 + 2332.0
64 626.3 + 2936.1

121351.0 + 1735.8
124 614.0 + 1767.5
126 486.0 + 1764,0
124 803.0 + 1736.2
126 035.0 + 1755.5
126 512.0 + 1830.8
129445.0 + 2116.8
127 764.0 + 2242. 9
125 274.0 +2741.8
122 633.0 + 2962,4
124 708.0 + 5735.9

Ep = 4.50 Ge V 0 = 18.023'

68 006.2 + 1180.9 12{}966.0 +1730.4 51 571.9 ~ 2055.7
50 518.7 + 2111.9
54 616.3 + 2141.4
54 912.6 + 2175.4
55 876.7 + 2142.9
56 620.4+ 2163.8
55 859.4 + 2285.4
59 594.3 + 2586.9
58 745.6 + 2816.7
59 290.6 + 3255.8
56 963.7 + 3837.5
61 758.2 + 6606.2

1
2

3
4
5
6
7
8
9

10
11
12
13
14
15
16
17

3.88
3.81
3.61
3.50
3.38
3.26
3.10
2.99
2.85
2.70
2.50
2.36
2.28
2.19
2.11
2.00
1.50

1.82
1.87
2.00
2.07
2.14
2.21
2.30
2.36
2.43
2.51
2.61
2.67
2.71
2.75
2.79
2.84
3.05

450.4 + 392.0
853.4+ 412.0
058.6 + 503,4
662.8 + 509.8

33 798.5 + 565.4
35 895.7 R 589.5
36 857.3+ 651.5
37895.5* 646.2
44 096.6 + 1460.5
41 515.8 + 725.8
40 244.8 + 763.7
42 581.7 + 824.8
43414.7~ 837.7
42 514.4 + 866.6
42 341.8 + 880.8
44 367.0 + 945.6
51 515.4 + 1643.0

20700.3 + 459.9
21818.5+ 486.9
21 936.2+ 492.9
22 033.2 + 488.8
23 635.2+ 53„7.1
24 321.9 + 533.7
23333.1~ 557.6
23 234.0 + 522.3
23 936.4+ 598.2
21 949.9 + 600.0
23 030.4 + 615.7
25 858.8 + 790.5
26 734.3+ 1296.5

Ep
= 6.50 Ge V 0 = 18.023'

14 770.5+ 335.5 23
15 728.5 + 351.1 24
19007.8 + 421.7 30
19315.3 + 419.5 31

8456.4 + 501.3
9 582.5 + 535.7

11990.1 + 677.8
13270.9 + 671.3
14 052.3 + 749.5
15 024.8 + 792.1
15 819.5 + 833.3
16 737.2 + 822.9
21 415.6+ 1764.7
18 025.9 + 936.3
17655.7~ 944.4
20 101.6 + 988.4
20 225.0 + 1046.7
21 279.6 + 1033.4
20 001.9 + 1054.3
19207.1 + 1260.2
25 525.9 + 2176.7

Ep = 8.60 GeV 0 = 18.023

1
2

4.

5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23

5.02
4.92
4.78
4.63
4.50
4.33
4.16
4.00
3.83
3.66
3.50
3.35
3.21
3.00
2.90
2.79
2.68
2.59
2.50
2.33
2.16
2.00
1.50

1.83
1.91
2.01
2.10
2.19
2.29
2.39
2.48
2.57
2.66
2.74
2.81
2.88
2.98
3.02
3.07
3.12
3.16
3.20
3.27
3.34
3.40
3.60

3 200.4 +
3 823.1+
4 511.4 +
5 225.9 +
6 090.3 ~
6 563.5 +
7 271.3 +
7 755.9+
8 463.9 +
8 909.8+
9 331.6 +
9 988.9+
9 803.0+

10 604.6 +
10 877.0 +
11178.4+
11033.5 +
11403.5 +
11378.1 +
11 275.2+
12 086,.9 ~
ll 899.0+
13 693.7 +

61.4
79.8
88.8
88.4

113.2
129.9
142.3
180.2
181.1
189.0
190.2
206.9
209.7
221.1
247.3
263.0
256.0
270.7
282.9
335.2
358.8
433.7

1032.8
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TABLE V. (Continued)

Point No. E& (GeV) W (GeV)

1
2
3

5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23

5.75
5.49
5.25
4.99
4.75
4.50
4.31
4.12
3.33
3.79
3.64
3.50
3.35
3.19
3.00
2.84
2.69
2.50
2.32
2.13
2.00
1.79
1.50

1.93
2;ll
2.28
2.43
2.58
2.71
2.81
2.91
3.00
3.07
3.14
3.20
3.27
3.34
3.42
3.49
3.55
3.63
3.70
3.77
3.82
3.90
4.01

Ep =10.39
1 208.5 +
1 786.0 +
2 410.6 +
2 915.7 +
3 523.9 +
4 019.8 +
4 512.0 +
4 773.5+
5 032.6 +
5 084.8 R

5 340.9 +
5 550.7 +
5 863.2 +
6 330.5 ~
6 416.8+
6 668.9 +
6 674.3 +
6 518.8 +
7 228.0 +
6 824.3 +
7 349.1 +
8 538.1+
9 184.7 +

Ep = 12.50

Ge V 0 = 18.023

52.5
67.7
81.7
79.1
45.3
71.7

100.8
112.9
112.2
108.3

98.8
140.6
143.4
164.6
163.2
152.3
161,4
170.5
193.6
325.6
401.9
421.4
766.8

1 827.7+
2 633.9+
3 535.3 +
4 356.5 +
5452.7+
6 484.8 +
6 896.0 +
7 386.3 +
8 208.7 +
8 589.0 +
8 970.3 +
9487.9 +
9846,5 ~

10 294.4+
10 963.1 +
11344.8+
ll 707.9 +
11657.9 +
12 657.6 ~
ll 804.2 +
13430.4*
15 295.3+
17 537.8+

GeV 0'=18.023'

53.5
75.7
82.8
85.1

116.9
109.8
126.9
132.5
142.0
144.9
152.9
173.2
199.2
202.0
211.7
213.9
230.0
296,6
323.2
492.8
453.0
703.9

1161.8

642.7 +
910.2+

1 228.3 +
1572.6+
2 090.5 ~

2 649.1 +
2 572.0 +
2 805.4 ~
3 380.6 +
3 710.5 ~
3 836.5 +
4 148.5 +
4194.2 +
4175.2+
4761.3 ~
4889.9 +
5 247.4 +
5 343.5 +
5 643.3 +
5172.4 ~
6 296.0 +
6 993.9 +
8615.9+

73.2
102.7
120.5
118.6
133.6
138.7
169.9
180.0
188.2
185.6
186.8
228.6
252.5
270.4
275.1
269.0
284.2
330.7
374.5
525.5
572.5
827.5

1414.2

1
2

4
5
6
7
8
9

10
11
12

5.91
4.94
4.12
3.31
2.94
2.69
2.43
2.25
2.07
1.88
1.74
1 ~ 60

2.45
3.00
3.40
3.75
3.90
4.00
4.10
4.17
4.23
4.30
4.35
4.40

1 053.8 +
2 093.9 +
2 967.6 +
3 768.9 +
3 937.0 +
4 336.0 +
4 715.9+
4 951.7 +
5 029.7 +
5265.4+
5 727.5+
5 303.1+

29.3
61.6
94.8

115.4
124.7
144.1
186.1
218.1
259.7
322.2
393.1
968.1

1 539.7 +
3 369.0 +
4 775.2 +
6 222.2 +
6 864.0 +
7 502.9+
8128.6+
8 801.2 +
9 214.2 +
9759.9+

10 366.7 +
10 725.1 +

29.2
67.1

102.8
94.9

158.1
177.1
224.0
271.0
320.6
372.1
662.1
684, 9

523.6+
1370.5+
1 924.9+
2 581.6 +
3058.0+
3 302.8 +
3 552.7 +
3 996.8 +
4334.5 +
4 649.1 +
4 800.3 +
5 586.8 ~

42.9
95.8

144.8
153.6
202.1
232.4
297.6
358.8
416.1
490.3
779.8

1095.1

Ep = 13.30 GeV 8 = 18.023

2
3

5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21

7.00
6.50
6.00
5.75
5.50
5.25
5.00
4.75
4.50
4.27
4.00
3.82
3.68
3.50
3.34
3.09
2.92
2.74
2.63
2.50
2.31

1.89
2.27
2.60
2.75
2.89
3.02
3.15
3.28
3.40
3.50
3.62
3.70
3.76
3.83
3.90
4.00
4.07
4.14
4.18
4.23
4.30

201.0 +
543.6 ~
915.5 +

1091.5+
1 339.3 +
1 564,4 +
1 862.6 +
1 994.5 +
2 400.7 E

2 439.0+
2 650.8 +
2 838.8+
2 778.4+
2 982.1 +
3 332.7 +
3 272.9 +
3 556.04
3 319.4 +
3 921.5 +
3 634.6+
4 077.9 +

13.9
23.4
32.5
29.3
32.6
38 ~ 5
45.1
55.3
65.5
49.4
55.0
64.8
85.1
93.8
92.5
96.8

104.5
125.1
136.9
164.0
200.1

307.9 +
726.6 +

1 439.0 +
1 729.1 +
2 052.7 +
2 502.9 ~
2 862.5 +
3 298.0 +
3 607.6+
3 900.7+
4 329.7 +
4 599.4 +
4 758.9+
5 227.3 +
5411.1 +
5 700.0 +
5 836.0 +
6429.8 +
6 617.8 +
6 907.9 +
7 532.9 +

13 ~ 2
19.9
33.9
30.8
35.5
43.6
53.7
59.4
68.9
62.0
75.1
83.7
99.0

109.1
106.8
129.2
158.1
157.0
203.1
213.1
245.3

90.3 +
190.3+
559.0 +
684.9 +
771.9 ~

1 009.8 +
1 080.1+
1 393.0 +
1 300.8 +
1 559.1 +
1 781.4 +
1 865.5 +
2 086.1 +
2 357.0 +
2189.9 ~
2 538.9+
2 390.1~
3228.7 +
2 814.5 +
3 394.6 +
3 582.7 +

17.3
31.9
50.5
44 0
50.0
61.2
74.7
85.2

102.1
82.1
96.4

109.9
132.1
148.7
148.4
162.9
190.1
198.0
251.8
266.7
323.9
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Point No. E& (GeV) W(Ge@

TABLE V, (Continued)

E&=13.30 GeV 0=18.023'

22
23
24
25

2.00
1.93
1.78
1.67

4.41
4.44
4 49
4.53

4387.1+
4114.3 ~
4499.3 +
4170.9 ~

248.4
275.8
364.8
389.2

7 846.9 +
8 057.3 +
8 376.1 +
9 679.3 +

300.3
372.2
506.1
646.9

3 586.2 +
4072.2 +
4 008.1 +
5659.6 +

379.9
437.9
589.7
749.4

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23

' 24

7.99
7.50
7.00
6.50
6.00
5.75
5.50
5.35
5.00
4.75
4.50
4.25
4.00
3.75
3.50
333
3.15
3.00
2.75
2.50
2.22
2.00
1.82
1.77

2.11
2.49
2.83
3.12
3.40
3.52
3.65
3.72
3.88
3.99
4.10
4,21
4.31
4.42
4.51
4.58
4.65
4.71
4.80
4.89
4.99
5.07
5.13
5.15

93.6+
213.7 +
404.2 ~
672.3 +
942.1+

1086.2 ~
1 308.2 +
1 405.4 +
1 594.5 +
1815.0+
2 051.1+
2 315.6 +
2 511.1 +
2 746.5 +
2 841.6 +
3112.4 ~
3 229.5 ~
3 436.4 +
3 605.9 +
3 797.1 +
4 359.4 +
4 997.7 +
5 017.8 +
5 118.7 +

62.3 +
146.6+
272.2 k

430.6 +
627.4 +
741.2 +
806.3 ~
881.7+
986.7 6

1 074.4 +
1 233.8 +
1 387.7 +
1 501.7 +
1 658.7 +
1 670.9 +
1 743.0 +
1 918.1 +
2 023.5 +
1 898.1 +
2 163.1 +
2 383.3 +
2 045.2 +
2 659.0 +
2 822.4 +

J

Ep =12.50 Ge

1.7
3.7
7.7

10.1
17.5
21.6
22.4
25.5
24.9
37.5
39.2
43.5
52.7
61.0
57.8
61.6
69.5
75.9
95.0

111.1
182.9
218.1
292.4
310.2

V 0=18.996'

Ep=17.00 GeV 0 =18.023'

2.1
4.2
7.3

12.1
18.2
22.0
25.9
28.8
36.7
41.7
44 5
53.1
58.8
69.2
71.9
83.5
85.6
93.4

113.1
143.7
217.7
273.4
413.9
472.6

23.1 +
64.2 +

137.4 +
257.7 +
340.7 +
375.3 +
538.2 +
562.4 +
650.2 +
787.4 +
868.2 +
983.2 +

1066.7 +
1 147.8 +
1 230.0 +
1432.4 +
1374.5 ~
1478.2 +
1773.9+
1 700.2 +
2 049.2 +
3034.8 +
2438.4+
2 376.8+

2.4
5.4

10.5
16.1
25.9
31,7
35.5
39.9
45.0
56.6
61.5
73.1
83.6
98.8
94.1

107.8
114.5
126.2
144.4
177.5
283.4
334.2
491.0
551.5

1
2
3
4
5
6

6.43
6.25
6.07
5.88
5.65
5.41

1.87
2.02
2.16
2.30
2.45
2.61

216.5 +
322.3+
433.3 ~
598.3 +
765.2+
956.5+

5 4
7.2
9.8

12.6
16.8
30.6

319.8 +
442.7 +
633.7 +
820.4 +

1 115.4 +
1443.8 ~

7.0
10.3
13.1
15.3
21.3
38.8

85.0 +
112.5 +
192.2 4
234.5+
374.8 +
525.0 +

8.2
12.1
16.6
20.1
27.9
50.8

Ep=15.00 GeV 8=18.996'

1
2
3
4
5
6

8
9

10

7.27
7.09
6.91
6.73
6.55
6.36
6.13
5.89
5.65
5.41

1.87
2.03
2.18
2.33
2;46
2.59
2.74
2.89
3.03
3.17

52.3 +
89.2 ~

131.5+
178.9 +
225.5 ~
313.3 +
388.0 +
502.5 +
619.8 +
741.9 +

2.0
2.5
3.9
5.5

, 7.0
8.4
9.4

12.2
15.4
22.3

86.1 +
123.3+
185.7+
252.1 +
331.7 +
433.2+
560.0+
756.3 +
902.2 +

1 056.4 +

2.5
3.0
4.6
6.5
8.0

10.1
12.1
15.4
19.1
27.3

23.5 +
25.6+
47.4 +
69.9 +

106.5 +
125.0 +
182.7 ~
271.6 +
306.3+
343.8+

2.6
3.4
5.6
8.2

10.2
13.2
15.3
20.4
25.1
35.7

Ep=18.02 GeV 0 =18.996'

1
2
3
4
5
6
7

8.15
8.00
7.79
7.55
7.31
7.07
6.83

1.85
2 ~ 00
2.19
2.39
2.58
2.75
2.91

12.9+
20.8 +
36.1 +
55.9 +
84.6 +

119.1 +
162.5+

0.5
0.6
0.9
1 ' 5
2.2
3.0
4.1

22 7+
33.0+
51.7+
83.& +

119.6+
174.8+
246.1+

0.7
0.8
1.2
1.9
2.7
3.7
5.1

4.5+
6.5 +

10.2 +
23.0+
32.2 +
54.8 +
85.3 ~

0.6
0.7
1.2
2.2
3.2
4.6
6.6
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Point No. E& (Ge+ W (GeV)

TABLE V. (Continued)

8
9

10
11
12
13

6.59
6.35
6.11
5.87
5.63
5.39

3.07
3.21
3.35
3.49
3.62
3.74

Ep =18.02 GeV

207.7 +
250.3+
340.6 +
380.4+
446.2 +
511.0+

0 = 18.996'

5.2
6.5
8.5
9.1
6.4
7.6

305.5 +
406.0.+
481.4 +
571.7+
697.8 +
774.5 +

6.5
8.5

10.2
11.9
10.0
11.8

102.6+
164.0+
152.6 +
206.3 +
270.6 +
285.0 x

8.3
10.9
13.8
15.1
12.2
14.2

Ep = 20.00 GeV 0 = 18.996

1
2
3
4
5
6
7

9
10
ll
12
13
14
15

8.60
8.40
8.19
7.98
7.76
7.52
7.28
7.04
6.80
6.56
6.32
6.08
5.84
5.60
5.36

1.88
2.08
2.28
2.46
2.64
2.82
2.98
3.14
3.29
3.44
3.58
3.71
3.84
3.96
4.09

6.3 +
12.6 +
20.7+
31.1 +
47.6+
69.1+
93.6 +

124.2 +
166.9+
197.6 +
238.1+
274.4+
333.6+
377.1 k

404 7~

0.2
0.4
0.6
0.9
1.3
1.8
2.4
3.2
4.3
5.2
6.2
7.4
9.0

10.4
15.9

12.0+
19.0+
31.2+
48.8 +
68.2+
97.6+

133.0 +
168.7 +
228.6 +
283.9+
336.4 +
413.9 +

0.3
0.5
0.8
1.2
1.6
2.2
2.9
3.7
5.0
6.2
7.4
9.2

626.0 + 20.0

501.3 + 11~ 2
570.6 ~ 13.1

2.2 +
2.7 +
6.4 +

13.8 +
17.6~
26.7 +
39.0 ~
46.0 ~
65.4 +
92.1+

106.4+
150.2 +
181.2 +
209.1 +
238.6 +

0.3
0 4
0.8
1.3
1.9
2.7
3.6
4.7
6.7
8.1
9.7

11.8
14.8
17.0
24.8

Ep=4.50 GeV 0=25.993

2.00
1.80
1.60
1.40
1.20

1.94
2.08
2.21
2.33
2.45

13 720.1 + 366.0
15673.6+ 416.5
16 566.3 + 520.2
17 039.9 + 674.8
19788.4 + 1234.2

Ep = 6.70 GeV 0 =25.993

21 740.0 +
25 083.4 +
28 064.9 +
30 607.4 +

428.7
544.2
684.9
948.1

32 754.7+1903.7

8767.8+ 486.7
10048.4 + 600.2
12 126.9 + 782.2
14 158.0 + 1105.1
13523.7 + 2252.8

1
2
3
4
5
6
7
8
9

10
11
12

3.00
2.75
2.50
2.38
2.25
2.12
2.00
1.89
1.75
1.63
1.50
1.38

1.94
2.14
2.32
2.40
2.49
2.57
2.64
2.71
2.79
2.86
2.93
3.00

1 868.1 +
2 699.7+
3 466.5 +
3 733.7 k

3 870.0 +
4 383.9+
4 985.8+
5 218.1+
5 519.9 +
5 640.8+
5 624.2 +
6 902.6 +

57.1
84.1

106.9
116.2
128.9
152.8
152.6
165.3
199.6
225.1
308.6
391.8

2 869.6+
4 016.9 ~
5445.2 ~
5 877.3 +

. 6564.8+
7 364.2+
7 746.1*
8 650.0 +
9299.8 +
9 807.2 +

10 636.6 +
11584.3+

60.7
85.5

116.9
134.1
152.2
173.9
176.2
200.1
259.8
315.2
449.4
551.1

1 090.2 +
1444.0 +
2140.9 6
2 310.1 +
2 870.4 +
3165.1 ~
2 943.0 +
3 625.9 +
3 975.0 +
4 361.5 +
5213.2 +
4 887.7 +

75.0
108.2
142.5
161.2
182.7
212.8
209.7
234.9
306.9
369.7
535.1
665.9

Ep
= 8.70 Ge V 0 = 25.993

1
2

4
5
6
7
8
9

10
11
12
13
14
15

3.79
3.67

. 3.54
3.42
3.25
3.00—
2.75
2.50
2.39
2.27
2.14
2.00
1.88
1.75
1.50

1.85
1.96
2.08
2.18
2.32
2.51
2.68
2.85
2.92
2.99
3.07
3.15
3.22
3.29
3.43

298.6 +
427.8 6
523.1 +
677.2 +
852.0 +

1 174.8 +
1 506.4 6
1 909.8+
2 236.6 +
2 186.1 +
2466.0+
2 427.6 +
2 636.4+
2 898.8 +

3 332.7 R

7.1
12.0
14.9
35.7
24.0
33.1
43.9
54;6
63.5
65.3
75.3
90.5

123.6
158.7
240.4

431.7 +
597.6 +
770.9~
952.6 +

1289.6 +
1831.9~
2433.1+
3 071.3 +
3 412.6 +
3 372.1 +
3 646.5 +
3795.6+
4 821.7 +
5 161.7 +

6 241.1 +

8.6
14.0
18.2
41.1
25.8
36.5
49.2
62.4
69.1
81.7

108.4
109.1
157.4
181.3
370.2

119.8 +
173.5 +
260.3 +
297.7 +
473.7 ~
711.4+
996.7 +

1244.2+
1264.3 +
1 269.8 +
1266.5 +
1453.2 +
2 289.3 +
2 368.6 +

3025.1+

10.6
18.8
23.5
55.2
31.2
43.5
58.5
73.3
82.4
95.2

123.6
133.6
193.0
234.2
440.3
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Point No. E& (GeV) W (Gev)

TABLE V. (Continued)

Eo = 11.88 GeV 0 = 25.993

1
2
3
4
5
6
7
8
9

-10
11
12
13
14
15

4.61
4.52
4.41
4.25
4.00
3.75
3.50
3.25
3.00
2.75
2.50
2.25
2.13
2.00
1.67

1.86
1.96
2.07
2.23
2.46
2.67
2.86
3.04
3.21
3.38
3.53
3.68
3.75
3.82
4.00

36.7 +
48.9 +
70.3 +

107.1+
170.8 +
258.0 +
370.3 +
502.6 +
6'15.0 +
790.8-+

908.4 +
976.1 ~

1 181.3 +

1 243.8 +
1699.0+

1.7
1.9
3.2
3.2
4.6
7.0

10.3
15.0
18.9
25.7
30.9
44.4
43.4
49.8

189.2

54.5 +
68.6 +
97.4+

160.8 +
246.9 +
405.0 +
535;4 +
770.0 ~

1 005.0 +
1244.2+
1 551.0 +
1 718.0 +
1 931.2 +
2192 ~ 9+
2 736.7 +

2.0
2.2
3.7
3.9
5.5
8.9

12.5
16.0
22.0
28.6
36.6
56.7
67.6
86.9

183.3

11.8 +
14.8 +
22.5+
51.4 +
78.6 +

155.5 +
179.3 +
289.1 +
418.1 +
487.0 +
682.2 +
782.8 +
794.0 +
997.4+

1 091.3 +

2.2
2.5
4.5
5.1
7.1

11.8
16.5
19.7
26.3
35.2
44 2
69.7
77.4
97.7

263.7

ED=15.00 GeV 0 =25.993'

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18

5.18
5.04
4.89
4.73
4.57
4.41
4.25
4.00
3.75
3.50
3.25
3.00
2.75
2.50
2.39
2.25
2.00
1.75

1.89
2.07
2.24
2.41
2.56
2.71
2.86
3.06
3.26
3.44
3.61
3.78
3.94
4.09
4.16
4.24
4.38
4.52

8.1 +
14.3 +
21.1 +
32.8 +

48.2 +
64.8 +
89.8 +

129.9 +
182.6 +
240.3 ~
296.2 +
377.5 +
454.7+
528.1 +
590.3 +
607.4 ~

620.8 +

905.6 +

0.3
p 4
0.6
0.9
1.5
2.3
2.4
3.1
4.6
7.2

11.7
14.5
18.5
19.7
27.0
33.0
48.5
'62.6

13.2 +
20.7 +
31.8+
47.9+
68.4+
94.2+

127.3 +
196.0 +
264.1+
371.2 +
482.7+
607.6 +
746.1+
891.6+
942.9 +

1 036.2 x
1 259.2 +
1 562.8 +

0.4
0.5
0.7
1.1
1.8
2.7
2.9
3.9
5.6
9.0

11.9
15.7
20.5
25.8
26.1
36.6
50.4
87.1

2.5 +

3.5 +
8.0 +

12.8+
18.8 +
28.9 +
38.6 ~
69.8 ~
88.0 +

140.9 +

199.9 +
246.8 +
311.1 +
385.9+
375.6 +
453.1 +
666.1 +
688.9 +

0.3
0.5
0.8
1.3
2.2
3 4
3.7
5.1
7.4

12.0
15.7
20.1
26.2
30.8
35.8
48.1
69.1

106.7

ED=18.02 GeV 0=25.993

1
2

3

5
6
7
8
9

10
11
12
13
14
15
16
17
18

5.63
5.49
5.35
5.20
5.04
4.88
4.75
4.50
4.25
4.00
3.75
3.50
3.25
3.00
2.75
2.51
2.26
2.01

1.89
2.09
2.26
2.44
2.61
2.78
2.91
3.14
3.35
3.55
3.74
3.92
4.09
4.25
4.42
4.57
4.72
4.86

2.2 +
3.8 +
6.8 +

11.1 +.
14.9+
22.8 +
31.1+
45.9 +
70.7 +
96.6 +

131.7 +
169.9 +
224.2 +
274.7 +
304.9 +
340.4 +
411.7+
430.8+

0.1
0.2
0.3
0.4
0.5
1.0
1.0
1.4
2.0
2.7
3.7
5.3
8.3

12.2
15.0
18.6
31.1
48.6

3.9 ~
6.6+

10.9 ~
16.5 +
23.1 +
33.9 +
44.2 +
68.8 +
99.2 +

141.9 +
189.9+
268.8 +
327.6 +
399.2 +
460.4 +
566.0 +
731.6 +
837.1+

0.1
' 0.2
0.3
0.5
0.7
1.2
1.3
1.8
2.3
3.3

6.5
9.2

11.3
15.0
20.8
33.2
67.4

p 4+
1.2 +
2.3 +
3.7 6
6.7 +
9.7 +

12.3 6
23.0 +
30.0 +
48.4+
63.0 +

106.3 +
112.5+
135.4 ~
167.6 +
239.8 +
337.1 +
424.8+

0.1
0.2
0.3
0.5
0.7
1.5
1.6
2,2
3.0
4.2
5.9
8.8

11.8
15.9
20.6
27.3
45.1
83.7
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Point No. E& (GeV) S'(GeV)

TABLE V. (Continued)

Ep=4.50 GeV 0=33.992

1.60 1.97
1-.40 2.13
1.20 2.29

4 152.7 + 134.1
4 965.4+ 198.8
6216.1+ 306.1

6 161.4 + 148.2
8225.9+ 287.9

10296.5 + 395.1

2 220.5 + 182.1
3493.2 + 337.5
4327.3+ 486.5

Ep
= 5.80 Ge V 0 = 33.992'

2.00 2.01
1.75 2.24
1.50 2.44
1.25 2.63

1 149.4 + 37.8
1 805.0 + 58.7
2 542.8 + 92.1
3 280.7 + 170.2

1 771.2 + 38.6
2 872.1 + 62.7
3965.4+ 105.5
5 336.0 + 229.5

673.2 + 48.6
1 156.0 + 77.2
1 529.6 + 130.3
2 177.4 + 280.2

2.50 2.07
'

2.25 2.33
2.00 2.56
1.75 2.77
1.48 2.99

Ep ——7.90 GeV 0=33.992'

217.0+ 9.2
411.3+ 14.3
642.5 ~ 23.4
924.6 + 32.1

1 301.6 + 54.1

343.8+ 9.4
590.4 + 14.0
937.3+ 24.1

1 422.0 + 43.5
2 180.1 + 82.1

129.9 + 12.2
195.0 + 18.3
322.4 + 31.2
537.2 + 51.2
932.9 + 95.4

Ep ——10.00 GeV 0 =33.992'

3.00 1.94
2.75 2.26
2.50 2.53
2.25 2.78
2.00 3.01
1.75 3.22
1.50 3.42

35.1 ~
80.3+

173.9 +

257.4+
409.4 +
566.2+
820.3 ~

1.2
2.5
5.5

10.6
19.9
27.4
40.7

51-.5-& 1.5
120.8 + 3.1
236.3 + 6.3
384.3 + 12.1
583.2+ 18.4
857.7 + 29.7

1 260.5 ~ 47.2

13-1 2
40.1 +
67.2 +

137.3 +
190.4 ~
314.7 ~
471.2+

1.8
3.9
8.9

16.4 ~

26.0
39.1
60.6

Ep = 12.50 Ge V 0 = 33.992'

3.25 2.09
3.00 2.43
2.75 2.73
2.50 2.99
2.25 3.24
2.00 3;47
175 3 68

12.8 + 0,5
31.3 ~ 1.0
64.7+ 2.0

107.9+ 3.7
180.5 + 9.1
218.8 + 11.3
372.2+ 20.5

18.6 + 0.6
44.8+ 1.2
89.9 + 2.4

164.0 ~ 4.4
2553~ 83
382.2 + 12.6
512.1+ 21.4

3.8 + 0.6
12.4 ~ 1.5
26.0 + 3.1
59.7+ 6.0
81.8 + 11 9

174.0 + 16.4
153.5 + 29.1

Ep —15,00 Ge V 8 = 33.992'

3.50 2.13
3.25 2.50
3.00 2.83
2.75 3.13
2.50 3.39
2.25 3.64
2.00 3.88

4.1 + 0.2
11.5 + 0.4
25.0 ~ 0.9
47.1+ 1.6
79.8 + 2.8

105.6 + 8.7
144.6 + 12.8

6.4 + 0.3
16.0 + 0.5
36.7 + 1.0
70.7 ~ 1.9

114.9 + 3.5
179.8 + 8.6
239.9 + 16.1

1.2 + 0.3
3.6 ~ 0.6

11.3 + 1.3
24.4+ 2.6
37.7 + 4.6
79.1 + 12.1

102.0 + 20.6

of the proton (off the mass shell), q=(0, 0, q~, v)
is the four-momentum of the virtual photon, v'

=P'q/M, (W') =(P+q), and lf(p) I is the momen-
tum distribution of a nucleon within the deuteron,
taken to be the square. of the Fourier transform of
the nonrelativistic wave function. Aside from
small off-mass-shell corrections (see Appendix
C) the structure functions Wf and W2 used in Eq.
(5.2) are identified with the measured on-shell
structure functions at the same values of Q2 and
W= W'.

The smeared structure functions were combined

as in Eq. (1.1) to yield a smeared fit proton cross
section O~f, at each experimental point. The ratio
of the fit cross section before smearing 0 ~ to the
smeared fit cross section, S~=@~~/o~„was taken
to be the proton smearing correction. The experi-
mental proton cross sections o~= (d o/dOdE ')»

were then divided by-S~ to yield the smeared pro-
ton cross sections o~, =a~/S~.

The quantity S~ and the corresponding ratios for
the individual structure functions Se&

——Wf/W&, and

S» ——W2/W„are nearly identical (see Appendix C)
and insensitive to the value of R assumed as long
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0 l I l
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8= l5'

vW~
P
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0.09—

0.06—
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0
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O. I2—
Vw'

0.08—
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0
I .0 I.2

0
I.OI 4 1.6 l.8 2.0 2.2 2.4 l.2 I .4 I.6 l.8

W (GeV) (GeV)

FIG. 17. The quantity vWf measured at 18' and 15' in the resonance region.

I

2.0 2.2 2 4

as the parametrizations used provide good repre-
sentations of the two structure functions. The
quantity S~ varies sharply with x for x~ 0.6, while
for fixed values of x, S~ varies only weakly with

Q . As an example of the x dependences in the 20
GeV, 19'measurements of experiment B, S~ was
1.028, 1.026, 1.010, 0.982, 0.880, and 0.710 for
x of 0.413, 0.538, 0.640, 0.710, 0.810, and 0.883,
respectively.

Unsmeared neutron cross sections

--- =Sp——1.&ns

O'ps 0'p
(5.3)

This smeared ratio is equal to the true ratio o„/
o~ only if the neutron-smearing correction S„=o„/
0 is equal to S~. We removed the smearing ef-
fects from the smeared neutron cross section and
from the smeared ratio by calculating S„and
forming the unsmearing correction factor U=S„/
S~. The unsmeared neutron cross sections were
then calculated from

Subtraction of the smeared proton cross section
from the deuteron cross section measured at the
same kinematics yielded the smeared neutron '

cross section o =o„-o~,. The smeared-cross-
section ratio o /o~, was then

+n +nsSn Sn ag U+p t

and the unsmeared-cross-section ratio was

O' =Ua'~ =US —u —1

(5.4)

(5.5)
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0.006—

0.004—

E = 20.0 GeV E =18.0 GeV
0.008 —
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0.004—

0.002— 0.002—

Q l

1.0 1.2 1.4 1.6 1.8 2.0 2.2 2 4
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I.O 1.2
I I I I

1.4 1.6 1.8 2.0 2.2 2 4
(GeV)

FIG. 18. The quantity vWf measured at 19' and 26' in the resonance region.

Values of the unsmearing correction U and the
neutron-smearing correction S„were calculated
by an unfolding procedure that employed a best-fit
method. The structure function 8'2 was assumed
to have the same general functional form as given
for the proton in Eq. (5.1). The 24 parameters in
A(W, Q ) and the parameters Ci ——a and C2=b in

were assumed to be equal to the corresponding
parameters for the proton. As A(W', Q') was es-

sentially unity in the deep-inelastic region, this
assumption had little effect. on our results. Under
these assumptions, the structure function Wz was
represented by a polynomial in (1-1/&o ) with five
undetermined coefficients. The individual terms
in the polynomial were then smeared according to
Eq. (5.2) and the coefficients C& through C& deter-
mined by fitting o„, calculated with this smeared
structure function to the measured values of v„,.
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0.10— 0.05—
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0.02—

0
I.O I.2 1.4 1.6 l.8

W (GeV)

FIG. 19. The quantity vS'2 measured at 18 and 15' in the resonance region.

I I I

2.0 2.2 2.4

The assumption R„=R =0.18 was also used in
these calculations to get v„and o from fits to the
structure functions S& and W~„but the results
were insensitive to the particular form of R„used.
The constraints vs~ =1.0 at 1/u&„= 0 and v„/v~
=0.'25 at m =1 were also imposed during the fit-
ting procedure to ensure a representation of vf„

that could be extrapolated reliably. These con-
straints, however, had insignificant effects on the
results. The extracted values of the cross-section
ratios a„/v~ and the associated uncertainties due
to the various assumptions in the unsmearing fit
are given in Tables IX and X. The correction
factors S„=v~/v~ and U=S„/S~ were finally evalu-
ated at the kinemg, tic values of the e-P and e-d
measurements using the values of the fit cross
sections there. The unsmearing correction, U,
was not far from unity, varying from 0.90 +0.02
at the smallest value of ~ measured in the deep-

inelastic region to 1.002 +0.003 at the largest
measured value of &.

This unsmearing procedure was reliable only in
the deep-inelastic region where the structure func-
tions vary smoothly with no resonant structure.
The above method was not used in the resonance
region because the structure functions are nonlin-
ear in the undetermined resonance parameters and
we could not solve for these parameters by smear-
ing a linear set of functions. Only when the para-
metrization of the structure functions is linear in
the undetermined coefficients can they be taken
out of the smearing integrals, and the smearing
process decoupled from the fitting procedure. We
therefore quote neutron cross sections only for
8'~ 1.8 GeV. The neutron cross sections are
represented in Figs. 21-24 by the neutron struc-
ture function viz extracted from a„under the as-
sumption R„=0.18. The neutron cross sections
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FIG. 20. The quantity vW~2 measured at 19' and 26' in the resonance region.

themselves are presented in Table V, along with
the proton and deuteron cross sections. As is the
case for e-p and e-d cross sections, only com-
bined cross sections are given in the tables. The
combination of fine-mesh neutron cross sections
used a procedure similar to that used for the pro-
ton and deuteron, as discussed in the next section.
The cross-section ratios a„/o~ were calculated di-
rectly from the fine-mesh deuteron and proton

cross sections according to Eq. (5.5), and later
combined according to the procedure described
below.

The values of o„/o~ as functions of x, and separ-
ately x', given in Tables IX and X, are shown in
Fig. 25. The ratios were calculated at all mea-
sured kinematic points with 5'~ 1.8 GeV and Q'
~ 1.0 GeV (see Figs. 9-12 and 21-24) and averaged
in small intervals of x or x'=I/&u' (be=0.03). In
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TABLE VI. Random errors in cross sections.

Source of error Percentage error in a

A. Counting statistics
a. Statistical errors in full target

e-p and e-d cross sections
b. Statistical errors in empty

replica target cross sections
c. Statistical errors in positron

cross sections
d. Statistical errors in detector

efficiencies

1.0-15.0

0.1—1.5

0.0- 0.3

0.5- 1.5

B. Random fluctuations in apparatus
a. Target density fluctuations
b. Charge monitor fluctuations
c. Fluctuations in incident beam energy
d. Fluctuations in incident beam direction
e. Errors in setting spectrometerangle
f. Fluctuations in spectrometer

magnet currents
g. Fluctuations in detector efficiencies

0.3
0.3
0.1- 0.8
0.1- 1.1
0,1- 0.5
0.0- 0.5

0.5-. 1.0

this averaging it is assumed that etc~ approxi-
mately scales in x or x' (see Sec. VII). The data
of the two experiments were combined separately
in order to facilitate a comparison of the two sets.
of data. Individual values of a„and o ~ were nor-
malized to the center of the bin in order to ac-
count for the small variation of v„/v~ within a
single bin. The v„/v~ ratios are derived from o„/
0~ ratio measurements. The measured values for
o„and v~ are Poisson-distributed, but their ratio
is not. '4 Studies" indicate that the quantity ln(1
+o „/v~) is approximately Gaussian-distributed.

Therefore, the averaging involved forming the
weighted geometrical mean of (1+@„/v~) for values
in each x (or x') bin.

Only random errors (including counting statistics
and also charge-monitor, target-density, and rate-
dependent fluctuations) are shown in Figs. 21-24.
Most systematic errors in the cross sections
(solid angle, E and F. ' calibration, monitor cali-
bration, etc.) cancel in the ratio o„/v~. Of those
which do not cancel, we estimate systematic un-
certainties arising from five sources. Uncertain-
ties in the deuteron elastic and quasielastic radi-

TABLE VII, Systematic uncertainties in cross sections.

Source of uncertainty Percentage uncertainty in 0.

A. Overal. l normalization uncertainties
a. Calibration of spectrometer acceptance
b. Calibration of charge monitors
c. Target-density normalization (hydrogen)
d. Target-density normali. zation (deuterium)
e. Target-length determination
f. Target impurities
g. Radiative correction uncertainty

1.5
0.5
0.4"-0.7 ~

0.7"-0.9+
0.4"-0.6 &

0.1
3.0

B. Relative uncertainties
a. Calibration of incident energy
b. Cali.brati. on of E' versus E
c. Acceptance averaging correction
d. Variation arith E of spectrometer accep-

tance
e. Electron detection efficiency
f. Radiative correction uncertainty

0.1- 0.8
0.1- 1.0
0.0- 1.0
0.0—1.0

0.5- 1.0
1.0- 5.0

~ Experiment A only. "Experiment B only.
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TABLE VIII. Global-f it parameters.

Proton Deuteron Neutron

C(——a2

C2 52

CB

C4

C~
C6
C)

1.642 +0.011
0,376+0.005
0,256
2.178
0.898

-6.716
3.756

1.512 +0.009
0.351 +0,004
0.477
2.160
3,627

-10,470
4.927

1.642+ 0.011~

0,376 + 0,005 ~

0.064
0.225
4.106

-7.079
3.055

Held equal to value from proton fit.

TABLE IX. Ratios v„/o~ from experiment A.

x,x' 0„/~p@) v„/a&(x'}

0.085
0,115
0.145
0.175
0.205
0.235
0.265
0.295
0.325
0.355

' 0.385
0.41 5
0.445
0.475
0.505
0.535
0.565
0.595
0.625
0.655
0.685
0.715
0.745
0.775
0.805

0,973 y 0,183
0.892 +0.050
0.786 + 0.035
0.853+0.027
0.774 +0.025
0.726 +0.025
0.751 +0.026
0,687 +0.022
0.671 +0.023
0.646 +0.023
0.633 +0.023
0.632 +0.023
0.620 +0.023
0.570 +0,028
0.550 +0.028
0,563 +0.028
0.535 +0.028
0.494+0.033
0.499+0,032
0.455 +0.033
0.423+0.052
0.417 + O.Q36
0.318+0.066

0.370 +0.040 ~

0.968 y 0.1S3
O.S86 +0.049
0.839 +0.030
0.804+ 0.025
0,754 +0.025
0.733 +0.025
0.704+0.022
0.678 +0,022
0.642 +0.022
0.638 +0.023
0.623+0,025
0.635+0.024
O. 561 +0.026
0,547 +0.028
0, 552 +0.026
0.534 +0.027
0.498+0.036
0.494+0.035
0.451 + 0.033
0.433+0.036
0,403+ 0.055
0.319+O.Q66

0.367 +0.040 ~

~ Data for two intervals combined.

ative tails arising from lack of knowledge of the
neutron form factors at large Q contribute a
small error of about 0.002 to v„/v~. Uncertainties
from the remaining four sources are listed separ-
ately in Table X. The first column gives the ex-
perimental error due to the +l%%uo uncertainty in
the ratio of the number of nuclei in the deuterium
target to that in the hydrogen target. The other
three columns give errors due to uncertainties in
the deuterium smearing corrections. The smear-
ing and unsmearing corrections, which were cal-
culated using the Hamada-Johnston wave func-
tion, changed the uncorrected v„/v~ ratios by mul-
tiplicative factors of 1.08, 1.07, 1.01, 0.91, 0.74,

and 0.40 at x values of 0.31, 0.58, 0.67, 0.73,
0.79, and 0.88, respectively. The uncertainty
quoted as "wave function" reflects the change in
o „/v~ when other reasonable deuteron wave func-
tions" are used (see Appendix C). The uncertain-
ty quoted as "off-shell" is taken to be the full ef-
fect of the off-mass-shell correction'3 in the
smearing formalism (see Appendix C). This cor-
rection is such as to reduce v„/o~. The uncertain-
ty quoted as "fit" reflects the change in v„/v~
when different parametric functions are used to
fit the neutron and proton structure functions which
enter into the smearing and unsmearing integrals.
The choice R„=8~=0.18 was used in the process
of obtaining the parametric representations of the
structure functions. The extracted v„/v~ ratios
were insensitive to the kinematic dependence of
B. In addition, Glauber corrections are known to
be small. Other deuteron corrections cannot be
estimated, but are expected to be small (see Ap-
pendix B).

The results of the previous 6'and 10 measure-
ments'~' are also shown in Pigs. 21-24. The
data from the previous experiment were rebinned
into small x and x' intervals (nx =0.03) as in the
two experiments reported here.

E. Combined cross sections

The fine-mesh cross sections shown in Figs.
9-16 were combined into the cross sections of
Table V for use in the extraction of R and the
structure functions. Only data with 8'~ 1.8 GeV
were used in this process, as data in the reso-
nance region were not sufficiently smooth to per-
mit this averaging. For the proton and deuteron
data as many as eight adjacent fine-mesh cross
sections o;(E,8,E ) +6o;(E, 8,E ) were combined to
yield an average cross section v(E, 8,E ') +6v(E,
8,E') at average E' according to the formula

o(E, 8,E') =v (E, 8,E')r,
6v(E, 8,E') =v (E, 8,E')6r,

where
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TABLE X. Ratios o„/oe from experiment B.

Target

Systematic uncertainties

"Wave functus. on" cc off shell rr„/op(x) 0„/Oph')

0.305
0.335
0.365
0.395
0.425
0.455
0.485
0.515
0.545
0.575
0.605
0.635
0.665
0.695
0.725
0.755
0.7 85
0.815
0.845
0.875

0.017
0.017
0,016
0.016
0.016
0.016
0.016
0.016
0.015
0.01 5
0.015
0.015
0.015
0.014
0.014
0.013
0.013
0.012
0.012
0.012

0.001
0.002
0,002
0.002
0.003
0.004
0.004
0.005
0.005
0.006
0.006
0.007
0.008
0.010
0.012
0.014
0.01 5
0.016
0.018
0.020

0.001
0.001
0.001
0.002
0.002
0.002
0.003
0,004
0.004
0.004
0.005
0.006
0.007
0.008
0.009
0.010
0.011
0.012
0,014
0.017

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.001
0.002
0.004
0.007
0.012
0.014
0.017
0.020

0.647 y 0.058
0.663+0.033
0.620 + 0.031
0.643 + 0.032
0.555 + 0.026
0,565 + 0,022
0.594 + 0.023
0.536+0.022
0.503 + 0.020
0.523 + 0.020
0.472+ 0.019
0.460 +0.019
0.454 +0.021
0.431 + 0.020
0.376+0.020
0.391 + 0.021
0.337 + 0.020
0.304 + 0.024
0.281 + 0.025
0.313+ 0.034

0.631 +0.038
0.656 +0.031
0.618+0.031
0.596 +0.028
0.547 +0.023
0.585 +0.021
0.541 +0.020
0.513+0.020
0.514 +0.020
0.464+ 0.019
0.454 +0.019
0.450 +0.020
0.398+0,019
0.398+0.021
0.362 +0.020
0.335+0.023
0.310 y 0.024
0.270 +0.026

0.291 + 0.0411

~ Data for two intervals combined-.

using

(5.6)
and

Here o is the appropriate cross section deter-
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FIG. 21. The quantity v@'2 extracted from inelastic e-p and e-d cross sections measured at 18' in experiment A.
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FIG. 22. The quantity PW& extracted from inelastic e-p and e d cross sections measured at 26' and 34' in experi-
ment A.

mined using the global fit to vS'2 with the assump-
tion R~ =R~ =R„=0.18 in Eq. (1.5).

Only the errors from counting statistics (see
Sec. VB) wer'e used in this averaging procedure.
As the measurements of the cross sections were
then Poisson-distributed, especially for low-sta-
tistics runs, the averaging procedure used [Eq.
(5.6)] was the Poisson arithmetic average, ac-
cording to the maximum-likelihood method. As
mentioned in Sec. VB, the random error from
equipment fluctuations was added in quadrature
to this average error from counting statistics to
yield the values of 50 given in Table V. Where
the cross section had already been averaged over
the entire spectrometer acceptance before the

radiative corrections, no combination had to be
done, and only the random error from equipment
fluctuations needed to be added in quadrature.

The combined neutron cross sections were ob-
tained in a slightly different manner. Because a~,
v„and v~ are Poisson-distributed but (v, -a~, )

is not, we could not average (v, -v~) and then
multiply by the average neutron smearing correc-
tion to get the average v„[see Eq. (5.4)j. There-
fore, we formed the neutron smearing correction
s„=v„/(v, -v~, ) for each fine-mesh data point,
combined the products a„a„and O„v~, according to
the prescription of Eqs. (5.6), and then took the
difference of the two products to get the combined
value of o„. The random errors from equipment
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FIG. 23. The quantity v W& extracted from inelastic e-p and e d cross sections measured at &5' and &9' in
ment B.

fluctuations for both the proton and deuteron were
added in quadrature to the average error from
counting statistics to yield the values of 5c„(E,G,Z')
given in Table V.

F. Normalizations

Although the inelastic e-P and e-d cross sections
were measured with much the same apparatus in
the two experiments, the use of different targets
and differences in the analysis procedures per-
mitted a relative normalization difference between
the two experiments. As such normalization dif-
ferences could have seriously influenced the re-
sults for R =@I/vr, an estimate of them was
deemed essential. Two methods were used to esti-
mate the relative normalization factor NA~ of ex-
periment B to experiment A, and both gave results
consistent with NA~e=N„e=1. 010.

In the first method, the inelastic e-P and e-d
cross sections measured at 26'and 34' in experi-
ment B were compared with those measured at

nearly identical energies and angles in experiment
A. At 26', we had to compare fine-mesh cross
sections from experiment B with cr'oss sections
that had been averaged over the entire spectrome-
ter acceptance in experiment A. Up to eight adja-
cent fine-mesh cross sections were combined in
the manner of Eq. (5.6) to yield a single cross sec-
tion for values of 8 and 8 ' close to those quoted
in experiment A. The normalization factor of ex-
periment B to experiment A was then taken, at
each common kinematic point, to be

+B(EB&EB&9B ) 5+ (EAtEA~ sB

(5.7)

where o~ is defined as before, and Eq. (5.V) ap-
plies for proton and deuteron cross sections.
Use of v~ in Eg. (5.7) eliminates the effects of
slight differences in.E, 8', and 6 settings between
the two experiments. Averages of these normali-
zation factors for each common value of incident
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FIG. 24. The quantity ~W2 extracted from inelastic e-p and e-d cross sections measured at 26' and 34' in experi-'
ment B.

energy and angle are presented in Table XI. Only
cross sections for W~1.8 GeV were used in cal-
culating these factors. The normalization factors
for the proton and deuteron were always within 1
standard deviation of their average. If we average

over the entire sample of 26 and 34'data, we
find N~~e/N„a =1.001+0.013; hereafter, we take
N„a =N„"a. The average 34' normalization factors
for both the proton and deuteron were more than 1
standard deviation from the overall average.
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FIG. 25. (a) and (b). Values of cr„/a& as determined from experiments A, 8, and C as functions of x and x', re-
spectively.
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TABLE XI. Normalization factors.

(deg)
d

N~~ NAs

26
26
26
26
26

8.7
11.9
15.0
18,0
all.

0.985 y 0.031
1.043 + 0.022
1.009 + 0.020
1.015+0.021
1.017 + 0.012

1.028 +0.024
1.027 + 0.017
1.010+0.014
1.005+ 0.015
1.015+ 0.008

1.012 + 0.019
1.033 + 0.013
1.010+0.011
1.008+ 0.012
1.015+0.006

34
34
34
34

10.0
12.5
15.0
all.

0.960 +0.041
0.965 + 0.045
1.011+0.043
0.979 + 0.025

0.953 +0.026
0.994 +0,029
1.028 + 0.030
0.989+0.016

0.955 + 0.022
0.985+ 0.024
1.022 +0.025
0.984 + 0.014

all aI.i 1.010 +0.010 1.010 + 0.007 1.010 + 0.006

These differences could be traced only to a few
abnormally low cross sections in experiment A,
however, and were not the general trend of the
data. Separate normalization factors for the 26'
and 34' data were not clearly warranted. Conse-
quently, the relative normalization of experiment
B to experiment A was taken to be the average of
the 26 and 34' results, of N„~ =1.010 +0.010 for
the proton and N„a =1.010+0.007 for the deuteron
cross sections. These factors have been included
in the cross sections of Table V.

A second estimate of N„~ was obtained from a
comparison of elastic e-p cross sections mea-
sured in the two experiments. Differential elastic
e-P cross sections from the two experiments were
radiatively corrected according to the method of
Tsai. They were then divided by the dipole cross
section (do/d A)«„which was calculated by as-
suming form-factor scaling and the dipole form
factor, 6» ——G»/p~=(1+Q /O. Vl) 2 in the Rosen-
bluth equation. " Ratios r(Q ) of measured to di-
pole differential cross sections are presented in
Fig. 26 for the two experiments along with values
of r(Q ) measured ~ in experiment C. A fourth-
order-polynomial fit r„(Q2) to the values of r„(Q2)
was compared to the three values of rs(Q') mea-
sured at 15 and one value measured at 19' in ex-
periment B. The average of N„a =r„(Q )/rs{Q')
over all four measurements was N„~ =1.012
+0.010, while the average at 15 only was N„~
=1.002 +0.012. Both numbers are consistent with
the normalization factor N„'a= N„a= 1.010 derived
from the 26' and 34' inelastic comparisons.

A similar method was used to compute the
normalization factor N« for experiment C. Only
the elastic e-P cross sections measured at 10'
were used, as the systematic uncertainty in the
scattering angle ' was too large at 6' to permit
a reliable comparison. The polynomial fit r„(Q )
was compared to seven values of rc(Q~) shown in

l.2
I I I I I I I

l. O

0.9—
o Experiment
& Experiment
~ Experiment

0.8
I

I .
t I I I I

2 5 4 5 6 7 8 9
Q~ {Gev~)

Ffo. 26. Ratios, r(Q ), of the elastic e-p cross
sections measured in experiments A, B, and C to
elastic cross sections calculated using the dipole form
factor in the Bosenbluth equation.

Fig. 26, resulting in an average normalization
factor N~ c =1.019 +0.011, where the quoted error
is purely random. Systematic uncertainties in

N„c arise from uncertainties that affect the elastic
cross sections in a manner different from the in-
elastic cross sections. These include uncertain-
ties in F and 8 (+0.8%), approximations in the
radiative corrections {+O.V/o), the assumption of
form-factor scaling (+0.5%), and differences be-
tween the two experiments (+0.6%), in the method
of binning the data, to calculate (do'/dQ)„, . Added
in quadrature to the random error, these effects
led to the result NA~c =1.019 +0.017. A determina-
tion of the normalization factor NAc for the small
angle inelastic e-d cross sections from quasielas-
tic e-d cross sections was judged unfeasible due
to uncertainties arising both from inelastic back-
ground subtractions and from corrections for
deuteron binding effects. Therefore, the proton
normalization factor was used for the deuteron
cross sections of experiment C, P„'c =1.019
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+0.024, with an additional systematic uncertainty
of +0.021 added in quadrature to the 0.011 error
to account for uncertainties in target lengths and
densities.

24

X= O. IO

VI. SEPARATION OF R AND THE STRUCTURE
FUNCTIONS

A. Interpolation of the cross sections

The separation of W& and W& (or equivalently o~
and vr) at fixed (v, Q') required differential cross
sections (d v/dQdE')(v, Q, 8) for at least two val-
ues of 8. According to Eq. (1.2), o'~ is the slope
and a~ the q=0 intercept of a linear fit to

l6

IZ

0.80

=or(v, Q') +~(v, Q', 8}o&(v,Q') . (6 1)

The structure functions and R are readily calcu-
lated from o~ and or according to Eqs. (1.3}and
(1.4). There were, however, only a few kinematic
points (v, Q') at which the differential cross sec-
tions had been directly measured for two or more
values of 0. Consequently, values of Z and its
error were obtained by interpolation of the cross
sections measured at each angle to selected kine-
matic points (v, Q ) that fell within the overlaps of
two or more of the data triangles measured in ex-
periments A, B, and C. The kinematic region of
Q —W space spanned by these overlaps of the
measured data triangles is shown in Fig. 27. An

array of 75 kinematic points (v, Q ), chosen to
reflect the distribution of measured cross sec-
tions, was used in a systematic study of R and
the structure functions. As shown in Fig. 27,
these points lie at the intersections of contours of
constant x (0.1 «x «0.6) and constant Q' (1- Q
«16 GeV ) with W& 1.8 GeV. A subset of this x
Q array, containing 51 (v, Q ) points with 0.2
«x «0.8 and 2 «Q «16 GeV, was used in a paral-
lel study wherein only cross sections from exper-
iments A and 8 were used to extract R and the
structure functions. Only the results from the full
x-Q' array are reported here in detail. The re-
sults obtained for the restricted x-Q array were
consistent with those of the full x-Q array. Pre-
vious separations of R and the structure functions
using cross sections from experiments A and C
have been reported earlier. ~4'~~ These previous
results are consistent with the present results but
are superseded by them.

The e-p and e-d cross sections from Table V
were used to prepare interpolations at five differ-
ent values of the scattering angle. As mentioned
earlier, all cross sections from experiment B
were multiplied by the normalization factor N»

0
0 4 8 l 2 l 6 20 24

o (Gev }
FIG. 27. The kinematic region of Q -g space

available for the separation of R and the structure func-
tions. Separations w re made at the 75 kinematic
points (p, Q~) shown.

=1.010. In this way, triangles of cross-section
data were assembled at 8=15', 18', 19', 26', and
34'. In order to extend the accessible kinematic
region to x& 0.2 and to extend the ranges of Q and
g available for x~ 0.2, cross sections measured at
6 and 10' in experiment C were also used in this
analysis. These cross sections had been radiative-
ly corrected" by the same method as had been
used for experiments A and B. Prior to the inter-
polations, they were multiplied by N„~ =1.019 to
normalize them to those of experiment A.

Values of Z(v, Q', 8) and its random error were
obtained by an interpolation scheme, similar to
the method used in the radiative corrections, that
made no g p~iaxi assumptions about the behavior
of R. Because this scheme effectively averaged
16 cross-section measurements for each (v, Q~, 8},
the values of Z(v, Q, 8}and its errors were cor-
related for neighboring kinematic points (v, Q ).
In practice, these correlations were difficult to
remove, and the distribution of kinematic points
(v, Q') was chosen to minimize them. As many as
five values of Z for five values of q were available
at a given kinematic point (v, Q ). In general, the
errors of the separated quantities varied inversely
as the range of the variable z spanned by the
cross sections for fixed (v, Q'). In the present
separations, 4e ranged from 0.16 to 0.57, while q

itself ranged from 0.24 to 0.98.

B. Separation of Rp and Rd

The quantities o~ and 0~ were available as the
parameters of a linear least-squares fit to
Z(v, Q', 8) versus e(v, Q, 8) at each kinematic point



20 EXPERIMENTAL STUDIES OF THE NEUTRON AND PROTON. . . 1519

50
I

i
I

i
I i

I [ I I
/

I ]
I

45
x =0.2 x =0.8

0.9—
Q =l46eV

0.8
Rd=0.030 + O.I09

dcTr

0.7—

25
RP= 0.2I8 '+ 0.075

P0 r
0.6— RP =0.077 + O. I39

x=0.5-
Q~- 56eV~

I I I I I 1 I I I

0 0.2 0.4, 0.6 0.8 l.O

l2

lo—
d

~ 6o
x IO

~ l5'
o l8

l9
o 26

544

RP= 0.I83 + 0.079

7-
0.2 0.4 . 0.60 0.8 I.O

WG. 28. Sample least-squares fits to Z(v, Q, 8) vs ~(v, Q, 8) in comparison with data. Z, e, and the fitting for-
mulas are found in Eqs. (1.2) and (6.1). The quantities R and 0~ are available from the fitting parameters and from
them, oz, .

(v, Q'). Sample fits are shown in Fig. 28; in gen-
eral, the confidence level for these fits was quite
good. In only a few instances did X deviate from
the number of degrees of freedom nD of the fit by
more than (2n~)' . Values of R =e~/er are pre-
sented for the 'proton in Table XII along with sta-
tistical errors and estimates of the systematic
uncertainty hR~. The five contributions to the total
systematic uncertainty 4R~ are listed separately
in Table XII. The uncertainty ~~~ arising from the
uncertainty of 0.010 in N„~ was estimated by re-
peating the separations using instead a normaliza-
tion factor N„~ =1.020. A similar procedure was
used to estimate the uncertainty ~~~ arising from
the uncertainty of 0.01V in N„c. The uncertainty

/

~3~ arising from a possible 8' dependence of the
spectrometer acceptance was estimated" by using
a redefined acceptance that varied by at most 1%
from its nominal value (see Appendix A). The un-
certainty hR~ due to relative uncertainties in de-
tector efficiencies was estimated by using rede-
fined efficiencies that varied from their nominal
values by at most 1/q (at E'=2 GeV). The radia-
tive correction uncertainty ~~ was estimated by
varying all proton cross sections by an amount
ne determined according. to Eq. (4.V). These five
contributions were added in quadrature to obtain
the total uncertainty bB~ reported in Table XII.
The present values of R~ are consistent with those
reported ea.rlier ";much more accurate data



1520

0)

Q

~\el

Q

N

Q
N

qj
04
cd

cd

&l
NS

~~
~~

cd

V'

0)

0)
~Qh4

~aml

cd

4
D

0
~aal

cd

80
N

N

cd

N

0
4
0)

80
cd4
4

~eel

Q

~~

4Q}

'a
cd

~'

0
Q

cd

'e
0)
cd4
cd

I
M

00
C4O
O

00
O
O

O
CO CQ
O O
O O

00 t
O

O O

00

O

O
CD

I

t

O
I

00

O

00

O

Cg
Cb
O
O

O Cb
00

O

00
CO
O O
O- O

Cb

O
O

O
O
O

OO
O

LQ

O
O

CO

O
O

Cg
O
O

CD W
CO'O O

OO O

O O O
O O O.

00 Cb CO
O O
O O

C4

O

LQ

O

LQ
lQ

O

00

O

M

CO

O

00

LQ

Cb

CO

O

CO

CD

O

O

O

O

O

O

O
Cb
O
OCD

00
00
O

CC}
LQ

O
I

CO

CQ

I

O

CO

O

CO
O

Cb

O

Cb
tN

O

O

O

PD

O

O

Ch

O

co
Cb
O
O

t

O
O

00

O
O

O
O
O

O
O

Cb

O
O

t
O
O

O
O

00

O
O

O
O

O
O

O
O

-00
CQ

OO

Ch
Cb

00
- ~ ~

O O

N O
CO

~ ~
O O

O

00
O

O

LQ
00

OO
C4

O
OLQ

LQ

O O

O

O

00
00
O
O

O

O

00

Cg

O

CQ

O

LQ
O
O

O
O
O

00

O

Ch
co

O

O

O

O

00

O

LQ
O

O

O
O
O

O

O

CO

C4

O

LQ

O

00

O

Cb

O

O
O

00

O
O

O

O

00
CD

O
H

LQ
Cb
O
O

CO
O

O
LQ

O

LQ
00

O

CC
Cg

O

O

Cb

e

00

LQ

O

Cg
CO
O

CQ
O
O

Cg
O

C)
O
O

O
O

Cb
Cb
O
O

CO
CA
O

04

O

LQ

Cb
O

gH

Cjl

O

00

O

00

t

Ot
O

CQ

O

O
O

00
00
O
O

O
O

O

LQ

O

IYj
00
CO

O

O
lQ

O

LQ

O
O

LQ

O

O
CO

O
I

O

4

LQ
04

O
O

O

00
CQ
O
O

00
O
O

O

O

O
O

LQ

O

00
O

O

CO

O

LQ

O

4

O

O

CO
CO
O
O

Cb

O
O

O
O

O
O

O
O

O

O

O

CO

LQ

O

A. BOOEK

Cb

O
CO
LQ

CD

CQ
CO
O
O

O
OO

00

O

CO t

~ ~

O O

00
CQ
O O

O
I

CO

CD

O
O

Cb
00

O
+
CO
O
CD

O

O

00

CO
O

Cb
O

O

00 H H
CO t Cb
H

~ ~ ~

O O O O

CO

O

O

CQ

O
O

cO
CQ

CQ
CFI

O
00

O

O
Cb
CD

O

O
LQ

O

O

00

O

O

t
CO

O

Cb
CC
O
O

00
LQ
O
O

O
CD

O
O

e
O

LQ
LQ
O
O

00

O
O

00

O
O

LQ
O

CO
O
O

O
O

00

O
O

QO

O
00

O
Cg

O
O
O

O
O

LQ

O

Cb O

O

O
O

O
O

O
O

O
CD OO

LQ
00
O
O

LQ

O

00
Cb
O
O

00

O

CQ

O

LQ
f~H

O

LQ

O
O

00

00

rl rl
~ ~

O O

CO L
LQ

O O

C4

O
O

t

O

CO

O

O

LQ O
LQ

O
O

O
O
CQ

LQO

OO
C4

O O
O4

~ ~

O O cD

et ul.

cD

O

O

O

CO

C4

O

O
I

CO

O

CQ

CO

O

CO
O
O

Cg

O

O

CD

LQ
M

O

LQ

O

CFJ

Cb

O

Cb
/PE

O

LQ
fH

O

LQ
CC}

O

O
~ ~

O O

CO
Q4 00

O O

00

O
O

LQ
LQ
O O

O
O
O

LQ
CO
O
O

Cb
O

O

00
LQ
O
O

O
O

CO
00
O
O

t

CD

04
O

O

CO

O

Cb
O

O

CQ
00

O

t
O
O

O O
O

O
O

O
CD

lQ
PJ

O

LQ

O

Cb
O

O

CD

O

00
LQ

O

CO

O

co
00

O.

04

O

O

O

O

O

OOO
LQ

CC

O
O

LQ
Oll

O

O
04
O

Cb

O

CD

O

00

O
O

Cb

O

Cb
O

e
O

00

O

O

LQ
CC}

O
O

O

O

O
O

LQ

O

LQ

CD

O

O
LQ

LQ

CD

00

O
O

O

O

CFl

O

00

O

CO

O

00
CQ
O
O

Cb

O
O

O
O

Cg
t
O
O

O
O

CC}
CD
O
O

CQ
00
O
O

CQ
CO

O

O

04

lQ

CO

O
00
LQ

O O
~ ~

O O

O
O
O

CO

O

O
O

I

00

Cg
OtO

I

CO

O

Cb
CD

O

O

O

O

cC} cO
O
'M

~ ~

O O

O

O
O
O

CO

O

O

CO
O
O

t

O

CQ

CO

O

O
O

CO
Cb

O

CC}

CQ
O
O

Cg
O
O

CQ
O
O

O
O

LQ

O
O

CO

O
O

CO

O
O

O

00

O
O

O

O
O
OO

LQ Cb

O O
O O

CQ
00

O

CC}

O
O

O
O

O
O

O
O

Q7

O O
O O

O

O

LQ
00
O
O

O
O
O

CQ

O
+I
LQ
Cb
O
O

~ CA
O

~ ~OO
cC} Cb
Cb

~ ~

O O

O
O
LQ

O
O

O
O
CO

O
LQ

LQ
Cg

O

LQ
Cg

O'O

CO
CO
C4

O
O
O

00
Cb
O
O

C9

00

O

CO
O
O
O

I

Cb

O

CO

O

O

O

CO
00

O

CD

O

L

O

00

O

CD
Cg
O
O

O

OO

CQ
O
O

t
O
O

LQ

O
O

O
OO

LQ
Cb

O

00

O

00

O

P3

O
O

O

O
OO

LQ

CO
Cg CQ

~ ~
O O

CO

O
O

CQ
LQ

O
O
O

O
O

CO

O
O

CO
O
O

00 CO
Cb

~ ~

O
+I
00 Cg
00 00

~ ~

O O

CC}

O
I

00
00
O
O

O
Cb
O

O

Cb

O
O

O

O

O

Cb

O

CO
O
O

C4

Cb
O
O

O

O

CO

O
O

O
O

O
O

O

LQ

O
CD

co

O

CA

O
O

O
O

00

O
O

00

O
O

c}g

O
O

O O
O

O
O

O
O

O
O

O
O

O
O

O

Cb
O

O

O
CQ

O

CO

O

t
O
O

00
O LQ

O
~ ~

O O

Cb

O H
~ ~

O O

Ch

O
O

O

CO
00
O
O

O

O
Cg

CQ

O
O
LQ

O
O

O
LQ

O
O
gt}

CO M' CO
CQ

O'O O O

O

co

O

OO
CO

O
I

O

CQ
LQ

O

Cb
CC}

O

00
Cg
O
O

CO

O
O

CO
LQ
O
O

O
O

O
O

O

C)

O

00
CO

O

O

CO

CQ
CO

CQ

O
O

CO

Cg

O

CbO
CQ

O
I

O

00
00

O

O
O

C9
O
O

O
O

O
O

O
O

O

00
LQ
O
O

Cb
CO
CO

O

CO

O

O
O



ST U DIE S OFEXPERIMENTAL

00

a
O

CO
Cb
O
a

Ch

a
O

Ch

a
a

a
a
a

LA

a
CC

O O
a o

LQa
O

CQa a
a

a
O

O
a

a
O

a
' ~aaa

CO
O

a
CQ

aQ
00a

4a
o
a

CO
Cba
a
a
O
a

00

TH

O

CQ

a
a

00
00

O
a
O

00

a
LQ
COa
a

04
Cba
a
CAa

P3

O

LQ
LQ

a

R
o
O
COa
o

Cb

a
Oa
O

00a
a

a
a

04

a
CQ
CAa
o

CO

a

C4

o

Cba
O

LQ

4a

pH

CO

a
I

O

a

O

CQ
'pH

CO t
CO
O O
O O

CO

a
O

00
CO

O

O
O O
O O

CO
COa
a

a
a
O

aQ

a
O

LQ

a
00
O
a

00

a
00o
O

CQ

a
a
O

a
O

a
o

LA

a
+
Cb
CO

CO
00 00o.a
O O

CO

C4

o a

LO

o
a
CO

Cb

a
a

O

LQ
LQa

4a
Cha
a

Cb

a
lGa
a

COa

a

COa
a
00
LQ
O

O

Cb

a

aa

00

O

O O
4

O O

H
a a

a
aa

a
a

LC

O

00

O

lQ

o
a

LO

O

Cb

o
Cb

O
O

Cb

a
a

CD

a
a

CQ

a
CQ

a
a

CO

a
O

M

a
o
O

aa
a

a
a aO a

00

a
a

00

a
a

CC

O
O

CO

o
a

a
a
O

COa
a

CQa
a

CO
Oa O a a

a
a Oa

a
a
a

00

o
a

Cb

a
Cb

o
a

00

a
a

00

a
a

L

a
a

Cb
rH

a
Cb

o
Cll

a
O

t
MaM

O
a

CQ
O
a

C9
O
a

a
a

a
a

00
00a

00

o
O

CQ

a
O

00

O
a

CC

a
o

Cg

a
a

LAaCOaCQa
O

a
O

a
O

o
O

ao a
o a

O
O

a
a

ID
O
O
a

CO
C4
O
a

COaa
a

00

o
o

M
CQ

O

aaOa
a

a
a

O
a

O
o

O
O

o
a

O
aa aa

00

a
CO

a
a

o
a
o

CQ

a
o

C)

a
a

00 g4

O O
O O

00

a
CAa CO

O
LAa
a

COa
O

Oa
a

a
ao

QO
O O

~ ~
O O

CO 00
CC

~ ~a o

Cb

a
a
CO
00

a

a
O

a
LG

a
a
COa
a
'cfl

a

O
CQ
tH

a

O4

00a

a
O
O

CO

4
O
+I

00a
O

COa

CO
00a
a

O O
~ ~

O O

O 00

a
a

O
a
Ch

a
a
O

O

a
Cb

a

a
CO
O 00 CC

o a
N O

~ ~
O O

a
a

a
Oa

aAaa
CQ

CQ

00
CO

a a a aa O
O

O OO O
LQ Cg)

aa ao
CO

a aao
Cb

o
QQ

aO
LA00

O O
LQ LO

~ ~a 'o
a a

ill
O

O

a
LQ

O

O O

O

a
CO

a
a O a

LQ

a
a
LO

O
LQ

NEUTRON

CO
CO
O

CO

O
00 x

a
lQ

O
a

LQ
O O
O O

a
O

LO
lQ

a

o

CO

a
00

a
I

Cb

O

O
I

00a
a

O

O
~ ~

O O

COa o
~ ~

O O

a
a
CO

O
a

I

tH

fK

a

LA

a
Ch
Cg

a
Cb

O
a

LQa
O

CQ
O
a

CQ

a
a
Oo

lA
lAa
a
00
O

a

Cb

O O
~ ~

O O

O
CO

O O

Ch
Cb
O
O

CO
aAa
a

Cba
a
a
O

a
a
Cb

o

O O

COa
a

00a
a

L Cb
O O
O O
O O

Chao
O

00
Oaa

00
Oa
a

OaO
O

O
O

LQ

a
o

LQ
Ollo
a

CA

a
Cg
O
o

O
O

O
a

O
aa

CO

a
o

CO

O
O

Cb

a
a
a
a

a
a
O

O
a
a

O

O

C4a
O

COa
a

Cga
a

fHaaa
O

O
O

O
O

O
O

lQ
O

a
CQ
O
O
O

COaa
a

o
O

a
a

O
a

O
o

O
a

00

a
o
CQa
a

Cg
LQa
a

CQ
C3a Ooo O

a
a

O

00
00a
a

a

O
C9

a
00

H O
00
O

~ ~
O O

O O
O

~ ~
O O

00
O

04
a

CO

a

a
O

00
O
a
00

a

O

a
a

ChoO

O O
O O

aa
00

o aaOa aa

a
CO

a
a
CO CO

a

AND PROTON. . .

a
O

lD
00a
O

LA

a
CO

O
EQa
a

lA
O
a

lAa
a

CQ

a
a
a

a
a

a
O

C)

~ ~

O O
H H

gq 00

O
~ ~

O O

O CO
CO

~ ~
O

a
CQ
O

~ ~

O O
I

CO

a
00a
a

00
LD

a

a

00

a

O

CQ

a
O
O
a

O

~ ~a o

a
~ . ~a a

I I

CO
Cg

a
lQ

a

4
O

a
C9

a
Cba

~ 4OO
I

lQ

a
O

00

a
O

a
CQa
a

Qll
Cg
O
o

O
CQa
a

CO

oa
o a

O
CQ

a
Cg
CQ

a
CO

O

CQa
a

Cg
O
o

a
O

00 00
CC Ch

~ ~
O O

LA 00
O t
O CQ

~ ~ ~

O O
I

00
LQa

LQ

O

Cba

COa
a

a
00o
a

O
O

CO
00a

Cg

00a
a
00
Cba
a

a

CD

a

a
a

a

a
a

a
a

a
a
00
O
o

a
LA

a

LAa
a

LGaa
a

LGaa
o

lQa
O

00
O

O

M CQ
O O
O O
a o

CO

O
o

Oa
a

a
O

aa
a

Oa
O

a
O

lC

a
C7

a
O

CQ

a
CO

a
a

CO 00
CO
O O
O O

Cb

a
a

a
o
a

CO

o
O

CQ

a
a

a a
a

a

CO

a
a

a
a
a

O
O
a

a
a

a
a

a a
a

o
o

a
O

a
a

a
ao

O

a
O

OO
a

a
a

a
a

a a O
a

O a
a

a
aa

COa
O

00a
a

CO

O
a

CgaaCQ
O
a

a
a

O

a
O
a

a
4

O
a
O

a
o

a
O O

CO

a
aQ
CQ
O
o

00
04

LQ
COa

Cb

a
CO
COo
O

00

a
a
CO

O

00

aa Oa
a a

l&

+Iao
a

00

O
a

00
00a

4

a

00

a
H

LA
CC

a

Cb
CQ

O

00a
O

Cb
00

a

CO

a
00

a

Cb

a

a

00

O

lA

a

M 00
~ ~ ~aoo

+I
(g), 00 '~

lCaoHaoo
I

a

a
a
a

00
00

Cb
OCbO

a oO' O4
a Oa ao aa O aOaaoa oa

Lemm
C"

~ ~o o a
a
00

a
00
O

CO

O
CO

a a

1521

CO

o
a

CO

a
fHa
a

I

00-

O

a

+I
LA
CO

a

O

O

00

a

a

a
O

00

O
a

C0

a

o

O
00
O



1522 A. BOD EK et al. 20

are presented for & & 2 than were available before.
Values of R„are also listed in Table XII; they

were extracted from the interpolated deuteron
cross sect'ions using the same procedure as used
for the proton. The five contributions to the sys-
tematic uncertainty in R„were calculated in the
same manner as used for R~, except that uncer-
tainties of 0.007 and 0.024 in the deuteron normal-
ization factors N„Id and N„c were used. They were
added in quadrature to obtain the total uncertainty
~„listed.

The weighted averages of R~ and R„over the
full x -Q~ array provide a rough comparison of
these quantities. We find R~ =0.138 +0.011, with
a total systematic uncertainty ~~ =0.056, and

R~ =0.175 +0.009, with a total systematic uncer-
tainty ~„=0.060. Within the normalization un-
certainty of experiment C alone, R, is consistent
with being equal to R~. When the weighted aver-
ages are taken over the restricted x-Q array2

only, using data from experiments A and B, we
find R~ =0.136 + 0.017 and R„=0.137 +0.013.

A more detailed and accurate comparison of R~,
R„and R„was achieved by extracting the quantity
5=R„-R~ from the ratio of differential cross sec-
tions od/od in a method that exploited the expected
small systematic uncertainty in this ratio. From
Eq. (1.2) we get d

Td Id T d T(1 +&15)
0 v +ex 1+eR
0'p ggp+gxgp 1 +QRp

(6.2)

where T=ord/o» and e'=e (/1 +eR )d. The physical
meaning of Eq. (6.2) is clear: A difference be-
tween R, and R~ results in a slope in o,/o, plotted
versus e' (or, essentially versus d). The connec-
tion between R„and 5 is achieved through an ex-
pression that exploits the observation that the
smearing correction is empirically the same for
W& and Wz (see Appendix C)

( 1 f Z
Rd =RdI +R„I 1&+
R„=R„+&/Z,

(6.3a)

(6.3b)

where Z = W&, /Wf, is the ratio of smeared W& to
smeared Wf. In practice, Eq. (6.3b) is not very
useful if 5 0, for Z is also an unknown. But if
5 =0, which we find to be consistent with our over-
all results, then R„=R„and R„=R~. In this man-
ner we can compare R~, R„, and R„, independent
of the assumptions about R„needed to calculate
0„ from 0„ in the impulse approximation.

At each of the 75 kinematic points (v, Q ), the
quantity & was extracted as one of the two parame-
ters of a least-squares fit of the form of Eq. (6.2)
to interpolated values of od/od versus e'. The in-
terpolations program was almost identical to the

0.3

0.2

I
I

I I I I I
I

I

8 =0.03I +O.OI5

-0.2
-0.3

0 0.2
I I I I I I

0.4 0.6 0.8 I.O

FIG. 29. Average values of the quantity 6 =Bz —R&
for each of the 11 values of x studied. Errors shown
are purely random. The systematic error in 5 is
0. 036.

one used to interpolate Z. At each (v, Q ) point,
the value of Rd in e'=d/(1+eRd) was taken to be
that listed in Table XII. Values of 5 and its ran-
dom error from these fits are reproduced in
Table XII along with estimates of the total system-
atic uncertainty 4~. One contribution to this un-
certainty arose from the ambiguity in the appro-
priate choice of R~ used to calculate g' and ranged
from 0.0 to 0.02 in 5. Another uncertainty arose
from the uncertainty of 1.3%%uo in the ratio of deu-
teron to proton normalization factors N„e/N„e
and ranged from 0.01 to 0.12 in 5. A third uncer-
tainty in 5 arose from taking the normalization
factor N„o to be equal to N~do, which had been cal-
culated by a comparison of elastic e-P cross sec-
tions; this uncertainty ranged from 0.02 to 0.23 in
5. The quadratic sum of these three uncertainties
is presented in Table XII as 46 and is, in general,
much smaller than the random error in 6.

The result 6 =0 is consistent with all the data
listed in Table XII. Values of 5 are typically less
than 1 standard deviation, and in only two instances
more than 2 standard deviations, different from
zero. Weighted averages of ~ for each of the 11
values of x are presented in Fig. 29 along with
their random errors. Systematic uncertainties in
these averages range from 0.03 to 0.08 and are
largest for the range 0.15 ~ x& 0.33. No statistical-
ly significant deviation from zero can be seen any-
where in these data. When the normalization fac-
tor N«was taken to be unity instead of 1.019,
the average values of 5 in the range 0.10 ~ x
& 0.50 were all within 1 standard deviation of zero.
The average of 5 over the full x —.Q array, 6

=0.031 +0.015, has a total systematic uncertainty
of h5 =0.036 and is consistent with zero. If 5

calculated using only cross sections from experi-
ments A and B, its average over the restricted
x —Q~ array is 5=. -0.001 d:0.022. The only sug-
gestion of some nonzero behavior of 5 occurs for
8'& 2.5 GeV and x~0.60, where R„ is consistently
smaller than R~. Present estimates of the off-
mass-shell corrections to the deuteron smearing
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ratios (see Reference 63 and Appendix C) are
much smaller than the errors in R, and cannot ex-
plain this effect. Except for this possible differ-
ence at low 8', which could be influenced by tails
from the nucleon resonances, we conclude that
R„=R~, and hence that R„=R~, over the full range
of the x-Q array.

C. Kinematic variation of R& and R~

The behavior of R in the Bjorken limit is an im-
portant test of constituent models ' ' of nucleon
structure. In conventional field theories with only
spin--,' charged constituents, R should vanish as
1/Q in the Bjorken limit. "". More recently, field
theories with asymptotic freedom'8 predict that R,

should vanish as 1/lnQ'. In both cases, the pres-
ence of charged spin-0 constituents would be re-
flected in a nonvanishing contribution to R, i..e.,
R itself should scale. '3 The kinematic variation of
R was, however, difficult to ascertain because of
large random errors and systematic uncertainties
in the present data. Consequently, two approaches
to the study of the kinematic variation of R~ and
R„were used. In the first approach, universal fits
were made to the entire body of data, for R~ or R„.
In the second approach, individual fits to R~ or R„
were attempted at each of the 11 values of x at
which these quantities were available. The inter-
pretation of these fits is discussed in this section.

The results of four least-squares fits to all the
data for R p and R„are presented in Table XIII. In-
cluded in the table are the best-fit parameters,
their random errors and systematic uncertainties,
and the X sum for each fit. Systematic uncertain-
ties in the fit parameters arising from the five
uncertainties in R~ or R„were added in quadrature
to produce the numbers listed under 4 in Table
XIII. When only the R~ or R, data for S'~ 2.0 GeV
were used in these fits, the best-fit parameters
shifted by less than 1 standa, rd deviation.

The X2 for the universal fits to R~ was consis-
tently smaller than the X for the corresponding
fits to the R„data. This fact probably reflects the
fact that the random errors for R„are smaller,
relative to the systematic uncertainties, than those
for R~. In addition to the fits listed in Table XIII,
fits of the forms R =cQ, R =cQ (1 —x), R =Q /v
were attempted. These functions provided very
poor fits to the data, and are consequently not
listed. Except at low x& 0.2, the data for R~ arid

R~ are inconsistent with a linear rise in Q, as
required by simple vector-dominance models of
inelastic e-N scattering. A constant value still
fits the R~ data quite well. The best-fit value R~
=0.14+0.07 is consistent with the values R~=0.18
+0.10 and Rp 0.16 +0.10 reported in earlier de-
terminations' of this quantity over different kin-
ematic ranges. On the basis of X', a constant fit
to the R„data fares rather poorly, but this may
reflect only the influence of systematic uncertain-
ties, particularly in the deuteron normalization
factor PP„'c. The strict Callan-Gross relation
R =Q'/v fits both proton and deuteron data very
poorly, and the form R =cQ'/v' is only marginally
better. However, a more general spin--,' predic-
tion ' R =g(x)Q /v' provides an excellent repre-
sentation of the R~ data and a fair representation
of the R, data. Such a deviation from simple Q /v'
behavior at large + has been predicted from
Hegge arguments in the framework of light-cone
algebras ~ and deduced 7 from p electroproduction
data. 8 The fitting function~~ R =cQ /(Q +d )
ensures that R -0 as Q -0, as required by gauge
invariance, and vanishes as 1/Q is the Bjorken
limit. It provides excellent fits to both the proton
and deuteron data. A similar fit, R =cQ /(Q
+d ), that vanishes as Q -0 and approaches a
constant in the Bjorken limit, fits the R~ and R&

data with equally good X . However, the best-fit
values of d' are negative producing singularities

TABLE XIII. Universal fits to R& and Rq. The best-fit parameters for each fit function are
listed along with the total X of the fits to 75 data points. The quantity 6 represents the system-
atic uncertainty i:n each parameter.

Fit
function

Proton
Best-fit parameter

Deuteron
X Best-fit parameter X2

R=c c= 0.138+0.011 0.056

c= 0.392 +0.100 0.1 52
d= 0.073 +0.012 ' 0.041

71 c= 0.175+0.009

c= 0.334 +0.080
d= 0.108 +0.010

0.060 107

0.135 116
0.0 56

cq2
(q2+ d2) 2

c
1+d ln(q 2/M2)

c= 0.861*0.202'
d = 0.988 +0.388~

c= 0.294 +0.063
d= 0.808 +0.358

0.363~

0,229K

0.165
0.237

62 c= 1.281 +0.167
d2= 1.158 +0.241~

58 c= 0.355 +0.045
d= 0.665 +0.184

0.399~ 73
0.289 ~

0.206
0.261

~ In units of GeV~.
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in R~ and R, at Q =-d, and the fit is not included
in Table XIII. The final fit is derived from R=n/
ln(Q'/P'), with d=(1nM'/P )

' and c=u'd. While
this fit is necessarily singular at Q =P', or at
Q =0.255 GeV for the proton and Q =0.196 GeV
for the deuteron, the model is intended to apply
in the limit of high Q~. This function fits the data
equally as well as R =cQ2/(Q2+d')', and the pres-
ent data cannot distinguish between an asymptotic
1/Q and 1/lnQ2 behavior of R in the Bjorken limit.
Although these two functional forms fit the data
better than the constant fit, we cannot rule out a
nonvanishing contribution to R, at least not on the
basis of the universal fits to all the present data.
For a sample of data restricted to x~ 0.25, the
constant, the asymptotic 1/Q and the 1/lnQ func-
tions all fit R~ equally well, while the constant fit
is still a poor representation of the data for A„.

The x-Q array permitted a study of the Q de-
pendence of Rp and R„ for fixed values of x in the
range 0.1- x & 0.8. This approach allowed unbiased
tests of functional forms that could not be fitted
satisfactorily to the overall x dependence of R, and

consequently allowed more stringent tests of the
behavior of R~ and R„ in the Bjorken limit for var-
ious regions of x. The data for R~ and R„are
plotted versus Q in Fig. 80 for the 11 fixed values
of x available. The three curves plotted at each x
in these figures represent best fits of the function-
al forms R =c(x); R = n (x)/ln(Q2/P2), and R
=c(x)Q /(Q +d )2, corresponding to three of the
universal fits reported in Table XIII.

The two parameters I6' and d' were set equal to
the corresponding parameters of the universal fits
in Table XIII. The best-fit parameters of these
fits are plotted versus x in Fig. 31, and the total
y' for the 11 fixed-x fits (64 degrees of freedom)
of each function are also given. The solid lines in
this figure represent the values of the best-fit
parameters of the corresponding universal fits
from Table XIII. Fixed-x fits of other functional
forms were also attempted. In particular, a form
R= c(x)/Q' fits the R, data well for x o- 0.25 but has
less than 20'%%uo confidence for x ~ 0.2. The form
R = c(x)Q' is consistent with the data for x~ 0.2,
but is a very poor fit at higher x. Over the full
range of x, it is difficult to distinguish among the
constant, the asymptotic 1/Q', and the 1/lnQ' fits
to R. The relatively large values of X' obtained
in the constant universal fits can be seen to be the
result of a slow variation of R with x. For both
the proton and deuteron, R varies from about 0.3
at low values of x to about 0.1 at the high values of
x reported. On the other hand, the success of the
universal 1/lnQ' fit can be attributed to the fact
that it accomodates, perhaps fortuitously, this x
variation of R~ and R~ quite well. The modified

1/Q' universal fit also represents the low-x, low-
Q' behavior of R~ and R~ fairly well, and provides
an equally good fit as 1/lnQ' to all the data. In
summary, the present data for R~ and R„are con-
sistent with either a constant, a 1/Q', or a 1/lnQ'
dependence in the Bjorken limit. The present er-
rors for R do not allow us to distinguish among
these three functional forms.

The x-Q' array also permitted a study of the
kinematic variation of vR~ and vR„ for fixed values
of x. Light-cone algebras with only spin- —,

' charged
constituents predict" "that vR should scale, i.e.,
vR(x, Q') =a(x). H there are charged spin-0 par-
tons in the nucleon, 23 then vR(x, Q ) = a(x)+ vb(x),
where b(x) is the ratio of spin-0 to spin- —, contri-
butions" to vW„ in the limit of large Q'. Other
non-spin--, ' contributions'. to vR', would also result
in a nonzero value of b(x), as would also be ex-
pected in asymptotically free field theories. "

In Figs. 32, 33 vR~ and vR„are plotted versus
Q' for fixed values of x between 0.1 and 0.8. The
solid lines represent least-squares fits of the
form vR=a+bv=a+(b/2Mx)Q'. Best-fit values of
b(x) and its random errors and systematic uncer-
tainties are given in Table XIV for the eleven
values of x studied. The five contributions to the
systematic uncertainty in R~ and R„also give un-
certainties in the parameter b. The quadratic sum
of the five such uncertainties in b is reported in
Table XIV as 4b, the systematic uncertainly in b.

When these fits were restricted to W& 2.0 GeV,
the best-fit values of b shifted by less than 1 stan-
dard deviation, except at x=0.5, where b~ shifted
from 0.123 +0.075 to 0.023+ 0.114, and b„shifted
from 0.234 + 0.062 to 0.172+ 0.089. When fits of
the form vR = a+ bv were made to data for the
x-Q' array restricted to experiments A and B, the
results for b~ and b~ agreed with those of Table
XIV within their random errors. For 0.25 ~ x
~ 0.80, b~ is small and consistent with zero, within
the random errors quoted. The average of b~ over
this range of x is b~=0.035+ 0.036 withanestimated
systematic uncertainty of 0.033. Over this same
range of x, b„ is frequently inconsistent with zero,
within 2 standard deviations. Its average value
over this range is b„=0.161+ 0.030, with a syste-
matic uncertainty of 0.037. The present results
are consistent with the scaling of vR~ in this range
of x, indicative of purely spin- —, constituents, in
a parton model of the proton. The error in b,
however, allows up to about a 10%%u~ spin 0 contri-
bution to vW2~. The results are not consistent with
scaling pf vR„. They are also consistent with about
a 25% spin-0 contribution to vW,". These spin-0
contributions would lead to nonvanishing values of
R~ and R„ in the Bjorken limit. " Asymptotically
free field theories" are also consistent with these
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results, as they predict~ a small increment above
exact scaling behavior for vR. Large values of b

are encountered for x~ 0.2, but a considerable
portion of the data at these values of z is for
Q'~ 2.0 GeV, and the observed slope may repre-
sent only the low-Q' turn-ons' of vW, . One could
argue that the Fermi motion of the nucleons within
the deuteron might lead to a nonzero value of b„,

while b~ remained equal to zero. But as discussed
in Appendix C, the approximate equality of the
smearing ratios for W, and W, implies that smear-
ing should have little effect upon R~. Off-mass
shell corrections to these smearing ratios are
expected to reduce R, at low Q', but these effects
are estimated to increase b„by about 0.01. It is
presently unclear whether the behavior of vR~ at
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FIG. 31. Best-fit parameters of fixed-x fits to the
R& and R~ data. Errors shown are purely random.

0—

x=0.75

x =0.80

E, v' 1+R
(xE ) ~Q 1+ v'/Q' (6,4)

for the Q', v range of this experiment. Figure 34
shows K averaged over Q' versus x' for the proton
and deuteron, and Fig. 35 shows K averaged over
x versus Q'. Significant deviations from Callan-
Gross are seen at low x and low Q'. These devia-
tions are expected and may come from binding
effects of spin- —,

' constituents, low- and high-Q'
nonscaling effects, or spin-0 constituents.

fixed x is indicative of a non-spin- —, contribution
to inelastic e-d scattering or is due to some aspect
of deuteron binding not now understood.

Recently, the Callan-Gross relation R = Q'/v'
(i.e., E, =xF,) has been assumed in the analysis
of neutrino experiments. 7' As indicated earlier,
the parton model predicts B= a(x)/v for general
spin- —,

' constituents. The Callan-Gross relation
is specifically for unbound constituents [i.e., a(x)
=Q'/v=2Mx]. We note that as v-~, R-0 in
either case and the relation E,=xI, is satisfied.
Here we present the deviation

0 2 4 6 8 IO 12 14 16
Q2 (GeV2)

FIG. 32. The quantity vR& plotted against Q2 for the
11 fixed values of x studied.

D. Separation of the structure functions

At each kinematic point of the x-Q' array, the
quantities 2MB', and vR', were derived from o~
and o ~ for both proton and deuteron according to
Eq. (1.3). The separated values of E,(x, Q')
=2MW, (x, Q') and E,(x, Q') =vW2(x, Q') are re-
ported in Table XV, along with the random errors
and relative systematic uncertainties in these
quantities. Plots of E,(x, Q') and F,(x, Q') versus
Q' for selected fixed values of x are presented in
Figs. 36 and 37 for both the proton and deuteron.
The random errors in I", and E, were computed
from the error matrix of the least-squares fit to
Z, and therefore include a contribution from the
random error in R at each point. As most of our
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FiG. 34. Values of K, averaged over Q2, plotted
against x for the proton and deuteron. X is defined in
Eq. (6.4).
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x=0.50

I i I i I i I & I & I i I

x= 0.60

I i I i I i I i I I I I I I

x=0.67

x= 0.75

cross-section data were measured at values of q

between 0.6 and 0.9, this contribution is, in
general, much larger for F, (corresponding to
e =0) than for I', (corresponding to & =1). The
relative uncertainties, which arise from the nor-
malization uncertainties and from the cross-sec-
tion uncertainties listed in Table VII, are those
which can affect the Q' dependence of E, and F,.
They were estimated in a manner similar to that
used to estimate the uncertainties in R, and were
added in quadrature to produce the numbers listed
under & in Table XV. The relative uncertainty

I & I i I i I i I & I

x=0.80
0.3

0.2

I I I I

Proton

I i I i I i I i I & I & I

0 2 4 6 8 I 0 I 2 I 4 I6
Q2 (Gev2)

FIG. 33. The quantity vR~ plotted against Q2 for the
11 fixed values of x studied.

0

—0. I

. TABLE XIV. Best-fit parameters b and their random
errors and systematic uncertainties from least-squares
fits of the form vR= a+ bv.

—0.2

0.4

0.3

I I I I I I I I

Deuteron

0.10 0.679 +0.330
0.15 0.278 + 0.166
0.20 0.118+ 0.090
0.25 0.014+ 0.084
0.33 0.003 + 0.098
0.40 0.055 +0.066
0.50 0.123+ 0,075
0.60 -0.087 +0.123
0.67 -0.111+ 0.148
0.75 0.009-+0.221
0.80 0.496 + 0.642

0.130
0.111
0.058
0.033
0.030
0.032
0.034
0.036
0.049
0.031
0.049

bg

0.478 +0.231
0.331+0.145
0.41 5 +0.088
0.108+0.071
0.195+0.086
0.129+ 0.055
0.234 + 0.062
0.148+ 0.096
0.114+ 0.116
0.233 + 0.198
0.169+0.562

Ebs

0.109
0.133
0.101
0.037
0.029
0.036
0.039
0.038
0.040
0.033
0.045

0.2
K

O. l

'fI t

-O. I

02 I I I I I I I I

0 2 4 6 8 IO I2 I4 I6 IS
Q (GeV

FfG. 35. Values of K, averaged over x, plotted
against Q2 for the proton and deuteron. K is defined in
Zq. (6.4).
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TABLE XV. Separated values of 2M%'~ and vR'& and their random errors and relative systematic uncertainties.

q2 (Geg2) 2MW~ v W~~ 2MW vW~

0.10
0.10
0.10
0,10
0.10

0.15
0.15
0.15
0.1 5
0.15
0.15
0.15

0,20
0.20
0.20
0.20
0.20
0.20
0.20
0.20

0.25
0,.25
0.25
0.25
0.25
0.25
0.25
0,25

0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33

0.40
0.40
0.40
0.40
0.40
0.40
0.40
0.40

1.00
1.25
1.50
2.00
2.50

1.00
1.25
1.50
2.00
2.50
3.00
3.50

1.00
1.25
1.50
2.00
2.50
3.00
3.50
4.00

1.00
1.25
1.50
2,00
2.50
3.00
4.00
5.00

1.50
2.00
2.50
3.00
4.00
5.00
6.00
7.00

2.00
3.00
4.00
5.00
6.00
7.00
8.00
9.00

2.7320 + 0,2435
2.5293+ 0.2333
2.6576 + 0.1983
2.5390 + 0.2401
2.3170+0.6479

1.6898 + 0.1661
1.9501+0.1395
2.1034+ 0.1369
1.8090 +0.0937
1.7987 +0.1546
1.8201+0.1803
1.9293 + 0.2252

1.5845 + 0.1 287
1.4686 + 0.1173
'1.2762+ 0.'1 070
1.4645 + 0.0710
1.6122 + 0.0776
1.5177 + Q.QS48

1.4257 + 0.1150
'I.49'I 2+ 0.0967

1,0798+0.1 275
1.3236 + 0.1200
1.1189+ 0.0962
1.1714+ 0.0662
1.1623+0.0920
1.1688 +0.0612
1.1873+ 0.0792
1,2402 + 0.0653

0.7480 + 0.1035
0.8939+ 0.0505
0.8863+0.0734
0.8064+ 0.0316
P.8449+ 0.0331
0.8084 + 0.0452
O. 5898+ 0.0765
0.6487 + 0.085V

0,6927+ 0.0464
0.6342+ 0.0250
0.5570 + 0.0252
0.5683 + 0.0229
p.oV31 + 0.0228
0.5430+ 0.0280
0.4982+ 0.0261
0.4746+ 0.040'1

0.2168
0.2083
0.2238'
0.2242
0.2683

0.1565
0.1 574
0.1514
0.1404
0.1 513
0.1502
0.1 548

0.1 575
0,1416
0.'1 205
0.1029
0,1067
0.1086
0.1036
0.1021

0,1 642
0.1383
0.1162
0.0858
0.0872
0.0787
0.0720
0.0716

0.1193
0.0677
0.0749
0,0467
0.0449
0.0435
0.0312
0.0323

0.0578
0.0356
0.0309
0.0272
0.0259
0.0238
0.0218
0.0205

0.3100+ 0.0086
0.3291 +0.0092
0.3381 + 0.0093
0.3598 + 0.0172
0.4295+ 0.0737

0.3308+0.0062
0.3315+ 0.0074
0.3283 +0,0068
0.3448+ 0.0089
0.3617+0.0162
0.3544+ 0.0249
0.3321 + 0.0277

0.3183+ 0.0049
0.3288 +0.0061
0.33gg + 0.0056
0.3333+ 0.0058
0.3270 + 0.0076
0.3394 + 0.0124
0.3457 + 0.0171
0.3247 +0.0156

0.3184 + 0.0046
0.3112+0.0046
0.3188+0.0042
0.3253 + 0.0047
0.3195+ 0.0072
0.3211+0.0086
0.3082 + 0.0129
0,2959 + 0.0112

0,2916 + 0.0038
0,2794 +0.0033
0.27 56+0.0043
0,2799 + 0.0039
0.2674 + 0.005V
0.2600 + 0,0080
0.3114+ 0.0243
0.2795 +0.0336

0 2464 +0 0028
0.2303+ O.OQ32

0.2331 + 0.0041
0.2259 + 0.0049
0.2118+0.0044
0.2091 + 0.0082
0.2170 +0.0088
0.2104 +0,0202

0.0088
0.0002
0.0095
0.0099
0.0193

0.0098
0.0101
0.0096
0.0102
0.0143
0.0146
0.0147

0.0089
0.0097
0.0098
0,0093
0.0098
0.0124
0.0132
0.0130

0.0087
0.0088
0.0088
0.0087
0.0095
0.0100
0.0100
0.0103

0.0079
0.0071
0.0076
0.0070
0.0072
0.0078-
0.0069
0.0063

0.0062
0.0055
0.0057
0.0054
0.0052
0.0056
0.0058
0.0048

5.3689 + 0.3524
5.3258 + 0.4165
5.0837 +0.3422
5.1486+0.3443
5.2006+ 0.9577

2.9340 + 0.2830
3.1496+ 0.1921
3.2092 + 0.2393
2.9493 +0.2033
3.0912 + 0.2153
3.5006+ 0.2277
3.441 5 + 0.2787

2.7658 + 0.1911
2.5827 + 0.1845
2.2'1 35+0.1 557
2,4341 + 0.1128
2.5299 + 0.1466
2.5064 + 0.1276
2.2603 + 0.1571
2.2965+ 0,1345

1.8854 + 0,1832
2.1859 + 0.1662
1.8561 +0.1320
'1.8545 +0,0985
1.8625+ 0.1642
1.9217 +0.0848
1.9741 + 0.1030
2.0184 + 0,0838

1.2260 + 0.1298
1.4293+0.0659
1.5366+0.1389
1.2626+ 0.0401
1.2266 + 0.0442
1.1362+ 0.0569
1.2554 + 0.0927
1.2306 + 0.1015

1.0314+0.0573
0.975'1 + 0.0299
0.883'1 + 0.0302
0.8589+0.0277
0.8422+ 0.0257
0.8108+ 0.0314
0.7907 + 0.0290
O.V 868+ 0.0476

0.4173
0.4Q67
0.4125
0,4315
0.5660

0.2900
0.2917
0.2555
0.2427
0.2792
0.2940
0.2923

0.3209
0.2822
0.2356
0.1784
0.1873
0.1996
0.1900
0.1 844

0.3399
0.2872
0.2364
0.1508
0.1633
0.1339
0.1325
0.1273

0.2470
0.1277
0.1451
0.077'7

0.0733
0.0750
0.0603
0.0588

0.1054
0.0594
0.0516
0.0433
0.0421
0.035.8
0.0343
0.0335

0.5808 + 0.0126
0.6120+O.Q1 54
0.6402 + 0.0145
0.6441 +0.0248
0.6649 +0.1090

0.6032 +0.0093
0.6118+0.0103
0.6216+0.0101
0.6459 + 0.0132
0.0613 +0.0223
0.6407 +0.0336
0,6649+0.0357

0.5720 +0.0073
0.5880 + 0.0085
0.6000 +0.0076
0.6076 +0.0077
0.5S86 + 0.0108
0.6113+0.0.169
0.6367 +0.0236
0.6385 +0.0218

0.5509 +0.0066
O.5500 +0.0067
0.557 5+0.0058
0.5623 + 0.0063
0.5634 + 0.0100
0.5559+0.0113
0.5493 + 0.0176
0.5295 + 0;0142

0.4827 + 0,0053
0.4676 + 0.0046
0.4559+ 0.0062
0.4622 +0.0051
0.4534+ 0.0080
0.4590 +0.0106
0.4201 +0.0301
0.4124 + 0.0401

0.3985+0.0038
0.3732 +0.0042
0.3700 +0.0054
0.3610 +0.0062
0.3521 + 0.0054
0.3501 + 0.0098
0.3399+0.0105
0.3289 +0.0246

0.0206
O.Q205
0.0215
0.0225
0.0451

0.0217
0.0230
0.0219
0.0236
0.0330
0.0345
0.0369

0.0197
0.0213
0.0212
0.0205
0.0221
0.0277
0.0303
0,0312

0.0186
0.0'1 91
0.0189
0.0184
0.0206
0.020V
0.0223
0.0236

0.0163
0.0146
0.0157
0.0145
0.0146
0.0164
0.0092
0.0094

0.0118
0.0109
0.0117
0.0097
0.0099
0.0079
0.0079
0.0074,

0.50 3.00
0.50 4.00
0.50 5.00
0.50 6.00
0.50 7.00
0.50 8.00
0.50 10.00
0.50 12.00

0.4129+ 0.0194
0.3439 + 0.0167
0.3166+0.0164
0.3181+ 0.0134
0.3014+ 0.0136
0.2974+ 0.01 59
0,2555 + 0.0160
0.2501 + 0.017 5

0.0248
0.0182
0.0153
0.0136
0.0135
0.0115
0.0112
0.0095

0.1714+ 0,0021
0.1677 +0.0028
0.1 593 +0.0029
0.1 505 + 0.0027
0.1453 +0.0029
0.1392+0.0047
0.1429 + 0.0067
0.1379+0.0083

0,0040
0.0037
0,0033
0.0033
0.0031
0.0026
0,0030
0.0033

0.6160 +0.0228
0.5286+ 0,0188
0.4644 + 0.0183
0.4516 + 0.0156
0.4365 + 0.0'1 50
0.4080 + 0.0176
0.4063 + 0.0174
0.3823 + 0.020 5

0.041 7

0.0302
0.0236
0,0217
0.0210
0.0163
0.0163
0.0143

0.2679 +0.0028
0.2558 +0.0038
0.2454 +0.0036
0.2380 + 0.0034
0.2279 +0.0033
0.2285 +0.0056
0.2124 +0.0075
0.2084 +0.0104

0.0075
0.0072
0.0056
0.0060
0.0055
0.0042
0.0045
0.0048

0.60
0.60
0.60
0.60

5.00
6.00
7.00
8.00

0.1736+ 0.0114 0.0082 0.1023 + 0.0018 0.0020
0.1601 + 0.0085 0.0072 0.0983+0.0018 0.0020
0,1624 + 0.0070 0.0068 0.0900 + 0.0015 0.0020
0.1484+0.0081 0.0055 0.0884+ 0.0022 0.0017

0.2902+ 0.0130
0.2542 + 0.0094
0.2338 + 0.0078
0.2142+ 0.0093

0.0126
0.0111
0.0106
0.0078

0.1470 + 0.0023
0.1395+0.0021
0.1319+0.0017
0.1290 + 0.0026

0.0028
0.0030
0.0033
0.0024
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TABLE XV. (Continued)

q~ (Gey2) 2MW~i 2MW i vW~

0.60
0.60
0.60

10.00
12.00
14.00

0.1370+0.0068 0.0047 0.0809 + 0.0021 0.0016 0.19S4+0.00S3 0.0067 0.1188+0.0027
0.1335+ 0.0081 0.0045 0.0726+ 0.0046 0.0016 0.1882 + 0.0097 0.0064 0.1144+0.0056
0.1252 + 0.0072 0.0042 ' 0,0712 + 0.0041 0.0016 0.1807+0.0088 0.0057 0.1047 +0.0050

0.0022
0.0024
0.0022

0.67
0.67
0.67
0.67
0.67
0.67
0.67

6,00
7.00
8.00

10.00
12,00
14.00
16.00

0.0997 + 0.0085
0.0937 + 0.0051
0.0861 + 0.0048
0.0813+ 0.0044
0.0784 + 0.0043
0.0699 + 0.0040
0.0573 + 0.0074

0.0042
0.0039
0.0031
0.0028
0.0029
0.0022
0.0018

0.0653 + 0.0014
0.0604+ 0.0011
0.0597 + 0.0013
0.0519+0.0015

0.0455 + 0.0019
0.0444 + 0.0022
0.0470 +0.0039

0.0012
0.0012
0.0013
0.0009
0.0008
0.0009
0.0010

0.1651 +0.0099
0.1469+0.0060
0.1392+0.0054
0.1182+ 0.0052
0.1069+0.0050
0.0960+0.0048
0.0980+0.0090

0.0065
0.0059
0.0046
0.0039
0.0037
0.0030
0.0029

0,0929 +0.0018
0.0868+0.0013
0.0804 +0.0015
0.0737 +0.0017
0.0677 + 0.0021
0.0677 +0,0027
0,0592 + 0.0047

0.0017
0.0018
0.0015
0.0013
0.0012
0.0014
0.0012.

0,75
0.75
0.75
0.75
0.75
0.75

8.00
9,00

10.00
12.00
'14.00
16.00

0.0411+ 0.0051
0.0389+ 0.0028
0.0359+ 0.0024
0.0332+0.0020
0.0294 + 0.0018
0.0264 + 0.0016

0.0016
0.0013
0.0012
0.0012
0.0009
0.0008

0.0300 + 0.0010
0.0279 +0.0006
0.0267+ 0.0008
0.0237 + 0.0009
0.02'13 + 0.0010
0.0199+0.0009

0.0006
0.0005
0.0005
0.0004
0.0004
0.0004

0.0537 + 0.0064 0.0022
0.0580+ 0.0034 0.0019
0.0550+0.0028 0.0018
0.0480 +0.0023 0.001 6
0.041 5 +0.0022 0.0012
0.0361 +0.0019 0.0011

0.0445 +0.0012
0.0400 +0.0008
0.0369 +0.0009
0.0339+0.0009
0.0314 +0.0012
0.0305 +0.00'1 1

0.0008
0.0007
0.0006
0.0006
0,0006
0.0006

0.80
0.80
0.80

12.00
14.00
16.00

0,0194+ 0.0018 0 ~ 0006
0.0169+0.0014 0.0005
0.0145+ 0.0010 0.0004

0,0133+ 0.0006
0.0125+ 0.0006
0.0116+0.0005

0.0002 0.0263 + 0.0020 0.0008
0.0002 0.0252 + 0.0016 0.0007
0.0002 0.0212 + 0.0012 0.0006

0.0204 +0.0007 0.0003
0.0179+0.0008 0.0003
0.0173+0.0006 0.0003

VII. TESTS OF STRUCTURE-FUNCTION
SCALING

A. Introduction

Experimental tests of structure-function scaling
are fraught with ambiguity. Apparent deviations
from exact scaling may arise from such diverse
effects as two-photon exchange, low-Q' turn-on"
of vR'„s-channel resonance contributions, and
nonleading terms in the light-cone expansion of
the current commutator. They may obscure
genuine scaling deviations predicted by field

theories with parton structure, '5~" anomalous
dimensions, "and asymptotic freedom, "or arising
from the production of charmed" or colored
states. v' Bjorken's original hypothesis" was that
2MW, (v, Q') and vW, (v, Q') would scale in the vari-
able ~= 2M v/Q' (i.e., become functions only of &u)

in the limit v-~, Q'-~, with v/Q' held fixed.
Within the experimental errors, the early data for
vW2~ was consistent with scaling in + for Q') l
GeV' and S'~ 2.6 GeV. In this experiment, use of
the scaling variable &o'= l/x'= ~+M'/Q'= l+ W'/Q'
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FIG. 36. Separated values of 2M'& -—E&(r, Q ) for the proton and deuteron plotted against Q for fixed values of x.
The errors shown are purely random.
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FIG. 37. Separated values of vW&-—E&(x,g ) for the proton and deuteron plotted against q for fixed values of x. The
errors shown are purely random.

extended the range of W for which scaling of vW2~

was valid down to W= 1.8 GeV. ' Other scaling
variables" """all of which approach &o as Q'
-, have been proposed to fit the data; they are
examined in Sec. VII B. In the remaining scaling
tests of this section, only the variables co and ~'
are used and deviations from scaling in these
variables are examined. Only data for Q'& 2 GeV'
and W= 2 GeV are used in these scaling tests.
These restrictions ensured that the tests were
influenced neither by the prominent electropro-
duction resonances nor by the low-Q' turn-on of
v W2.

The two independent structure functions F,
= 2MW, (x, Q ) and F, = vW, (x, Q') for the proton
and deuteron, as given in Table XV and plotted in
Figs. 36 and 3V, were used for the scaling tests
reported in Sec. VIIA. This method had the ad-
vantage that the extracted structure functions were
independent of any assumptions about the Q' de-
pendence of R. These "separated" data were best
suited for a comparison of the Q' dependence of the
four structure functions 2MW„vW2~, and 2MW"„
and vW", in the same range of kinematics. This
method of extracting the structure functions had
the disadvantage of limited precision, as the ran-
dom error in R at each kinematic point was pro-
pagated into the error in the two structure func-
tions. The range of Q and the number of data,
points available at each x were also somewhat
limited in this method.

The second method used to extract the structure
functions was similar to that used in earlier scal-
ing tests. ' In this method the structure function
vW, was extracted from the inelastic-cross-section
data using Eq. (1.3), and assuming a functional

form for R to be valid throughout the kinematic
region in which the cross sections had been mea-
sured. Whereas the constant value R~=0.18 was
used to extract vW, in the earlier tests, we used
the modified spin--,' form" 8 = cQ'/(Q'+d')' with
proton coefficients taken from Table XIII. This
functional form has the two advantages that it fits .

the R data better than the constant form, and that
it satisfies gauge invariance as Q -0, i.e. , ft -0
in that limit. Inelastic e-p, e-d, and e-n cross
sections from experiments A and B only (Table V)
were used in this method. Cross sections from
experiment 8 were normalized to those of experi-
ment A by the normalization factor N„~ = 1.010
discussed in Sec. VF. The uncertainty in the ex-
tracted values of 2MB', owing to our assumptions
about R, was deemed too large in this method, and
no results are presented for that structure func-
tion. The corresponding uncertainty in vW, was
always less than the statistical error in 2MB', .
Because of the statistical accuracy of this large
body of data for vR'„ this method was particularly
appropriate for a study of the possible functional
forms of Q'-dependent scale-breaking terms in
vW, .

A rough test of scaling is provided by plots of
all these "extracted" data for vW~, vW", , and vW",
versus x, as in Fig. 38, or versus x', as in Fig.
39. To a fairly good approximation these data
describe single functions of x or x', faring better
in the second variable. The usefulness of this
approach is limited, however, as small deviations
(on the order of 10-20%) from exact scaling
would not be apparent in these plots. More quan-
titative scaling tests were provided by fits of the
form vW, =f($)h(Q'), where g is one of the pro-
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FIG. 38. Values of vW), vW2, and vW2 plotted
against x. The errors shown are purely random.

FIG. 39. Values of vs, vW~, and vW~~ plotted
against x'. The errors shown are purely random.

posed scaling variables, and h(Q') is either unity
or a scale-breaking function. Such istheprocedure
used in Sec. VIIB, where several proposed scaling
variables are compared, and in Sec. VIIC, where
deviations from scaling of vW2~, vS'~„and vW", are
compared. The disadvantage of such an approach
is that the functional form assumed for the Q'-de-
pendent term h,.(Q') must be the same for all
values of $. This approach is not compatible with
certain field-theory models" ""that predict a
rise in the structure functions at low x and a falloff
at larger values of x. Deviations from scaling in
~ were further examined in Sec. VIID by fitting
functions with explicit Q'-dependent terms to E,
and E, for 11 fixed values of x = 1/~ in the range
0.1~ x& 0.8. The separated 2M%, and vW, data

of Table XV were ideally suited to this task, but
the accuracy of the results was limited by the
accuracy of the separated structure functions and
the ranges of Q' available at each x. More exten-
sive studies of the Q' dependence of vW, were pos-
sible using values of this structure function that
had been extracted from interpolated cross sec-
tions using the fit R= cQ'/(Q'+d~)'. The nor-
malized cross section from experiments A and 8
were first interpolated at fixed E and 8 to values of
E' corresponding to the 11 values of x used in the
x-Q' array. These data for vW, (x, Q') then per-
mitted extensive tests of the various functional
forms proposed for deviations from exact Bjorken
sea, ling.
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I

TABLE XVI. Deviations from scaling in ~, from least-squares fits of the form E;(x,Q )

=f;(~)h;(Q ) to the separated 2M'& and &8'2 data for 8"-2.0 GeV, Q ~2;.0 GeV.

Fitted
data '

(Q2) 1 2Q2/A 2

-2 (GeV-2) A -2 (GeV-2)
I;(Q')=(1+Q'/A )

'
-2 (GeV-2) A -2 (GeV-2)

P
P
d
d

0.1 ~g ~ 0.8
0.3~x ~0.8
0.1—x ~ 0..8
0.3 —g ~0.8

0.0144 + 0.0014
0.0147+0.0013
0.0].62 + 0.0012
0.0164 R 0.0012

0.0141+ 0.0008
0.0144 + 0.0008
0.0118+ 0.0008
0.0125 + 0.0009

0.0225 + 0.0038
0.0245+ 0.0040
0.0270 + 0.0039
0.0294+ 0.0043

0.0204+ 0.0017
0.0213+0.0009
0.0155 +0.0015
0.0173+ 0.0008

B. Comparison of 2%A', and vV~

The two independent structure functions
E, = 2MW, ( xQ') and E,=&W,(x, Q') reported in

Table XV were used in the scaling tests reported
here. As mentioned earlier only data for Q'~ 2
GeV' and W~ 2 GeV were used in these tests. Scal-
ing in the two variables $ = &u and $ = &o' was tested
by fitting functions of the form E,(x, Q'} =f.~($)h, (Q')
to these proton and deuteron data for E, and E,.
Here f ($)=Za, (1 —1/g)' and f,(g) =Zb,.(l —1/$)~,
where j ranges from 3 to 7. Three forms for
h,.(Q') were tested: a constant h,.(Q') =1 for exact
scaling; the scale-breaking form h,.(Q') = 1 —2Q'/
~,.' suggested by constituent models"~" wherein
1/A' is the parton "size, " and the propagator
form'"" h,.(Q') = (1+Q'/A, ') ' which is expected
in some finite-size constituent models" as well
as in heavy-photon theories. ' Best-fit values for
A,.' and for the polynomial coefficients a,. and b,.
were obtained simultaneously by least-squares fits.
Our studies indicated that the results for A, ' and

A, ' were independent of the functional forms chosen
for f,(g) and f,(]). The fits provided a comparison
of deviations from scaling in 2M%,

'

and vW, for
both the proton and the deuteron, independent of
assumptions about R. In particular, they permit
unbiased tests of models" that predict a larger
scaling violation for 2M W,

'

than for vW, .
The best-fit parameters 1/A, ' and 1/A, ' of fits

in the scaling variable $ = ~ are presented in Ta-
ble XVI. Systematic uncertainties in these quan-
tities arise from the same effects that led to the
relative uncertainties in E, and E, listed in Table
XV. These systematic uncertainties were added in

quadrature and included in the errors quoted. For
$= &o, the two scale-breaking forms listed in Table
XVI provided much better fits than the exact scal-
ing form E,(x, Q') =f,.(&u). Ove.r the full range of x,
the best-fit values for 1/A, ' and 1/A, ' were essen-
tially the same for the proton, but were different
by about 2 standard deviations for the case of the
deuteron. This difference may well have arisen
from smearing e'ffects, ' or resonance contribu-
tions" at low W, for 1/A, ' and 1/A, ' were equal
within 1 standard deviation when the deuteron data

were restricted to W&,2.6 GeV. For 0.3 & x~ 0.8,
the proton coefficients for the scale-breaking form
h&(Q') = 1 —2Q /A, .' are in agreement with the va, lues
1/A, ' = 0.0162 + 0.0024 and 1/A, ' = 0.0134a 0.0013
obtained earlier ~' for 0.33 ~ x& 0.67 using data
from experiments A and C. The results for 1/A, '
in the propagator scale-breaking form are also
in agreement with the results of similar fits to
recent data" for 2MW~ in the range 0.4 ~x&0.9,
where a value of 1/A, ' =0.0233 +0.0008 was re-
ported. For x&0.3, both the proton and deuteron
structure functions differed from scaling behavior
in co by less than 2 standard deviations. A com-
parison of these fits with the structure-function
data is presented in Figs. 40 and 41, where ratios
E,.(x, Q')/f, .(&u) have been plotted versus Q' at fixed
x. The polynomial functions f, correspond to the
structure-function fits of the form E,.(x, Q')
= f,.(&u)(1 —2Q'/A, .') to all the data in the kinematic
range W& 2 GeV, Q'& 2 GeV', 0.1 &x~0.8, as
listed in Table XVI. The solid lines represent the
best fits to these data of the two scale-breaking
forms listed in that table.

The best-fit parameters 1/A, ' and 1/A, ' of fits
to E, and E, using the scaling variable $ = &u' are
presented in Table XVII. Systematic uncertainties
in these quantities were estimated in the same
manner as they were for Table XVI, and are in-
cluded in the errors quoted in Table XVII. Except
for fits to vW,", the two scale-breaking functions
provided better fits to the data than the exact scal-
ing form E,(x, Q'} =f,.(ur '}. A. ll three functional
forms fit the data for pW," with a y' of 0.9 per de-
gree of freedom. The X' for the fits listed in Ta-
ble XVII ranged from 0.7 to 1.1 per degree of
freedom.

For data in the range 0.1 & x& 0.8 as noted in
Table XVII, the best-fit parameters 1/A, ' and

1/A, ' are equal for the proton, within errors;
vW~ is inconsistent with scaling in co', while
2MW~ is barely consistent, at the 2 standard-
deviation level. For the range 0.3 & x& 0.8, the
coefficients for the linear scale-breaking form
are consistent with the values 1/A, '= 0.0049+0.0035
and 1/A, '=0.0020+0.0018 reported earlier"' for
0.33 ~ x& 0.67 using data from experiments A and
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C. The results for 1/A, ' in the propagator form
are also consistent with the results of similar fits
to the recent data for 2M % ~ in the range 0.4 ~ x
~0.9, where a value of 1/A, '=0.0078+0.0006 was
reported. v' For either range of x, vS'", is con-
sistent with scaling in +', but 2M W", is not. How-
ever, if we restrict the data to 8'~ 2.6 GeV the
best-fit parameters 1/A, ' and 1/&, ' are equal
within 1 standard deviation and consistent with
zero. In the range 0.1&x&0.3, no violation of
scaling in ~' was observed for either the proton
or deuteron structure functions.

For the separated proton structure-function data
restricted to the kinematic region (Wo 2.0, Q'
& 2.0, x~ 0.3}, the results of our scaling tests

are unambiguous. Both structure functions are
inconsistent with scaling in ~ and vR', is incon-
sistent with scaling in co . The structure function
2M B"~ shows a violation of scaling in co' that is
equal to that exhibited by vW'~ with breakdown
parameters that are about the same, but the er-
rors are larger and preclude a completely con-
clusive result. Over the range of Q' (2.0 ~ Q'
~ 16.0 GeV') studied in these tests, we see a 40%%uo

violation of scaling in &o and a 15%%uo violation of
scaling in ~, for x~ 0.3. For either scaling vari-
able, no evidence is seen for different values of
1/A, ' and 1/A, ', even when we restrict Wo- 2.6
GeV, and we conclude that they are equal, within
the present errors. For the range 0.1 & x& 0.3,
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the two proton structure functions are consistent
with sealing in both ~ and co'. The lack of any
significant Q' dependence in this region, when
combined with the observed violation of scaling
for x~ 0.3, is consistent with field-theoretic
models" of nucleon structure.

The interpretation of our results for the deuteron
structure functions is not so straightforward. For
x~ 0.3, both 2MW," and vW," are inconsistent with
scaling in &u, with 35—45% scaling violations in the
range of Q2 studied. Over the same range of x,
2MW~ is inconsistent with scaling in +', showing
a 20/g violation, while vW, is consistent with scal-
ing in +'. For both scaling variables, the apparent
difference between 1/A, ' and 1/A, ' disappears when
the data are restricted to W~ 2.6 GeV, and we can
make no firm conclusions about its validity. Un-
certainties in the off-mass-shell effects in the
smearing corrections are largest at low W, but
the magnitudes of these uncertainties, as esti-
mated in Appendix C 2, cannot fully account for the
observed difference between 1/A, ' and 1/A, '.

In addition to the scaling variable + originally
suggested by Bjorken, "other scaling variables,
all of which approach up as Q'-~, have been pro-
posed to fit the low-Q' structure-function data.
The variable &uz=M/[(Q'+ v')-' '- vj has been sug-
gested" as the scaling variable appropriate to
light-cone algebras. The previously mentioned
scaling variable &u'= &u+M'/Q', which fit the
earlier proton structure-function data quite well, '
has been related to finite-energy sum rules. "

A phenomenological scaling variable u~
= (2M v+M, ')/(Q'+M, ') (where M,' and M,' are
fit parameters) that extends scaling of vW2~ down
to the photoproduction limit Q'=0, was first sug-
gested by Rittenberg and Rubinstein. " In an
analysis ' of previous electroproduction and photo-
production data, it was concluded the ~vW2~, not
vW2~, scaled in ~~, withinthe experimental errors.
Schwinger' has proposed a similar scaling variable
co~, with M, '= &M' and M~'= —,'M', which are close
to the best-fit values of these parameters in the
fits to vW2~, vW„and vW", discussed in Sec. VD3.
The scaling variable ~„=~+M„'/Q', where M„'
= 1.42 GeV', has been used to fit the recent data"
for 2MW~~.

The quality of scaling in any variable $ was
tested by fitting polynomials of the form
Za,.(l —1/$)', where j ranged from 3 to 7, to the
extracted data for v W„vW"„or v W", shown in
Figs. 38 and 39. Only data for W~ 2 GeV and
Q'~ 2 GeV' were used in these least-squares fits,
yielding a total of 274 degrees of freedom for the
proton data, and 257 for the deuteron and neutron
data. Over the full range of x available here
(0.10 & x & 0.85), these five-parameter polynomials
provided better fits than polynomials with n ranging
from 3 to 5. The values g for these fits, divided
by the number of degrees of freedom N~, are re-
ported in Table XVIII. In the case of the last two
scaling variables, co„and co~, the parameters
M„, M, and M ' were fit simultaneously with the
polynomial coefficients, and the number of degrees
of freedom accordingly was smaller. The best-fit

TABLE XVII. Deviations from scaling in ~', from least-squares fits of the form S';(x, Q2)
=f;(cu')Pg;(Q2).

Fitted
data

Pg, ;(q2) = 1 —2Q2/A, .2

-2 (GeV-2) A -2 (GeV-2)
I;(Q') =(1+Q'/A )

'
(GeV ) & (GeV )

P
P
d

0.1~x ~0.8
0.3 —x ~0.8
O.l ~x ~ 0.8
0.3~x ~ 0.8

0.0044 6 0.0024 0.0054 + 0.0012
0.0052+ 0.0025 0.0055 + 0.0013
0.0069 + 0.0022 0.0009 + 0.0013
0.0077 + 0.0020 0.0017+0.0015

0.0047 + 0.0030
0.0059 ~ 0.0031
0.0077 4 0.0029
0.0092 + 0.0031

0.0059 + 0.0015
0.0061 + 0.0017
0.0009 ~ 0.0013
0.0017+ 0.0016
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TABLE XVIII. )P/Nn for various scaling fits to vW2.

Fit
data &L)

274 10.05 2.30 4.56 4.56

vW2 257 12.97 2.60 5.70 5.95

vS"
2 257 2.33 1.32 1.63 1.68

1.43 1.42

1.62 1.62

1.29 1.29

values of M„' obtained were 1.352+ 0.032 for the
proton, 1.294+ 0.027 for the deuteron, and 1.109
+ 0.075 for the neutron. None of the scaling vari-
ables ~, ur', ~~, or ~~ could provide even ade-
quate fits to v W2~ or vW'„and only &' could fit the
neutron data with any degree of success. When
only data for W~ 2.6 GeV, Q'~ 2.0 GeV' were
used in similar fits, the values of y'/Nn were in
general smaller, but only &~ and ~~ could pro-
vide adequate fits to all three sets of data. As no
random error from the error in A was included in
the errors in the structure function vW„a y'/Nn
of 1.3 is judged a "good" fit and y'/Nn of 1.5 is
judged an "adequate" fit.

Polynomial fits in w„, wherein only the fourth
and fifth powers of (I —I/&g„) were used to fit the
structure-function data, were also attempted.
These fits are identical to those attempted by
Atwoodv' for the recent data for 2M W, . Results
of such fits are presented in Table XIX, where we
list M„' and the polynomial coefficients a4 and a»
together with the y'/Nn of the fits. Such fits to the
vW," data are clearly inadequate, but when vW,
and vW", are separated and fit independently, ade-
quate fits are obtained. However, the best-fit
values of M„' for the proton and neutron are sig-
nificantly different. Similar results" were re-
cently obtained for 2MW, . When the fit data are
restricted to W~ 2.6 GeV, the best-fit values of
M„change to 1.642+ 0.048 GeV for the proton
and 0.861+0.01V GeV'for the neutron. For com-
parison the value of M„' obtained by Atwood et al.
in a fit to 2M W', is M„' = 1.473 + 0.042 GeV' for the
yroton. " Our results for vW, agree with the re-
sults of Atwood et al. for 2M W, in that the neutron
structure functions appear to scale in +', -while the
proton structure functions scale in co„=&u+M„'/Q'

with M„' about equal to 1.5 GeV'. Adequate
two-parameter polynomial fits, for j values of 4
and 5, can be made to both vW, and vW", using
such a scaling variable, but this requires M„ to
be different for the proton and neutron.

D. Deviations from scaling in ~ or ~'

Rather than search for new scaling variables
that can fit all the data for vW„one can parame-
trize the deviations from scaling in a preselected
var iable, as was done for the E, and E, in Sec.
VIIA. In the same vein, we have made fits of the
form vW, (v, Q') =f(()h(Q') to the data for vW2~,

vW"„and vW", shown in Figs. 38 and 39. As in
Sec. VIIA, f(f) is a five-parameter polynomial in
g= &o or f= &o', and h(Q') is either the linear scale-
breaking form 1 —2Q'/A' or the propagator form
(1+Q'/A') '. Best-fit values of 1/A' and the poly-
nomial coefficients were obtained simultaneously
by least-squares fits. The results for A' were
independent of the functional form chosen for f($).
Although the scale-breaking forms studied cannot
vary with ur or v', this factorization method has
the distinct advantage of being a parametriza-
tion with greater statistical precision. The same
data for vWa (with Q' ~ 2 GeV' and W& 2 GeV) as
was used in the previous section are used here,
and the following results can be compared directly
with those in Tables XVIII and XIX.

For fits in the variable f = &o, both linear and
propagator scale-breaking forms provide much
better fits to vW, and vW, than functions that
scale in ~. But the X' for these scale-breaking
fits, which ranged from 1.90 to 2.28 per degree
of freedom, indicate that the full body of vW~ and
vW", data cannot be parameterized by either func-
tional form. However, both linear and propagator
forms provide good fits to the full body of vW",
data, achieving X' of 1.28 and 1.30 per degree of
freedom.

The X' for these scale-breaking fits improved
markedly when the structure-function data were
restricted to W~ 2.6 GeV. The X' per degree of
freedom ranged from 1.31 to 1.36 for fits to vW2~

and vW", „while it ranged from 1.60 to 1.71 for
fits to vW~. Best-fit parameters of these fits are

TABLE XIX. Fits in the scaling variable u&z.

Fit
data X /&g)

M~2

(GeV2) a4

vW"
2 259

1.55

2.33

1.41

1.512 +0.019

1.469 +0.017
(

0.792 +0.048

3.371 +0.022

4.842 +0.031

1.866 + 0.038

-3.218 +0.029

-4.308 +0.040

-1.561 +0.049
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TABLE XX. Scale-breaking fits to vw2=f(~)h(q ) for (W—2.6 GeV, Q ~2.0 GeV ).

ND

h(q 2) 1 2 q 2/A2
A-' (Gev-') X /ND

h(Q2) (1+ Q 2/Z2)-2

~ 2 (GeV 2) X /ND

vW~
2

vW"
2

vW2

193

183

183

0.0092 *0.0004

0.0100 +0.0003

0.0110+0.0010

1.33

1.60

1.31

0.0122 +0.0007

0.0133 +0.0006

0.0143 +0.0018

1.36

1.71

1.34

presented in Table XX with quoted errors that
include both random errors and systematic uncer-
tainties, added in quadrature. These uncertainties
arose from uncertainties in R and the measured
differential cross sections that were propagated
through the extracted values of vW, used in these
fits.

The linear and propagator scale-breaking forms
fit both the vW2~ and the vW", data equally well. In
both cases, the coefficient I/A' is less than 2

standard deviations larger for the neutron than for
the proton. The relatively poor y obtained for
vW2~ probably reflects the fact that its Q' depen-
dence is a composite of proton and neutron be-
haviors (and smearing).

Best-fit parameters of scale-breaking fits in the
variable g= ar' are presented in Table XXI, along
with y~/Nn for these fits. The quoted errors are
again the quadratic sum of random errors and
systematic uncertainties. For both cases of
W» 2.0 and W» 2.6 GeV the X' for these fits is
better than the X' of the +-scale-breaking fits
represented in Table XX. Adequate fits were ob-
tained even for the deuteron data. For W= 2 GeV,
the values of 1/A' for both linear and propagator
scale-breaking fits are, for the proton, within 1
standard deviation of the corresponding values of
I/A, ' reported in Table XVII. The extracted quan-
tities vW„vW,', and vW", clearly do not scale in
co'. Even when the kinematic range for the fits is

limited to W~ 2.6 GeV, the coefficients 1/A' are
not consistent with zero. No significant conclusions
can be made about the relative degrees of scale
breaking of the present data for vW, and vW",

other than that the breaking is similar for both.
In conclusion, we have made fits of the form

vW, =f(f)h(Q') to the v Wt and vW," data using both
scaling variables f = ur and $= ~'. Both linear and
propagator scale-breaking forms allow good fits
to these data. In the case of $ = ~, the proton data
Must be restricted to W» 2.6 GeV in order to ob-
tain a good fit. Adequate fits to vW", can be ob-
tained only for f= &u . Statistically significant scal-
ing violations are observed for fits in either scal-
ing variable to vW2~, vW» and vW",. Over the
range of Q' included in these tests (2.0 & Q' & 20.0
GeV'), we observe 33-40%%uo deviations from scaling
in &u and 14 22% deviations from scaling in ur . No
conclusive evidence can be found for different
scaling deviations for the neutron and proton.
Scale-breaking fits in the variable f= &u' provide
better fits to the proton data than fits with exact
scaling in co„.

E. Quantum chromodynamics

The strong evidence for scale breaking that we
observe in deep-inelastic electron scattering is
now seen as well in deep-inelastic muon scatter-
ing" "and also in deep-inelastic neutrino scatter-

TABLE XXI. Scale-breakirg fits to vW2—-f(~')h(q ).

Data Ng)

h(q 2) 1 2Q2/A2
& ' (GeV ') X'/N

h(q2) (1+ q2/p2)-2
A (GeV ) x /ND

vw~
2

vw"
2

vW"
2

273

256

0.0038 +0.0009 1.26

(a) W—2.0 GeV
0.0053 + 0.0003 1.30

0.0048 +0.0002 1.42

0.0060 + 0.00.04

0.0055 +0.0003
/

0.0042 +0.0011

1.32

1.44

1.26

vw~
2

vW2

vw"
2

193

183 0.0058 ~ 0.0004

0.0062 +0.0012

1.45

1.28

(b) W-2.6 GeU

0.0052 +0.0005 1.28 0.0061 +0.0007

0.0067 +0.0006

0.0069 +0.0017

1.28

1.48

1.28
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ing.""The muon measurements span a far
greater range in Q~ than ours: well beyond a
value of 100 GeV/c' as compared to our maximum
value of about 20 (GeV/c)'. Quantum chromodyna-
mics (QCD) can provide an explanation for scale
breaking in deep- inelastic lepton-hadron scatter-
ing. Because of the particular form of scale
breaking predicted from @CD, definitive tests of
this model can only be carried out over a much
greater range of Q' than is reported here. Pre-
liminary data from the present experiment, which
are totally consistent with our final cross sections,
have been combined with higher-Q' results from
muon scattering experiments for such compari-
sons."'4 It has been found that QCD gives a good
account of scale breaking in ep and pp scattering
and also &p and Pp scattering. ""

VIII. SUMMARY AND CONCLUSIONS

We have carried out an experimental study of
the neutron and proton deep-inelastic electromag-
netic structure functions. The structure functions
were extracted from electron-proton and electron-
deuteron differential cross sections measured with
the SLAC 8-GeV spectrometer in two experiments
at laboratory angles of 15', 18', 19', 26', and 34',
and from data from a prior experiment at 6 and
10 carried out with the 20-GeV spectrometer. We
report here on the large-angle (15'-34') measure-
ments and data analysis.

The experiments using hydrogen targets at the
larger angles repeat earlier measurements but
with improved statistical accuracy and expanded
kinematic range. These measurements were
supplemented by matched measurements using
deuterium targets. Neutron cross sections were
extracted from the deuteron data using an impulse
approximation and the measured proton cross sec-
tions. Corrections were made for the Fermi mo-
tion of the bound nucleons. We were thus able to
make a detailed comparison of the inelastic elec-
tron-proton and electron-neutron scattering cross
sections. The program of measurements allowed
more stringent tests of structure-function scaling
than earlier measurements. One of the primary
objectives of the measurements was the determina-
tion of the ratio of neutron to proton cross sec-
tions because the measured ratio puts constraints
both on parton, and on other, models of nucleon
structure.

An additional objective of the experiment was a
detailed examination of the angular dependences of
the cross sections so as to determine the kine-
matic variations of R~ and R„ for fixed x, the ra-
tios of the longitudinal to transverse cross sec-
tions. The behavior of R(Q') for fixed x reflects the

spin quantum numbers of those charged partons
carrying a fraction x of the nucleon's momentum.

These measurements, covering an extended
range of Q', confirm that scaling is only an ap-
proximate behavior of the structure functions.
A study of fits to the data with scale-breaking
forms has been made. Over the range of Q' of the
data, 1.0 to 20.0 GeV', we observe deviations from
scaling in the scaling variable ~' in the range of
14 to 22%. Deviations in the Bjorken variable &u,

for &u in the range 1.3 to 10.0, are as la.rge as 40/o,
confirming the trend of earlier results. A number
of theories, including asymptotic field theories,
predict small deviations from scaling aside from
the low-Q' turn-on of vW, scaling. The kinematic
range of these data alone is not sufficient to allow
us to make a choice among the various models.

The results indicate that the ratio of the neutron
to proton inelastic cross sections falls continuously
as the scaling variable x approaches 1. The ex-
perimental ratio falls to about 0.3 in the neighbor-
hood of x= 0.85 and hence is still above the lower
limit of 0.25 imposed by the quark-parton model.

From a comparison of the experimental results
for R~ and R„we find tha, t within experimental
errors R„=R~=R„and that their values over the
kinematic range are consistent with spin- —', con-
stituents of the nucleon. '

We conclude that the combined results of these
experiments are consistent with the predictions of
the quark-parton model of the structure of the nu-
cleon over an extended kinematic range, confirm-
ing the interpretation of earlier results.
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APPENDIX A: ACCEPTANCE ()F THE 8~V
SPECTROMETER

The solid-angle acceptance of the 8-GeV spectro-
meter was calculated in two primary steps that
utilized the SLAC beam-transport program TRANS-
PORT and a Monte Carlo ray-tracing program
initiated by Jordan. " Prior to these calculations,
a computer model of the spectrometer was formu-
lated; it incorporated ideal dipole and quadrupole
magnet elements as well as drift spaces and aper-
tures. The program TRANSPORT used this model to
generate matrices of transport coefficients that
describe the passage of charged particles through
the spectrometer magnet array. The transport
coefficients are first- and second-order coeffi-

cients in a Taylor-series expansion of the particle
coordinates (x, e, y, Q, z, 5=AP/P) about the spec-
trometer central ray. In the second step the
matrices of transport coefficients were used in the
Monte Carlo program to calculate the acceptance
of the individual segments of the spectrometer
focal planes.

The TRANSPORT model of the 8-GeV spectrometer,
the same for all momenta, is listed in Table XXII
for P = 8.0051 GeV. Negative quadrupole fields in-
dicate vertical focusing; P is the pole-face rota-
tion of the bending magnets relative to the central
ray. Similar models, with only the magnet field
strengths altered, were used at P =3.0062, 6.0091,
and 0.0026 GeV, where optics data on the 8-GeV
spectrometer were available. " Table XXIII lists
the magnet field strengths used at these momenta;
the numbers in parentheses represent the percen-
tage deviation from the measured field strengths, "
assuming linearity. The reason for the deviations
in the quadrupole strengths is discussed in the
following paragraph.

The principal first-order transport coefficients
measured in the optics tests are listed in Table
XXIV; their estimated accuracy is 1%." When
the measured magnet field strengths were used
in the above TRANSPORT model, we could not re-
produce these measured coefficients. We felt that
these discrepancies were caused by the proximity
of the magnets to the steel boom of the spectrome-
ter and to each other, resulting in distortion of

TABLE XXII. TRANspoRT model of the 8-GeV spectrometer: P = 8.0051 GeV.

1.
2

. 3.
4
5.
6.
7.
8.
9.

10.
11.
12.
13.
14.
15.
16.

17.
18.
19.
20.
21.
22.

Drift from target: 2.295 m
Quadrupole Q81 (z= 1.034 m, a= 13.97 cm, 7.488 kG)
Drift: 0.352 m
Aperture No. 1 [circle: (x2+ (y+0.24) } &18.02 cm]
Dr ift: 0.614 m
Quadrupole Q82 (z=1.334 m, a=19.37 cm, -10.827 kG)
Drift: 0.962 m

z of dipole B8& (z=1.8135 m, /=7. 5', 19.274 kG, n=0)
Aperture (-19.21 cm& y & 34.47 cm)
q of dipole B81 (z=1.8135 m, /=7. 5, 19.274 kG, n=0)
Drift: 0.3863 m
Swirl mask (normally out)
Drift: 0.5387 m
Dipole 882 (z=3.627 m, /=7. 5', 19.274 kG, n=0)
Drift: 0.762 m
Aperture No. 2 [octagon: ~y~ &16.5 cm, ~x~ & 14.5 cm,

aud ~y) & (24.6 cm)(l —~x(/(18.2 cm)}]
Drift: 0.243 m
Quadrupole Q83 (z = 1.334 m, a = 19.37 cm, -7.332 kG)
Drift: 4.198 m
0 focal plane
Drift: 0.555 m
Momentum focal plane

Total path length z«, = 21.861 m
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TABLE XXIII. Magnet-field strengths used in TRANspoRT . Units are kG. Quadrupole fieMs
are given at pole tip.

GeV) 3.0062 6.0091 8.0051 9.0026

81
Q82
881
B82
Q83

2.vss ( 2.1)
4.O13 (2.O)

7.238 (0.0)
7.238 (0.0)

-2.703 (-0.7)

5.62O ( 1.3)
-8.116 (O.s)
14.468 (0.0)
14.468 (o.o)
-5.442 (-1.4)

v.488 (-1.3)
-10.827 (0.6)

19.2v4 (o.o)
19.274 (0.0)
-V.332 (-2.4)

8.365 (-2.O)

-11.986 (2.0)
21.675 (0.0)
21.675 (0.0)
-8.428 (-4.7)

their fringing fields. " In addition, the field
strengths and effective magnet lengths were not
known better than 1%. Consequently, we made
an extensive study of TRANSPORT models, in which
several of the available parameters (e.g. , field
strengths and pole-face rotations) were varied in
different combinations until a selected set of
transport coefficients agreed with the measured
values. We hoped we could simulate the nonideal
behavior and better approximate the measured
transport coefficients with such an adjusted
TRANSPORT model. The final TRANSPORT model
chosen had varied the three quadrupole field
strengths so that &x lx,), &x l8,), and &y l5,) (where
the subscript 0 denotes values at the target) re-
produced the measured values. The best-fit values
of the quadrupole field strengths are those listed in
Table XXIII.

The criterion for an acceptable TRANSPORT model
was that it reproduce solid-angle maps measured
in the optics tests. Solid-angle maps were generated
from each model using a ray-tracing program
developed by Taylor"; they were then compared
with the measured maps. All TRANSPORT models
examined were capable of reproducing some sub-
set of the measured transport coefficients; these
were usually chosen to include the two disper-
sions &x l8,) and &y l5,), as they directly influence
the acceptance. But the various models predicted
fairly different results for the solid-angle maps
and could be distinguished by this criterion. Com-

parisons of solid-angle maps were attempted only
at P = 8 GeV; the choice of TRANSPORT model was
assumed independent of momentum. We ascer-
tained that the model that best approximated the
measured sobd-angle maps was the model used
in all previous calculations" "of the 8-GeV accep-
tance: the field strengths of @81, @82, and @88
were varied independently to fit the transport co-
efficients &x lxo» &x leo) and &x II&0). Table XXV
lists the principal first-order transport coefficients
as obtained using this canonicalTRANSPORT model
at P=3.0, 6.0, 8.0, and 9.0 GeV; these coefficients
should be compared with the measured values from
Table XXIV.

A Monte Carlo program used matrices of trans-
port coefficients to calculate the solid-angle
acceptance nHb Qn P/P of the 8-GeV spectrometer.
Acceptances are calculated for each p-8 bin, de-
fined as the intersection of two adjacent 8 coun-
ters and two adjacent P counters in the spectro-
meter focal planes; these acceptances were then
summed to get the total acceptance. Scattered
rays (xo, e„y„go,zo, 8,) were generated randomly
at the target position; for large N, they were
distributed uniformly over a segment n 80&/, &50
that completely overlapped the spectrometer ac-
ceptance. The initial volume ~xo&yo&z, reflected
the target length and beam spot size. The rays
were propagated through five successive segments
of the spectrometer according to the transport
coefficients for that segment. Each ray was re-

TABLE XXIV. Measured transport coefficients. Lengths are in cm; angles in mrad; 6
in percent.

Coeffic
GeV) 3.0062 6.0091 8.0051 9.0026

&xix,&

&xlsa&

&Hix, &

&e

iaaf

6140&
bl so&

0.0385
4.5170

-0.1868
4.7907
0.0007

-2.9591
-1.0740

0.0789

0.0206
4.5468

-0.2157
4.8245

-0.0014
-2.9389
-1.0757

0.0857

0.0277
4.5750

-0.1936
4.8576

-0.0041
-2.9067
-1.0769

0.0935

0.0153
4.5902

-0.2043
4.8805

-0.0047
-2.8439
-1.0787

0.1130
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TABLE XXV. Transport coefficients from the TRANsPQRT model. Lengths are in cm; angles
in mrad; 6 in percent.

Coeffici
(GeV) 3.0062 6.0091 8.0051 9.0026

(xix,&
'

(xi8I& '
(8(xg
(818,&
&xl 40&

(xl80& '
(el4, &

0.0385
4.5170

-0.1805
4.8004
0.0066

-2.9591
-1.0900

0.1106

0.0206
4.5468

-0.1980
4.8449

—0.0064
-2.9389
-1.0830

0.1479

0.0277
4.5750

-0.1889
4.8942

-0.0139
-2.9067
-1.0921

0.2074

0.0153
4.5902

-0.2014
4.9459

-0.0139
-2.8439
-1.1375

0.3230

The values for this coefficient are equal to the measured va1ues by definition.

quired to clear 13 different apertures within the
spectrometer or was rejected. Actually, only two
lead apertures, one behind @81 and the other be-
hind B82, determined the solid-ingle acceptance.
For each P-8 bin, &6 and &8 were determined
soley by the edges of the counters themselves;
~ 6 and ~8 were therefore directly related to the
measured dispersions (x~8,) and (y~5,). The &P
for each p-8 bin was determined by the lead aper-
tures behind @81 and B82. The acceptance
(68r pb, 5),, of the i-jth P 8bin was t-aken to be
taken to be

(Al)

where ¹,. is the number of events falling into this
bin and N is the total number of Monte Carlo
events.

Three-dimensional computer models of the P and
8 hodoscopes permitted a more accurate calculation
of acceptances. Each hodoscope was modelled by
two parallel, segmented planes that represented
the two rows of scintillation counters. Monte
Carlo events were binned at each focal plane ac-
cording to the segments (read counters) of the two

planes through which the event passed. In this
way "shadowing" effects, which arose from the
nonzero divergence and convergence of scattered
rays at the focal planes, were adequately simu-
lated. This more faithful representation of the
hodoscopes allowed a much more accurate calcula-
tion of the acceptances of each P-8 bin. These
shadowing effects were quite severe (-20/~) for a
single bin. Errors of abou't 1% in the total ac-
ceptance resulted if one did not account for these
effects. Consequently, this three-dimensional
computer model of the hodoscopes is felt to be
the primary advantage of the present acceptance
calculation.

Monte Carlo acceptance calculations were made
at P=3.0, 6.0, 8.0, and 9.0 GeV using the '

TABLE XXVI. Acceptance of the 8-GeV spectrometer.

P
(GeV)

A(
(10+ msr)

A2
(10+ msr)

3.0062
6.0091
8.0051
9.0026

Average

27.01
27.37
27.32
26.76

27.35

24.69
24.89
24.95
24.69

24.92

-0.92
-0.12
+0.12
-0.92

TRANSPORT model of gable XXII with the appro-
priate magnet field strengths from Table XXIII.
Samples of 4 && 10' Monte Carlo events were used,
ensuring that 100-500 events fell into each of the
20 ~ 54 P-8 bins. The acceptances of the individual
bins were somewhat inaccurate statistically, but
the total acceptance was well known. The results
of these calculations are shown in Table XXVI for
two definitions of the spectrometer acceptance.
A, is the nominal acceptance definition used in the
present experiment; it includes only P bins 2-1S
and 8 bins 2-53. The optics measurements at 3
GeV were somewhat in doubt due to the effects of
multiple scattering, "and we felt that saturation
might be setting in at 9 GeV. Consequently the
acceptance for the present experiment was taken
to be the average of the 6- and 8-GeV calculations.
& is the percentage difference of A, from the
average value. No significance is attached to the
P dependence of the acceptance evident in Table
XXVI. Calculations with a different TRANSPORT

model, which simulated the solid-angle maps al-
most as well, showed a markedly different mo-
mentum dependence. We only conclude that the
possible error due to momentum dependence of
the acceptance is about + 0.5%.

TeSts of the solid-angle acceptance of the 8-GeV
spectrometer were made using the tungsten slits
in front of the spectrometer entrance window, be-
fore the first quadrupole magnet Q81. The verti-
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'cally opening btb slits can determine b btl, , iridepen-
dent of the apertures within the spectrometer. As
&8,, and &6~,. were already well known from the
optics measurements, the P slits allowed an ac-
curate check of the TRANSPORT model calculations.
The solid-angle acceptance was calculated by the
Monte Carlo program for six different settings of
the p slits ranging from fully open to hbtb= 13
mrad, where &P,.r was almost completely deter-
mined by the tungsten slits. Experimental runs

of -104 counts at each of these slit settings re-
vealed that (yield/acceptance) was constant within
1/g. It was important to correct for b ltl shifts in
the effective scattering angle in these calculations,
as this effect was about 1/q itself. Based upon the
results of this solid-angle test and on the quoted
1%%uo accuracy'0 of the optics measurements, we
conclude that the acceptance of the 8-GeV spectro-
meter is accurate to 1.5/o and the momentum de-
pendence accurate to + 0.5%%d.

I

APPENDIX 8: RADIATIVE-CORRECTION FORMULAS

We give here the formulas used to correct radiatively the elastic and inelastic cross sections. Dis-
cussion of these equations and their application to the data may be found in Sec. VI.

The radiative tail I,(E„E',e, f) from elastic e-P scattering was determined from an expression derived
by Friedman. "

I,(E„E',e, t) =Is, ~I", ,

where

big E bEg yt gI~2=Ii+0.58b(l„+l~)] ln E', ln E' E
"

E, o(E,)+v'X(E„E', e) "-—aC„

E' E —E' il @(2E'/i i 'e/

+v X(E„E,e) P' PC, ,

g 2
v' =] + (v„pv )(—,'+ ~ lnrt), P„=S„o(E,)/(E,r-E'), P~ =S~o(E7'3)/ (Ell-Ell) 1- sin'—

M 2

(B.l)

(lnE /E )»a E —0.10k + ~ E —0.20k cr(E )

2 E, "'23 o(E, -0.45k) 1 E, "& o(E,-0.80k) "
3 s Eo —0.45k o(E0) 2 ~ E —0 80k o(E )

0 0

1 E'+0.10p 83& E' i0.20p»& o(E,'+0.20k)
(1nE3/E3 )b l A Eb + A E3 (Eb)

2 E'+0.45p ~'" (E0+0 45k) 1 . E'+0.80p ~r& o(E0+0.80k) '
+ 3 A o(E3) +

2 A o (E',)

p =E' —E', k +E, —E03 = (E0 —EO)/2, E =(E0+E0)/2,

QI E1 2 3
0 ( 70 , E~) =I1+bi —'0.733 229+ L0783 + 0.349 814 —0.636 089

Of Of Of

1 045 (0 99 .E'/E.0r) 0.962 (E'/E, ~ —0.010)
&i

~ ~

~

~

~

~

0.89 0.89

C (l,E', E ) = C„(E,E'„E ) .



1542 A. BODEK et al.

C„and C~ were empirical corrections" for ap-
proximations made in the solution of the diffusion
equation for. the straggling functions. X(EO, E', 8)
is the exact tail from internal-bremsstrahlung
calculated to lowest order in & according to Mo
and 'assai. '4~

I„—t„+v„/b,

&s =ts+vs/b.

t~ and t„are the radiation lengths before and after
scattering discussed in Sec. VIB.

Q
vg=vg= —ln 2 —1

b=—43
m = the electron mass,

2EO . 2 8
Eof =Eo/ 1+ 'sin'—

2E', 8't
Eo=E'/ 1- sin' —~,

2Ec - 2 8
E,=E,/ 1+ sin'

a(Eo) is the elastic-scattering cross section cal-
culated according to the Rosenbluth equation, "

4E,' Bin'8/4 1+ (2E„/M) sin'8/2 )
G + 7'G

x ~ ~ +2yg 2tan2-
N

where

~=Q /4M,

G, =f„(Q)(1+Q'/0.») '.1
p,p

The function f„(Q) is a modulating factor that varies
about the value of 1.0. It is from a fit by Miller"
to all previous SLAC elasti. c e-P data. ""

i~5 )a5

f„(Q)=Q a,
i~ 0 j=O i i

jxi

where Q = (Q')'/', and the coefficients a,. are equal
to the value of the function f(Q) at Q =Q, ,

ao = 1.000,

a, = 1.018,

a, = 1.056,

a, = 0.836,

a~ = 0.687,

a, = 0.673.

The quasielastic and elastic tails calculated in
the equivalent-radiator (ER) approach were from
an expression derived by Sogard. " They were cal-
culated for proton, neutron, and deuteron [see Eq.
(6.4)] according to

(1 + a)ii( l ~+i 3 ) d2
I, "(Eo,E', 8, t) =

( ( )
exp[-b[lsln(E, /&)+t„ln(E'/&)]}, (E»E', 8)rz

(1+a)"~ o ' d'
+ (,exp[- b/„1 n(

E' /4)] dEO, (Eo, E', 8)r„I,(Eo, Eo, l3)I" 1+bi„)
min

(], a)~'ii ~maxi% '
+ exp[- bi~ in(E, /4)] dE"

+ B 8' +6,

+ d ' dE"I,(Eo, Eo, l ~)
gl E'+b,

min

„(E„E",8),„1,(E",E,t„)

(E', E",8) „I,(E",E', &„),

where

(1+a)" E' [ln(E,/E')]"-'
E, E, r(bt)

is the Eyges ' straggling function for which a and

b are functions of E'/E, found by fitting the brems-
strahlung cross section for this straggling function
to the bremsstrahlung cross section according
to Bethe and Ashkin.

' & = 0.001E,/[1.+ (2E,/M) sin'( —,'8)] .

E,', and E' (E,') are the minimum E,' and maxi-

mum E" kinematically permitted. l~ and l~ were
defined previously (d'o/d&d. E')(E» E', 8)» is
the cross section for quasielastic e-d scattering or
is replaced by the elastic e-p or e-n scattering
cross sections for the calculation of the elastic
e-P and e-n radiative tails. Cross sections for
quasielastic e-d scattering. were from the method
of Durand" using S- and D-state Hamada- Johnston
wave functions. " The elastic cross sections were
obtained from the Rosenbluth equation, assuming
form- factor scaling.

The expression used in the inelastic radiative
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corrections is

d d2

where (d'c/dQdz')(E, E', 8)„ is the experimentally
measured cross section after subtraction of elastic
and quasielastic radiative tails, (d'o/dQdz'}
is the radiatively corrected cross section,

C =[1-(0.58+a)(t„+t )b] exp(5 + 6„)],

6r = bt„ ln(z'/~') + bte in(zo/~0),

5„=—(—", ——", ln(q'/m ')
7r

~[in(q /m2) —1][ln(EO/~0)+in(E'/~')]},

~o=& a bin. width in Eo,
~' = 2 a bin width in E',
m = electron mass,

a = 0.25

and I, and I", are integrals over the previously
corrected data:

I, = (1 + 0.58bL )(&/ E)~'&[1+ (1 —6/Eo)abls]

2

x dz,&[ln(E,&/E')] "&(E,z —E') '(bt„R„+v„v'S„),(E„z,z, 8),Of Of ~ ~ + A dQdEI Ot Of t

I,"= (1+0.58bL ) (b,'/E')" ~ [1y (1 —b,'/E')abl „]

r
gO~+gO

Qlg t -1
dEO[ln(EO/Eo)]~'e (Eo —Eo) '(bt+e +v~v'Se), — (Eo, E', 8),

min

where

L = t~+ ta + (v~+ve)/b y

v„=ve = —[ln(q'/m') —1],

v' =1+-,'(v„+v~)[1+in(q)],

g= 1+ (2E /M) sin'( —'8),
6= —' {E —E'/[1 —(2E'lM) sin (-,'8)]],
4' = —,

' (E,/[1+ (2E,/M) sin'(-,'8)) —E')t,

R„=z'/E„+ ', [(Z„E')/E„-]',
R, =z',/z, +-', [(z,—z', )/z, ]',
& =E'lzo +'2 [(Eog -E')/Eoy]',

s, =E,'/E, + ,'[(z, z',)/z, ]',-
and other terms have been defined previously.

The radiative corrections to the measured elas-
tic cross sections used the formula:

C(hE') =[(1+1.103t )(1+1.103t„)]

x exp[a, +b, + 5(~')],
where

a, =—', t„in(z, /qm'),
bo=-,

takin(E

/rt h0E'),

q=1+ I
'~ sin'(-,'8)

and 6(4E') is calculated following Tsai." ~' is

I

the width of the missing-energy bin to which the
correction factor C(~') is applied to correct for
electrons lost from that bin because of radiative
energy loss.

APPENDIX C: NUCLEAR-BINDING EFFECTS IN
THE DEUTERON

Extraction of neutron differential cross sections
from e-d differential cross sections requires cor-
rections for nuclear binding effects in the deuteron.
In deep-inelastic electron scattering processes,
the most important corrections arise from the
Fermi motion of the neutron and the proton. " In
the following discussion we present an outline of
the calculation of the Fermi-motion effects, com-
monly referred to as "smearing" effects. The
method used is derived from the work of Atwood
and %est." Also discussed are other binding
corrections which are expected to be small.

Investigations of deuteron binding corrections""
primarily utilize the incoherent impulse approxi-
mation. In this approximation, as shown in Fig.
42, only one nucleon is directly engaged in the
scattering process (the interaction nucleon), while
the other nucleon (the spectator nucleon) is unaf-
fected. The spectator nucleon is on the mass shell
before and after the interaction, while the inter-
action nucleon is initially off the mass shell and
is brought back on to the mass shell by the ab-
sorption of the virtual photon. The square of the
deuteron scattering matrix elements is then the
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FIG. 42. Feynman diagram for inelastic electron-
deuteron scattering.

sum of the squares of the corresponding neutron
and proton matrix elements. An evaluation of the
amplitude of the process in the diagram of Fig.
42 will yield a relationship between deuteron and
corresponding neutron and proton matrix ele-
ments. The deuteron electromagnetic tensor
W» is directly related to the square of the in-
variant matrix element for scattering from deu-
terium. Atwood and West" express the deuteron
tensor in terms of off-shell neutron and proton
tensor s:

lV"„= p
2 8'~p + 8'"„„$3P,

0

where

(C 1)

&u&v I

, &,(~', ~",e P)(& ~ )
)(p

~ (
)

(C2)

with an analogous expression for W"„„. Here P
=P„-P, is the off-shell four-momentum of the
interacting nucleon, and P, is the four-momentum
of the on-shell spectator nucleon. The momentum

p„ is the four-momentum of the target deuteron.
We define the 3 direction to be the direction of the

I f(p) I'=14(l pl) I' = IU, (p) I'+
I w, (p) I'

-=If(lpl) I'

The S-wave component is

U, (p) =I 2.. . i.(lpl~)~'«;
" U(r) .

(c3)

the D-wave component is

))',$) =
2,. f „j.((12(1~)~'a~

The Hamada-Johnston wave function" was used
in the calculation of smearing connections for
these exper iments.

The tensor equation (Cl) yields 16 separate de-
pendent equations, one for each component. Ex-
amination of the various tensorial components
yields the following two equations:

virtual photon's momentum q = (0, 0, q„v) in the
laboratory system. In the laboratory system we
also haveP~=(0, 0, 0, M2), where M2 is the deu-
teron mass; and P = (P„P„P„P2)= (y, P,)
= (-p„p,), where p2=M2 —(p, 2+M2)'~2. The square
of the mass of the interacting nucleon's final state
is (W')'= (p+ q)'.

The off-shell structure functions &~ and &, in
Eq. (C2) depend on the three independent invar-
iants Q'= —q', (W')' and v'= q P/M (defined such
that all three are positive-definite). The three
variables are independent because the interacting
nucleon is off the mass shell and P' is variable.

The quantity I f(p)l' is the momentum distribution
of the nucleon within the deuteron. By making a
correspondence with elastic e-d scattering, West"
identifies

I f(p)l' with the square of the nonrela-
tivistic deuteron wave function in momentum
space I(t)(p)l'. The quantity Ip(p)l' is spherically
symmetric and can be directly expressed in terms
of the S-wave and D-wave components of the non-
relativistic deuteron wave function.

'I

OO ~ 2 2

++ ~ gr
0

(C4)

Q2 )2 ) 2 I~12 2 Q2)
If(p)l' 1 — ',

I

—+ . ' . I W. (Q', v', W")d'p,

where 8'~~ and W~~ are smeared proton structure
functions. Similar expressions are obtained for
the smeared neutron struction functions W~ and

W~. The deuteron structure functions are taken
to be the sum of the corresponding smeared pro-
ton and, neutron structure functions.

W, (Q', v) = W2~(Q', v) + W~(Q', v),

W, (Q', v) =W2~(Q', v)+W~(Q', v), .

We define the following "smearing ratios" of
structure functions:

(C5)
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S~, = W~)/W), , Sf„=W,/W2, ,

s„,=w,"/w"„, s„,=w",/w"„.
(C6)

The smeared and unsmeared structure functions
can be combined according to Eq. (1.1) to form
smeared and unsmeared differential cross sec-
tions (ff~„ff„„o~,ff„). The smearing ratios (or
smearing corrections) for the cross sections are
defined in an analogous way:

~(w', q')f(~. )
2 I off shell p

1+ v'/Q'
lloff shell 1 +z 2loff she))

(c9}

In our analysis, according to the above definitions,
the off-shell structure functions were described
by the universal fit [given in Sec. V C, Eq. (51)],
as follows:

Ops
S =—&n

n (cv)

and U =S„/S~ is defined as the unsmearing correc-
tion.

1. Identification of off-she11 structure functions

The off-shell structure functions are identified"
with the on-shell structure functions for the same
Q' and (W')'=W'. The Fermi motion does not
change the effective Q' of the interaction because
the four-momentum transfer is determined by the
electron's kinematics and is independent of
whether the initial nucleon is on or off the mass
shell. However, conservation of energy requires
that the effective 8' is dependent on the off-shell
kinematics, as energy is required to bring the
nucleon back on to the mass shell. Some distinct
features of the structure functions are directly
dependent on the final-state mass. For example,
the distinction between quasielastic and inelastic
electron-deuteron scattering is determined by
whether the final state of the interacting nucleon
is a single nucleon or contains pions. The off-
shell structure functions must vanish at pion
threshold (W' =M+m „where m, is the pion
mass}. Also, the resonance spectra are de-
scribed by functions of W for on-mass-shell struc-
ture functions. They should be described by the
same functions of W' for off-shell structure func-
tions if the resonance masses are to be the same.
The off-shell structure functions were defined
in terms of on-shell structure functions as fol- .

-lows:

W, (Q, W, V }loffsheB Wl(q )W }loffshef)

2Mv +@2
)e Q2 + f)

2

2Mv
(d= 2 p

and

W' —Q' -M'
2M

)f'(o'., ~)= ) If(ft)l'I)f'(o*, )s')+)fi(o', (f'))s's,

)sl(o'»)= f Iftv)I'(—'„]
(C10)

x [W~(q', W') + W",(Q', W')]d'P .

Now, from Eqs. (1.3) in the limit Q'- 0,

for R, we used R~=R„=O.&8. These structure
functions correspond to. the case of no off-shell
corrections.

In order to get some idea of possible off-shell
corrections, the smearing expressions [Eq. (C4)]
were investigated"'" in the limit Q'-0, where
the longitudinal virtual photoabsorption cross sec-
tion for the deuteron or~ must vanish according to
gauge invariance. It has been shown"'" that the
smearing expressions do not yield a vanishing eL,„
as Q'-0 unless small off-shell corrections are
applied to the structure functions. As Q'- 0, Eq.
(C4) become

-=w, (q', w') l.„,.„„
w, (q', w", v')l.„,„,„=w,(q', w")l.„,„„

= W2(Q' W') l.„h.l) ~

(C8)
4 2 2

gz, ~= —
2 W~(v, Q ) -W, (v, Q ) I

.

Combining Eqs. (C10) and (Cll) we get

(C11)

2 I /2
lim o,&= lf(p)l', W~2(q', w') -w~s(q', w') +,w,"(Q', w') -w",(q', w') d'p.

q 2~0 V
V fixed

(C12)
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The above expression does not yield a vanishing
o~~ as Q'-0 because the on-shell structure func-
tions as defined by Eq. (C9) do not vanish for that
particular combination of off-shell variables. The
necessary limiting behavior is

t )2
lim olho( 2 W22(Q', v') -W2s(Q', v') =0

Q 2sp
v fixed

(C13a)

ol
-2

»m o„n, W', (Q', W') -W', (Q', W') =0. (C13b)
Q2~p
& fixed

So it appears that a simple correspondence between
on-shell structure functions and off-shell structure
functions does not yield a, physical result at Q'=0.
This defect can be corrected by the application of
off-shell corrections. However, the W dependence
of the off-shell structure functions must remain
invariant in order to maintain the proper threshold
and resonance positions. One method to accom-
plish this end is a mixed variable approach where-
in we factor out the resonance and threshold be-
havior in the A(W, Q'} part of the fit to the struc-
ture functions, as was already done in Eq. (C9).
In the mixed variable approach the off-shell
A(W, Q2) is thenA(W', Q'), while v is replaced by
l)' in Eq. (C9). The constraint at Q'=0 is satis-
fied as implied by Eq. (C13a). Another way to
satisfy this constraint is to apply multiplicative
off-shell corrections to the structure functions
which will make v~~ vanish at Q'= 0 by yielding
Eq. (C13b) in that limit. For example, we define
two possible off-shell corrections.

Off-shell correction A:

ss', .(p', )s', r ')l.„.,.s =( .) ss*(p' se)i..
(C14)

variable approach. The error in the smearing
ratio due to the uncertainties in the off-shell cor-
rections was taken to be the difference between
the nominal smearing ratio and the ratio obtained
with no off-shell corrections. The uncertainties
in the extracted o„/o~ values due to uncertainties
in the off-shell corrections are given in Table X
along with the other errors. Values of the nomi-
nal smearing ratios for 8'& and H, for the neutron
and proton are presented in Table XXVII for the
kinematic points (x, Q') used in the extraction of
R and the structure functions. Smearing ratios
for various off-she}l corrections are presented in
Table XXVIII for representative values of (x, Q').

2. Deuteron wave functions

There are phenomenological nonrelativistic
wave functions"" other than the Hamada- Johnston
wave functions4' which can also be used. These
wave functions should describe all known proper-
ties of the deuteron such as its binding energy,
magnetic and quadrupole moment, the n -P phase
shifts, and the measured elastic e —d form fac-
tors." The elastic e —d measurements" indicate
tha, t the Hamada-Johnston wave function" (HJ)
and the Reid soft-core (RSC) and hard-core (RHC)
wave functions" are in best agreement with the
measured form factors. The Feshbach-Lomon
(FL) and the Hulthen hard-core (HHC) wave func-
tions are in lesser agreement with the measured
form factors. The Hulthen (no-core) wave function
is in poor agreement with those measurements.
The momentum distributions obtained from some
of these wave functions are shown in Fig. 43. The
smearing ratios calculated using these wave func-
tions are presented for comparison in Table
XXVIII.

3. Effects of smearing on R
w', (Q', w', v')l.„,„„,= w', (Q', w) l.„,„„,.

Off-shell correction B:

W2(Q, W, ~ )loff shel) W2(Q s W)looshell s

pI
W, (Q's W's &') loff shop „Wl(Q s W)lop shell .

(CI5)

As is evident from Table XXVII, the smearing
corrections for W& and W, are nearly the same,
i ~ e Spy = Sp2 and S y = S ~ A straightforward de
rivation" shows that in that case the smeared and
unsmeared values of R are equal and A„can be
directly extracted from the measured hydrogen
and deuterium data by the following expression:

Note that any definition which yields off-shell
correction A or off-shell correction B, or a
linear combination of them, will also work. The
three off-shell corrections that were discussed
[mixed variables (MX), A, and B] vanish as Q'
—~ because in that limit v - v'.

The nominal smearing ratios used in our analy-
sis were the average between the ratios obtained
from the calculation using no off-shell corrections
(C9) and the ratios obtained using the mixed-

Aq=Ap +A„ (C16}

or

R =R+-
tl 4 g (C17)

where 6 = R~ —R& and Z = W„„,/W», ——(W,„/W, )
x (S„,/S») is the smeared neutron-to-proton ratio
for the W structure function. The above ex-
pression implies that if we find that R„=Ah (i.e.,
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TABLE XXVII. . Nominal smearing ratios.

q' (GeV) S» Sp2 Sni g' (Gev'~ Spy Sp2 S« Sn2

0.100-
0.100
0.100
0.100
0.100

0.150
0.150
0.150
0.150
0.150
0.150
0.150

0.200
0.200
0.200
0.200
0.200
0.200
0.200
0.200

0.250
0.250
0.250
0.250
0.250
0.250
0.250
0.250

1.0
1.25
1.5
2.0
2.5

1.0
1.25
1.5
2.0
2.5
3.0
3.5

1.0
1.25
1.5
2.0
2.5
3.0
3.5
4.0

1.0
1.25
1.5
2 ' 0
2.5
3.0
4 0
5.0

1.015
1.015
1.015
1.015
1.015

1.016
1.016
1.016
1.016
1.016
1.017
1.017

1.019
1.018
1.018
1.018
1.018
1.018
1.019
1.019

1.024
1.021
1.021
1.020
1.020
1.020
1.021
1.021

1.012
1.012
1.013
1.013
1.013

1.013
1.013
1.014
1.015
1.015
1.015
1.016

1.016
1.016
1.016
1.016
1.017
1.017
1.018
1.018

1.022
1.019
1.019
1.019
1.019
1.020
1.020
1.020

1.017
1.017
1.017
1.017
1.017

1.018
1.018
1.018
1.018
1.018
1.018
1.018

l.021
1.020
1.020
1.020
1.020
1.020
1.020
1.020

1.026
1.023
1.022
1.022
1.022
1.022
1.022
1 ~ 022

1.014
1.014
1.0&
1.015
1.015

1.015
1.015
1.016
1.016
1.017
1.017
1.017

1.018
1.018
1.018
1.018
1.019
1.019
1.019
1.019

1.024
1.021
1.021
1.021
1.021
1.021
1.021
1.022-

0.400
0.400
0.400
0.4QO

0.400
0.400

0.500
0.500
0 ~ 500
0.500
0.500
0.500
0.500
0.500

0.600
0.600
0.600
0.600
0.600
0.600
0.600

0.667
0.667
0.667
0.667
0.667
0.667
0.667

4 Q

5.0
6.0
7.0
8.0
9.0

3.0
4.0
5.0
6.0
7.0
8.0

10.0
12.0

5.0
6.0
7.0
8.0

10.0
12.0
14.0

6.0
7.0
8.0

10.0
12.0
14.0
16.0

1.028
1.027
1.027
1.028
1.028
1.028

1.033
1.031
1.030
1.030
1.029
1.029
1.028
1.028

1.025
1.026
l.025
1.024
1.022
1.020
1.019 '

1.014
1.013
1.012
1.009
1.006
1.003
l.001

1.028
1.028
1.028
1.028
1.028
1.028

1.035
1.032
1.031
1.030
1.030
1.029
1.029
1.028

1.027
1.028
1.027
1.025
1.023
1.020
1.020

1.017
1.013
1.014
1.011
1.007
1.004
1.002

1.028
1.027
1.027
1.027
1.027
0.027

1.032
1.029
1.028
l.027
1.026
1.026
1.025
1.024

1.019
1.019
l.017
1.016
1.013
1.010
1.009

1.003
l.000
0.998
0.994
0.989
0.986
Q. 983

1.028
1.Q27

1.027
1.027
1.027
1.027

1.034
1.031
1.029
1.028
1.027
1.026
1.025
1.024

1.021
1.021
1.019
1.017
1.014
1.011
1.010

1.006
1.003
1.001
0.995
0.991
0.987
0.984

0.333
0.333
0.333
0.333
0.333
0.333
0.333
0.333

0.400
0.400

1.5
2.0
2.5
3.0
4 0
5.0
6.0
7.0

2.0
3.0

1.029
1.025
1.025
1.025
1.025
1.025
1.025
1.025

1.032
1.028

1.028
1.025
1.024
1.024
l.024
1.025
1.025
1.025

1.032
1.028

~1.030
1.026
1.026
1.025
l.025
1.025
1.Q25

1.025

1.032
1.028

1.029
1.026
1.025
1.025
1.025
1;025
1.025
1.025

1.033
1.029

0.750
0.750
0.750
0.750
0.750
0.750

0.800
0.800
0.800

8.0
9.0

10.0
12.0
14.0
16.0

12.0
14.0
16.0

0.968
0.973
0.968
0.965
0.960
0.955

0.971
0.976
0.970
0.967
0.962
0.957

0.915 0.918
0.906 0.909
0.900 0.903

0.943
0 ~ 946
0.939
0.933
0.926
0.920

Q.947
0.950
0.942
0.936
0.929
0.922

0.871 0.874
0.858 0.862
0.850 0.853

5 =0) then it follows that R„=R~. It also follows
that the uncertainty in the extracted B„is largest
at small ~ because in that region the neutron-to-
proton ratio is small.

On the other hand, if S»4S» then smearing
affects R and the smeared value of R~(R~, ) will not
be equal to Rp. As was discussed in Appendix
C 1, possible off-shell corrections to the struc-
ture functions could be different for 8'~ and W,
and yield values of S» which are different from
S». The difference between the smeared and un-
smeared values of Ap is then

(C19)

Representative values of yp, calculated using our
fit to the proton data under the assumption Ap
= 0.18, are given in Table XXIX along with various
possible off-shell corrections. These values can
be taken as the estimate of the possible changes
in Rp due to off-shell effects in the deuteron. Un-

certainties in the wave function do not affect 8
because they influence 8'& and W, in the same way.

4. Other deuteron corrections

yp =Ap -Rp = — — —1 1+RpSpl
p ps p (C18) Other deuteron corrections which were neglected

in our incoherent impulse approximation are the
subject of this section. The incoherent impulse
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TABLE XXVIII. Smearing ratios for off-shell corrections.

No off-shell
corr

SP'
(HJ)

q' SP'
(Ce V') (HJ)

'

Various off-shell corrections
SPMx SPMx SPA SPA SPB

(HJ) (HJ) (HJ) (HJ) (HJ)

Various rvave functions
SP) SPg SPD SP) SPp
(HJ) (RSC) (RHC) (FL) (HHC)

0.100 1.0 1.017 1.009
1.5 1.016 ' 1.011
2.5 1.016 1.013

1.013 1.014
1.014 1.014
1.014 1.015

1.017
1.016
1.016

1.019
1.017
1.017

1.007
1.010
1.012

1.009
1.011
1.013

1.008
1.009
1.011

1.010
1.012
1.014

1.011
1.013
1.014

1.007
1.008
1.010

0.150 1.0 1.019 - 1.009 1.014 1.017
2.0 1.018 1.013 1.015 1.016
3.5 1.018 1.015 1.016 1.016

1.019
1.018
1.018

1.023
1.020
1.019

1.005
1.011
1.014

1.009
1 ~ 013
1.015

-1.008
1.011
1.013

1.010
1.014
1.016

1.011
1.014
1.016

1.007
1.009
1,.011

0.200 1.0 1.022 1.012
2.5 1.020 1.016
4.0 1.020 1.017

1.016 1.020
1.016 1.018
1.017 1.019

1.022
1.020
1.020

1.028
1.022
1.021

1.004 1.012
1.013 1.016
1.016 1.017

1.010
1.013
1.015

1.012 1.0-14

1.016 1.017
1.018 1.018

1.008
1.011
1.013

0.250

0.333

1.0 1.027 1.017 1.021 1.027 1.028
3.0 1.023 1.019 1.018 1.021 1.023
5 0 1 023 1 020 1 020 1 021 1 023

1.5 1.033 1.026 1.025 1.031 1.033
4.0 1.027 1.024 1.022 1.025 1.027
7.0 1.027 1.025 1.023 1.025 1.027

1.037 1.006 1.017 1.014 1.018 1.019 1.013
1.025 1.016 1.019 1.014 1.019 1.020 1.014
1.024 1.018 1.020 1.018 1.021 1.021 1.015

1.042 1.015 1.026 1.023 1.026 1.027 1.020
1.031 1.021 1.024 1.021 1.025 1.025 1.018
1~ 029 1.023 1.025 1.022 1.026 1.025 1.019

0.400 2.0 1.036 1.031 1.027 1.033
5.0 1.031 1.028 1.024 1 ..027
9.0 1.030 1.028 1.026 1.027

1.037
1.031
1.030

1.046
l.034
1.032

1.021
1.024
1.026

1.031
1.028
1.028

1.028
1.026
1.026

1.032
1,029
1.029

1.032
1.028
1.028

1.024
1.022
1.022

0.500 3.0 1.040 1.034
7.0 1.033 1.028

12.0 1.030 1.027

1.040
1.033
1.030

l.048 1.027
1.037 1.028
1.033 1.027

1.036
1.031
1.029

1.033
1.029
1.027

1.037
1.032
1.030

1.037
1.031
1.029

1.029
1.026
1.025

0.600 5.0 1.033 1.031 1.018 1.024
8.0 1.029 1.028 1.018 1.022

14.0 1.022 1.022 1.015 1.018

1.033
1.029
1.022

1.040
1.034
1.025

1.023
1.023
1.019

1.031
1.028
1.022

1.029 1.032
1.027 1.029
1.021 1.022

1.031
1.029
1.023

1.026
1.025
1.020

0.667 6.0 1.023
10.0 1.015
16.0 1.006

1.022 1.005
1.015 1.002
l.005 0.996

1.012
1.007
0.999

1.023
1.016
1.006

1.031
l.020
1.009

1.014
1.010
1.002

1.022 1.021
1.015, 1.014
1.005 1.005

1.023
1.015
1.005

1.023
1.016
1.007

1.019
1.014
1.007

0.750 8.0 0.978 0.978 0.957
12.0 0.973 0.973 0.956
16.0 0.962 0.962 0.948

0.964
0.961
0.952

0.979
0.974
0.962

0.986
0.979
0.967

0.970
0.967
0.958

0.978
0.973
0.962

0.979 0.973 0.981
0.975 0.973 0.977
0.964 0.961 . 0.967

0.981
0.980
0.971

0.800 12.0 0.926 0.926 0.903
14.0 0.917 0.917 0.8 96

0.910
0.902

0.926
0.917

0.933
0.923

0.919
0.910

0.926
0.917

0.929
0.921

0.925
0.915

0.932
0 ~ 923

0.938
0.930

approximation is expected to work best at large
values of Q'. Most corrections to the impulse
approximation are expected to be small in the Q'
range of this experiment (1 to 20 GeV'). Similar
discussions of corrections to the impulse approxi-
mation in the case of inelastic e-d scattering are
given in Hefs. 19 and 20.

Glaubex-type shadowing coxxecti ons. This
is a multiple-scattering correction which occurs
because one nucleon may shadow the other. It is
important in hadronic scattering where cross sec-
tions are large. In hadronic reactions this cor-
rection is typically" 5% even at asymptotic ener-
gies. In electron scattering the double scattering
is presumably electromagnetic and therefore sup-

pressed" by a factor of a. Calculations" show
that in that case the correction is less than 0.1/0

at an incident electron energy of 20 GeV. Vector
dpmjnancezs. zoo allows a virtual phptpn tp propa-
gate as a hadron such that the second scattering
is hadronic and therefore not suppressed. How-
ever, simple vector-dominance models~3' ol also
predict large shadowing in electron scattering
from high-A nuclei. These predictions are in
disagreement with experiment. ' ' Experimentally,
no shadowing was observed in the electroproduc-
tion experiment even at Q' values as low as 0.25
GeV'. These experiments indicate that shadowing
will also be small in the deuteron. Further re-
finements"' of the vector-dominance model yield
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FIG. 43. Momentum distributions in the deuteron for
five different wave functions.

shadowing corrections for high-A nuclei markedly
smaller than those of the old vector-dominance
model. The new theories predict little shadowing
at high Q' and small v. Therefore, even within
vector-dominance theories the shadowing correc-
tion in deuterium is expected to be small in the Q'
range of this experiment.

Z. Interference terms and coherent effects.
These corrections have been estimated" to be on
the order of I"„'(Q'), the square of the wave-func-
tion part of the deuteron form factor, which is
negligible in the Q' range of this experiment.

3. Meson currents in Ne deuteron. These cor-
rections arise from the fact that the deuteron wave
function probably contains a small amplitude for

.the deuteron to exist as two nucleons and one or
more pions, a nucleon arid a nucleon isobar state
and. other such states. These corrections are

TABLE XXIX. Typical values of y&.

q' (Ge V') anom ~MX

0.100

0.150

0.200

0.250

0.330

0.400

0.500

0.600

0.667

0.750

0.800

1.0
1.5
2.5

1.0
2.0
3.5

1.0
2.5
4.0

1.0
3.0
5.0

1.5
4 0
7.0

2,0
5.0
9.0

3..0
7.0

12.0

5.0
8.0

14.0

6.0
10.0
16.0

8.0
12.0
16.0

12.0.
14.0
16.0

0.004
0.003
0.002

0.004
0.002
0.001

0.004
0.002
0.001

0.003
0.001
0.001

0.001
0.001
0.000

-0.001
-0.001

0.000

-0.001
-0.001
-0.001

-0.003
-0.002

0.001

—,0.004
-0.002

0.002

-0.005
-0.004
-0.003

-0.00.5
-0.004
-0.004

0.009
0.006
0.004

0.011
0,006
0.003

0.012
0.005
0.003

0.012
0.005
0.003

0.008
0.004
0.002

0.006
0.003
0.002

0.004
0.002
0.001

0.002
0.001
0.001

0.001
0.001
0.001

0.000
0.000
0.000

0.000
0.000
0.000

-0.002
-0.001
-0.001

-0.003
-0.002
-0.001

-0.005
-0.002
-0.001

-0.006
-0.003
-0 ~ 002

-0.007
-0.003
-0.002

-0.007
-0.004
-0.002

-0.007
-0.004
-0.002

-0.007
-0.005
-0.003

-0.008
-0.005
-0.004

-0.009
—0.007
-0.005

-0.009
-0.008
-0.007

-0.002
-0.00-1
-0.001

-0.004
-0.002
-0.001

-0.007
-0.003
-0.002

-0.010
-0.003
-0.002

-0.010
-0.004
-0.002

-0.010
—0.004
-0.002

-0.010
-0.004
-0.002

-0.008
-0.005
-0.003

-0.008
-0.005
-0.004

-0.009
-0.007
-0.005

-0.008
-0.008
-0.007

-0.003
-0.002
-0.001

-0.005
-0.002
-0.001

-0.009
-0.003
-0.0P2

-0.013
—0.003
-0.002

-0.012
-0.004
-0.002,

-0.011
—0.004
-0.002

-0.010
-0.004
-0.003

-0.009
-0.005
-0.003

-0.009
-0.006
-0.004

-0.009
-0.007
-0.005

-0.009
-0.008
-0.007
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known to be small in elastic e-d scattering, '
and in quasielastic e-d scattering, '~ and probably
contribute only at large +.

4. Off-mass-slzell corrections to the nucleon
structure functions. Some estimates of these cor-
rections have been made in this appendix. The
error arising from uncertainties in these correc-
tions has been included in our final errors.

5. Final-state-interaction effects. These ef-
fects are known to be small at large Q' for quasi-
elastic e-d scattering. ""'"'"' These effects
are only important when the relative momentum
between the outgoing final particles is small. In
the deep- inelastic case, these effects are ex-
pected to be small" because of the large energy
and momentum transfers that are involved.

6. Relativistic corrections to the deuteron suave

function. The practical relativistic bound-state
problem is still in a rather crude state. It is pos-
sible that the phenomenological nonrelativistic
deuteron wave functions that we use may include
relativistic effects in a phenomenological way be-
cause they are fitted to data. There have also
been suggestions" that the deuteron wave function
contains high-momentum components in larger
than expected amounts. The existence of a large
amplitude for high momentum means that if those
high-momentum wave functions were used in the

extraction of 0„ from present deuterium data then
0'„would be smaller than the cross section ex-
tr acted with standard deuteron wave functions.
The extracted neutron cross section is small in
the small-~ region; therefore, the inclusion of a
large amplitude for high-momentum components
will result in a neutron cross section which is
extremely small (i.e., o„/6~= 0) or even negative.
There is no convincing evidence at present for
the existence of a large amplitude for high-mo-
mentum components in the deuteron wave func-
tion. Experiments in which the spectator momen-
tum distribution in deuteron quasielastic hadronic
progresses is measured'" can account for the ob-
served distribution within models based on con-
ventional wave functions and including Glauber
and final-state corrections.

Recently, theoretical studies"'"' of the deu-
teron wave function in the infinite-momentum
frame have indicated that relativistic corrections
may decrease the smearing ratio S'=a~/o', by a
small fraction which varies from 1.5/g at X = 0
to 3% at X= 0.8. These corrections are such as to
decxease the final extracted neutron cross sec-
tion over the entire range of X, and bring the
ratio g„/o~ down closer to the quark model limit
of 0.25.
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