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Model Hamiltonians with (3,3*)@ (3*,3)-violating interaction in the theory of Gell-Mann, Oakes, and
Renner have been investigated for both cases of linear and nonlinear realizations of the SW(3) theory in
connection with the Kuo transformation. For the linear case, all mass formulas remain unchanged under the
transformation, but not for the nonlinear case. Also, scattering amplitudes are found not to be invariant
in general under the Kuo transformation for the nonlinear case. Physical interpretations of these puzzling

facts are discussed in detail.

I. KUO TRANSFORMATION

N a recent paper,! Kuo made a very interesting ob-
servation that in the model? of Gell-Mann, Oakes,
and Renner (GMOR), the Hamiltonian density

H(x; e,9)=H(x)+ oS @ (x)+ esS®(x)+gM ®(x) (1.1)
can be transformed by an operator V into a new form

H(x; eg)
=VH (x; eg)V'=H(x; &)

=Ho(x)+ &S0 (x)+ &S (0)+gM O(x), (1.2)
with
€0= —%60—%ﬁ68,
&= —%\/jéo‘f‘%ég, (1.3)
Z=g.

In Eq. (1.1), Ho(x) is the SW(3)-invariant part, and
SO®(x) and S®(x) represent?® the scalar portion of
(3*,3) ®(3,3*)-type violation of the SW(3) group while
M®(x) is the eighth component of a scalar octet
M @ (x) belonging to the (1,8)®(8,1) representation.
The operator V is formally unitary and is given by

V=exp[+iri(V—-75)], (1.4)

where ¥ and ¥ are the hypercharge operator and its
chiral counterpart, respectively.

As we have remarked elsewhere,* V also changes the
parity operator P into

P=VPV-1=P exp(3riV), (1.5)
where we utilized the identity®
exp(3wiVs)=exp(3miY). (1.6)
Now, let us set
H(e,g)E/dsx H(x; ) (1.7)
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and suppose that the Hamiltonian H (e,g) has an eigen-
value E,(e,g) with eigenstate [#,(e,g)), i.e.,

H(e,g)|n,(6,8))= En(e,8) | m,(e:8)),

where 7 designates the state vector. Then, Eq. (1.2) im-
plies that we must have

(1.8)

H(&2) |7, (88)=Eu(e,8)|7,(82)), (1.9)
where |7,(g,g)) is defined by
[7,(6,2)=V|n,(eg))- (1.10)

Notice first that if the hypercharge of the state |7,(e,g))
is an odd (even) integer, then the new state |7,(;g))
must have the opposite (same) parity in comparison to
|7,(¢,g)) because of Eq. (1.5). Therefore, if |#,(e,g)) is
a pion state, then the transformed state |7,(¢,§)) should
also be a pion state of the new Hamiltonian H(¢3).
However, if |#,(e,g)) corresponds to one kaon state,
then |7,(&,2)) would give a new state corresponding to
a 0% scalar x meson with respect to the new Hamiltonian.
At any rate, if one can formally change the label #, ¢, g
into 7, & gin Eq. (1.8) and if we compare the result with
Eq. (1.9), one must have an identity E;(¢,2) = En(e,g).
Especially, this would imply that the pion mass ., or
the % mass m, would be invariant under the transforma-
tion (1.3) while the kaon mass mx and the x mass m,
would be interchanged under Eq. (1.3). Indeed, this is
the essence of a claim made by Kuo as far as the pion
mass is concerned.

We have proved®7 elsewhere on the basis of rather
general assumptions that for g=0, m,? and mg? are ap-
proximately given by the formulas

mﬂ—2= [60+ (1/\[2)68]K N
mK2= [60—(1/2\/2)6831{,

where K is a constant independent of € and es. It is now
obvious that our mass formula (1.11) is not invariant
under Eq. (1.3). Indeed, m,? changes its sign under the
transformation. Upon this observation, Kuo claimed
that our mass formula, Eq. (1.11), which was originally
derived in a perturbative fashion by GMOR cannot be
correct. How can we reconcile this? In reality, as we

(1.11)
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have already explained elsewhere,* there is no contra-
diction between the mass formula, Eq. (1.11), and the
existence of the Kuo transformation. In this section, we
shall give a simplified account of the resolution of this
dilemma. First, we observe the fact that the x meson as
well as the opposite partner of the nucleon must exist
together with the kaon and the nucleon if Kuo’s argu-
ment is correct. However, we know that this need not
be correct for the nonlinear realization of the chiral
symmetry although it is correct for the case of the linear
realization of the same group. Since the nonlinear
realization is intimately related to the question whether
the Goldstone zero-mass bosons should emerge in the
exact SW(3) limit, the whole problem is actually con-
nected to the existence of Goldstone bosons. As we shall
see shortly, Kuo’s argument is valid and #,? should be
invariant under Eq. (1.3) if we have no Goldstone bo-
sons, 1.e., if the vacuum is invariant under the full SW(3)
group in the exact chiral symmetry limit. However,
there is no reason for its validity when zero-mass bosons
appear in the theory. In the latter case, the transforma-
tion operator V is in general a very singular operator,
and is very likely not implementable as a unitary opera-
tor in the mathematical sense. Indeed, it will be an
operator bringing one Hilbert space into another dis-
joint space. Examples of such operators are well known
in various models; for example, in the model of Nambu
and Jona-Lasinio.’

To simplify our argument, let us consider the special
case where we set eo= es= 0. Since the remaining param-
eter gisinvariant under the Kuo transformation, let us
write the Hamiltonian simply as H. Then H is invariant
under the Kuo transformation V, as we see from Egs.
(1.2) and (1.3). Suppose that V is a unitary operator in
a given Hilbert space. Then, writing |n,(e=0, g))
simply as |n), we find that both states |#) and |7)
belonging to the same Hilbert space must have the same
eigenvalues with respect to the same Hamiltonian H
since we have set eo=es=0. Moreover, if there are no
zero-mass particles in our theory, we find especially that
both the kaon and the ¥ meson must coexist and have
the same mass. However, one cannot prove the existence
of another scalar meson § with 77=1 and ¥'=0 in this
fashion. Now, we appeal to the continuity argument
with respect to the coupling parameter g. In the exact
SU(3) limit g=0, we expect to have a scalar SU(3)
multiplet, say, an octet to which the « belongs. Thus,
for g=0, the theory will predict the parity-doublet
structure for mesons as well as for baryons. For the
case g#=0, we appeal to the continuity argument by
changing continuously the value of g from its SU(3)
value g=0 to a general nonzero value, and we should
still maintain the parity-doublet structure of particle
multiplets. As we noted already, we need not have the
existence of scalar mesons or the parity-doublet partner

8Y. Nambu and G. Jona-Lasinio, Phys. Rev. 122, 345 (1961);
124, 246 (1961).
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of the nucleon if we utilize a nonlinear realization of the
chiral group. Therefore, we conclude that for such cases,
either there is a zero-mass particle (or particles) in
theory, or the operator V cannot be well defined mathe-
matically in a given Hilbert space, or both. In the
second case, the operator ¥V must represent a formal
operation® transforming one Hilbert space into another
one.

For the general case with nonzero ¢ and es, the argu-
ment remains essentially the same as we used in (I).
Another interesting point is that there exists a possible
singularity of physical quantities as functions of e, and
es at eg= —V2es, where the SIW(2) subgroup becomes
exact, with the resulting zero-mass Goldstone pions.
However, since this argument has been fully described
in (I), we shall not go into detail here.

The purpose of this paper is to demonstrate in some
detail the behavior described above for both the linear
and the nonlinear realization of the chiral group.
Especially, we shall investigate why the mass formulas
fail to be invariant under the transformation, Eq. (1.3).
In order to simplify the matter, we shall set g=0
identically hereafter unless otherwise so stated. Also,
it is convenient to introduce a parameter ¢ given by

o~ (1.12)
a= —— 1.12
\/j €9
Then, transformation (1.3) is now rewritten as
€ — &=—%(14+4a)e,
2—a (1.13)
a—a= .
14-4a

Alternatively, transformation (1.3) can be brought into
a diagonal form in terms of new variables

1 1 1
U= “-‘(1‘"‘0)60: —<€0+ _’ég> y
V4 V6 V2
(1.14)

1 1
V= \76<1 —2d)€0= %(Eo—\/?eg) .

Indeed, the transformation property of # and v under
Eq. (1.3) is simply given by

u—>uU=—1u,
?—> =41,

(1.15)

Therefore, if we demand, as Kuo does, that a physical
quantity such as pion mass 7. should be invariant under
(1.3), then it must be a function of » and %2 However,
we will not use these variables % and v hereafter.

II. MASS FORMULAS IN LINEAR
REPRESENTATION

As we emphasized in Sec. I, the implications of the
Kuo transformation and the mass formula would be
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very much different in the linear and nonlinear realiza-
tions of chiral symmetry.

Let us consider a (3,3%)® (3*,3) representation of the
SW (3) group where we have the two tensors M %" and
M y@ satisfying the self-conjugate condition,®

My (0)=[Mo*@)]" (a,0=1,2,3). (2.1

We use the convention® that the primed and unprimed
indices refer to those of SU(3) and SU™(3) groups,
respectively. Since the parity operation interchanges
two spaces, we define the scalar nonet ¢;%(x) and the
pseudoscalar nonet 7,%(d) by
a2(0) = 3[My(x)+ M (%) ],
my(w) = —Fi[M v (x) =M, (x) ].

It is sometimes more convenient to use the matrix nota-

tion, so we introduce 3X3 matrices M and M by
Mo=Myps, (MY)ya=M*

and o and 7 by

Tba= 0%

2.2)

(2.3)

(2.4)

Because of the Hermiticity conditions (2.1), M7 is in-
deed the Hermitian conjugate of M/ and the matrices
o and = are Hermitian. Moreover, we have

M (@)= o(x)+im(x),
M (x)=o(x)—imr(x).

Also, it is convenient to define oo(x) and wa(x)
(@=0,1, ..., 8) by the expansion
8

o(@)=% 2 0a(®)a,

a=0

Tra=Tp%.

(2.5)

(2.6)
()=} 3 Talhas

a=0

where A, (@=0, 1, ..., 8) are the standard Hermitian

3X 3 matrices with \p=+/%. One can solve Eq. (2.6) to
get

oo(x)=Tr[Nao(x)],

mao(®)=Tr[Nar ()],

if we use Tr(Aahg) = 208ap.
Since we want to maintain the structure of Eq. (1.1)
with g=0, we consider a model Lagrangian

£(x) = Lo(x)+La(x),

@7

(2.8)

where

Lo(x) = —2Z Tr[8,.M*(x)9,.M (x) ]—po® Tr[ M (x) M (x) ]
=32 3 {[0ura@ T+ oumal0) ]2}

a=0

bt T ([ra@THm0]) 29)

8 R, E. Marshak, N. Mukunda, and S. Okubo, Phys. Rev. 137,
B698 (1965): R. E. Marshak, S. Okubo, and J. Wojtaszek, Phys.
Rev. Letters 15, 463 (1965); Y. Hara, Phys. Rev. 139, B134
(1965).
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is the free Lagrangian. An arbitrary constant Z will
be suitably chosen later. The interaction Lagrangian
£1(x) must have the form (1.1) with g=0, i.e.,

L1(%) = — eSO (%) — eSO (x). (2.10)

To find a suitable candidate for the form of S@(x), let
us define two 3X3 matrices by
Rbr“(x) = e‘”debfererce'(x)Mdf'(x) ,

Ro® (%)= €' ey, M () M 7 (x) = [ Rar¥(x) Tt (2.11)

and furthermore set
8
up*(®) =3[Ry *(2) + Ry (x) ]=3 2 (o) o sa(®),
a=0
2.12
. (2.12)

(@)= —[Ru@) ~Re (]} > )i mala).
1 a=0

It is not difficult to show that #,.(x) and v,(x) are given
by

#a(%) = (\/3) ba,0[ 3o0(x) o0 (x) — 3mo(x)mo ()

~ % soehos(a)+ 3; o @)m(x)]
— (V/6)[oo(®)a(x) —mo(@)ma()]

+ 3 dupaLos@or(®)—ma@m ()],

B,7=0 (2.13)
2a(%) = — (v/6)8a,o 3o0(x)70(%) -Eo ap(x)mp(x)]
+W6)[ro(®)oa()+ao(®)ma(x)]
-2 ﬂ§=0 dapyop(x)mp()

where 84,0 is equal to the unity for «=0 and zero for
a#0. After these preparations, we shall define S (x)
and P (x) by

S (x)=ta(x)+Aoa(x),
P@(x) = va(x) + A7a()

where A4 is an arbitrary constant. We notice that R%’(x)
and Ry2(x) belong to a (3,3*%) @ (3*,3) representation of
the SW(3) group, but not that of the W (3) group, since
the completely antisymmetric tensors €2, e, etc., are
invariant only under the SW(3) group. Hence, S (x)
and P@(x) defined by Eq. (2.14) belong to a (3,3%)
@ (3*,3) representation of the SW(3) but not of the
W (3) group. An exception to this statement arises when
we have 4 — 0, so that the second terms in Eq. (2.14)
dominate the first ones. We shall come back to this
point later.

(2.14)
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Now, the Kuo transformation is represented as a
transformation on M by

M(x) = M(x)=UM (x),

_ 2.15
@ - iw=wwe, O
where the 3X 3 matrix U is simply given by
-1 0 O
U=| 0 —1 0|=exp(£V3mirg). (2.16)
0 0 1

This induces the following transformations among ¢ .(x)
and m.(x):
ao(x) = Go(¥) = —3o0(x) —§V203(x)
wo(x) = wo(w) = —Fmo(x) —3V2ms(x) ,
a5(x) = 75(0) = —5V200(x)+50s(x)
(%) — 7s(x) = —3V2mo(x)+5ms(x)
0a(x) = Go(2)= —0o(x) (a=1,2,3),
o) = Toa) = —mo(x) (a=1, 2, 3),
ao(x)F=105(x) — Fa(x) £i55(x)
=i my(x)Fims(x) ],

(2.17)

7r4(x):i:1'7r5(x) bad 7?4(.%'):':177‘5(96)
=Fi[os(x)Fios(x)],

0'9(%):|:i0’7(x) d Ee(x):i:ih(x)
=4[ we(x)Fimi(x) ],

rs(x)ﬂ:im(x) —> ﬁe(x):tiﬁ--,(x)
=Fi[os(x)£ior(x)].

We remark that S@(x) and P (x) transform exactly
in the same way under the Kuo transformation by re-
placing ou(x) and m.(x) with S@(x) and P (x), re-
spectively, in Eq. (2.17).

As we noted in Sec. I, we see indeed that the Kuo
transformation interchanges particles with odd hyper-
charge into particles with the opposite parity while
particles with zero hypercharge will transform among
themselves without changing the parity.

Our formulation is applicable to both cases of linear
and nonlinear realizations of the SW(3) group. For the
linear representation, we regard both fields o.(x) and
7«(x) to be kinematically independent, while for the
case of nonlinear realization we impose an additional
constraint MT(x)M (x)=1 so that ou(x) and m.(x) are
not independent of each other.

In this section we investigate the case of the linear
realization. The consequences of the nonlinear realiza-
tion will be given in Sec. III. For the linear case, it is
convenient to choose Z=1 in the free Lagrangian
£o(x) so that (9/9x)ma(x) and (9/8x0)oa(x) are canoni-
cal conjugates of 7.(x) and oq(x), respectively.

SUSUMU OKUBO 2

Defining the vector current V,(x) and axial-vector
current 4, (x) (@=0, 1, ..., 8) by

8 lé)
Vy (a)(x) =— 2 faﬁvlio'ﬁ(x)_a'y (x)
B,7v=0 0xy
0
), |,
0x,
8 , (2.18)
A (x)= 2 daﬁ'y[ —ag()—ma(x)
B,7=0 0x,
a
o)),
0xy

we can check the validity of the algebra of currents:

[V, Vi®(3) 1= [44@(2),4.9()]

= —fap, V4 (2)6P(x—y), (2.19)
[V4(@), A2 (3)]= = fapr A (25D (x~)
for all @, =0, 1, ..., 8 at xy=1y,. Similarly, we can
prove
Vi@ (#),S® () ]= — fasrS ™ (2)6® (x~y),
LVi@(@),P®(y)]= = fapyP @ (%) (x~y), 2.20)

L44(x),S®(y) ]= —dass PV (1)6 D (x~y) ,

[44@),P®(y) ]=+dag,S P (2)6 D (x~y),
fora=1,...,8andB=0,1, ..., 8 at xy=1y,. Notice that
we have to exclude the case =0 in the third and fourth
lines of Eq. (2.20) since S®@(x) and P@(x) (a=0,
1, ..., 8) belong to the (3,3*) @ (3*,3) representation of
the SW(3) group but not of the W(3) group. The direct
proof of this fact as well as these commutation relations
is a bit involved and we shall not prove them here.
.. Since our Lagrangian is quadratic in the fields o4(x)
and m4(x), one can easily calculate the masses of the
respective particles by

Ma*=po’+(2//6)(1-2a)e,
mg?= po’+(2/4/6)(14a)eo,
ms*=uo®+(2/4/6)(14-2a)eo,
mo?= e~ (4//6)eo,
mr*=(2/4/6)ae,

ms*= po®—(2/v/6)(1—2a)€,
m=pe*—(2//6)(14-a)eo,
Ms?=po?—(2/4/6)(14-2a) e,
0= o+ (4/4/6)eo,

?'Fl’['2= —‘mT2 y

2.21)

where mp? (Mr?) is the squared transition mass between
mo (00) and w5 (os), and m;s2, m.2, Mg, M2, Mr? are the
squared masses of the scalar nonet ¢.(x).
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To diagonalize the mass matrix involving ms and o,
we have to introduce the physical fields 5(x) and X (x)
by

n(x) = cosf wg(x) —sind mo(x) ,

X (x) =sinf ws(x)+cosf wo(x) . (222)
Then, the standard procedure gives us
1 1
ma2=po— —(1—2a) e+ —(3+4a+4a?) %,
/6 V2
(2.23)
= (1 =20) = e
mx?=uo?— —(1—2a)ep— —(3+4a+4a? 2%,
0 ,\/6 0 \/_2 0
with the mixing angle
tan(20)= —2v2a/(3+2a). (2.24)

In principle, one can interchange the formulas for m,?
and mx? in Eq. (2.23). However, we defined the 7 field
so that in the exact SU(3) limit =0, we should have
My=M-=mg, 1., 9, 7, and K from a pure SU(3) octet
at a=0. Similarly in the chimeral’® SU(3) limit a=2,
we have m,=m.=mx with tan=2V2, i.e., m, «, and X
belong to a pure chimeral octet. Also, X remains to be
a pure SU(3) singlet at ¢=0 while it is the » which be-
comes a chimeral SU(3) singlet at a=2.

Eliminating the unknown parameters uo? €, and @,
we obtain mass formulas,

M — 2= ma—m®,
(ma2—ms?) (mx>—ms®) = —(2/9) (mr>—m?)?,
(g2 —1s?) (Mx 2 —1hg?) = — (2/9) (mP—ms?)?,

where

(2.25)

g?= %(47”1(2_7”'#2); mg?= %(4':2_”"62) .

These mass formulas agree with those derived in Ref.
9, but they are not so well satisfied experimentally.
Hence the present model is interesting only from the
theoretical viewpoint.

Now let us investigate consequences of the Kuo trans-
formation, Eq. (1.3). We see immediately that the masses
m.2 and ms? remain invariant while mx? and m,? are
interchanged under the transformation in conformity
with what we stated in Sec. I. However, the case of
my,? and mx? is a bit more complicated. One can easily
check that if 14+4e<0, both m,? and mx? remain invari-
ant under Eq. (1.3), but for the case 1+4a>0, m,* and
mx? are interchanged. Such behavior, of course, does not
conflict with the argument stated in Sec. L. It illustrates
the point that we must be nevertheless careful when we
have a problem of two energy states with the same quan-
tum numbers.

It is interesting to observe that both m,” and mx?
have a branch cut singularity at e=3%(—14V27) as
functions of the parameter a. Although its physical
meaning is not clear, it implies that the SU(3) pertur-

10 For the definition of the chimeral SU (3) group, see (IT) and
(I11).
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bation is possible only for |a| <$V3. Second, the mixing
angle 6 transforms under the Kuo transformation by the
formula

8-47v2 tan(26)
7VZ—8 tan(26)

which is equivalent to +60=tan~1(2V2).
In conclusion of this section, it may be worthwhile

mentioning a case in which we set es=0 but €30, and
£7#0 in Eq. (1.1). Choosing M ®(x) as

M ®(x) = dsgr[ op()ay(x) +mp(x)my(x) ], (2.27)

which belongs to the (1,8) ®(8,1) representation, one
can similarly diagonalize the Lagrangian (1.1) to obtain
the following mass formulas:

tan(20) = — (2.26)

mg>—mz2=m—ms?,
(2 —ms?) (mx>—mg?) = —(8/9) (mx>—my?)?,
(g —1m?) (R —1s?) = — (8/9) (m.*—m?)?,

again in agreement with the results of Ref. 9. Notice
that the change of sign on the right-hand side of the first
equation occurs in comparison to the corresponding
formula in Eq. (2.25). The first relation in Eq. (2.28)
has been also derived by Matsuda and Oneda'! by means
of the algebra of currents. We may remark that these
mass formulas, Eq. (2.28), appear to be reasonably well
satisfied experimentally and that the second and third
equations of Eq. (2.28) are known as Schwinger’s mass
formula in the literature.

(2.28)

III. NONLINEAR REALIZATION

In this section, we restrict ourselves again only to
the case g=0, corresponding to the GMOR model.

As we mentioned, the first part of the formulation of
Sec. IT holds valid for nonlinear realization. The im-
portant difference is now we impose a restriction!? that
the 3X 3 matrix M (x) satisfies the constraint

M (x)M (x)=1. 3.1)

Therefore, gq(x) and mo(x) defined in Sec. II are no
longer kinematically independent. Because of this, it is
more convenient to use other specific representation for
M (x) satisfying Eq. (3.1). We shall here consider two
cases which are often used in the literature:

M ()= expl2ife()], (3.2
1+ ()

M@= =, 3.3

O e .

where [ is a constant and ¢(x) represents a Hermitian
3X 3 pseudoscalar-meson field. Both Egs. (3.2) and (3.3)
can be expanded as ‘

M(x)=1+2ifo(x)=2/*¢*(x)+0(¢). (3.4

1S, Matsuda and S. Oneda, Phys. Rev. 179, 1301 (1969).
2 E.g., J. A. Cronin, Phys. Rev. 161, 1483 (1967).
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For a while, all we utilize are Egs. (3.1) and (3.4) and
many resulting consequences are valid for much wider
classes of representations other than Egs. (3.2) and
(3.3).

It is convenient to choose the arbitrary constant Z
in £o(x) to be Z71=8f2 Setting

1 s
o(x)= 7 EO Pa(®)\a,
1 (3.5)
‘Pa(x) = :/"2: TI’[QD(.’X)))\,,] ’

one finds now
Lo(®) =1 z= (00 @ppal®) +3u+0(eY).  (3.6)

Similarly, one computes
7a(®) =(/6)da,0
8
—2f252 dagy 08(%) 04(2)+0(¢%), (3.7)
» =0

Ta(x) = 2ﬁf¢a(x)+0(¢2) )

where gq(x) and 7.(x) are defined as in Sec. II. Hence,
we obtain

L1(x) = — (v/6)e0(24+4) +(v/3)2f*e0(844) 0o(%) ¢o(x)
—(V/3)2fe2V2a(4—A4) ¢o() ¢s()

/D224 A){ (14a) ﬂY: oa(x) 05(®)

(1—3a) ﬂz= () 0a() - (1—0) () 03(2)}
(Y. (38)

Therefore, if the linearization procedure ordinarily used
is correct and if we identify the coefficients of quadratic
terms as mass terms, we obtain

ma’=— (V)4 e(2+4)(1+a),

mi*=—(V3)4f*e(2+4)(1—-3a),

ms*= —(V3)4fe(2+4)(1—a),

mo*=—(v3)4f*e(8+4),

mrt=(v3)2f2V2e(4—4)a.
Notice that in this case we have no scalar mesons, and
that the masses are no longer invariant under the Kuo
transformation [Eq. (1.3)7].

Before we explore this phenomenon more carefully,
let us define parameters & and & by

£=(0]S®(0)[0),
£&=(0[S®(0)[0),

as in (II) and (III).5:7 Again, if we use the linearization
method and neglect all higher-order terms in the ex-

(3.9)

(3.10)
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pansion of ¢, one immediately sees
fo=(V6)(2+4),
£8= 0.
Therefore, defining & and v by
b= £s/V2&,
v=—}%eko,
as in papers (II) and (III), this leads to
b=0,
v=—(%3)2(2+4).
Thus, our mass formulas can be rewritten as
me*=21(1+a),
mi*=2f*(1—3a),
mg’=2f*y(1—a),
8+4
mo* =2 fy )
244
4—4
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(3.11)

(3.12)

(3.13)

(3.14)

mp?=—2f2% v2a.

These formulas for m,? and mx? agree exactly with the
results obtained in papers (II) and (III) and with
GMOR. Also, comparing them with the mass formulas
given there, we identify f2by

fE=f=1/f, (3.15)

where fr and fx are the leptonic decay constants of =+
and K¥, respectively. The identity f.= fx is expected
here since we have =0 [see (II) and (III)].

However, a word of caution is necessary for the
validity of our approximation. As we emphasized in (II)
and (III), the fact that we have b=0 automatically im-
plies a=0, i.e., the exact validity of the SU(3) group.
This shows that somehow our linearization procedure
cannot be exactly correct. Presumably, the only thing
we should conclude from our approximation is that b is
likely to be a small number. A better way is to give up
the linearization procedure using the new technique of
nonpolynomial field theory extensively studied by Salam
and Strathdee.'® However, it is still too difficult to com-
pute the relevant quantities and we have nothing more
to say about it.

Since we get mg?<0 for ¢>1 and #,%<0 for a<—1,
we should restrict ourselves to the domain —1<a<1.
Outside this region, ghosts states would appear and the
positivity condition of the Hilbert space which we uti-
lized so heavily in (II) and (III) will not be possible any
longer. This restriction for the domain —1<a<1is con-
sistent with results of papers (IT) and (III) if we discard
the interval 1<a<2.

1B A, Salam and J. Strathdee, Phys. Rev. D 1, 3296 (1970);

?. De;lbourgo, A. Salam, and J. Strathdee, Phys. Rev. 187, 1999
1969).
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Returning to the original problem, one can consist-
ently set ¢o(x)=0 only for the case of Eq. (3.2), i.e.,
M =exp[2wifp(x)], as has been remarked by Cronin.!?
For other cases, we have to retain ¢¢(x) as an in-
dependent field. Hence, except for the case of Eq. (3.2),
we have to diagonalize the mass matrix for the ¢o— ¢s
sector as in Sec. IT. Then, one obtains

et =y fie—[2(4+3) = (2+A)a—D"?],
2+4
(3.16)
1
= fr[2(A+5) = (2 A)a-+ D],
244

where D is given by
D=36+12(2+A4)a+(942—604+132)a?. (3.17)
The mixing angle 4 is determined from the relation
—2V2(4—A)a

tan(26) = —6—_|_——_—(A_}_2)—a .

(3.18)

We chose the negative sign in front of D2 in the for-
mula 7,2 so that at the exact SU(3) limit =0, we have
My=ME= M.

As one can easily check, our masses #., mx, m,, and
mx are no longer invariant under the Kuo transforma-
tion, Eq. (1.3). We observe also that m,? and mx? have
in general square branch cuts at

—202+A)E4H2(@4—A)i
a=
342—-204+44

(3.19)

as a function of ¢ except for cases A=4 and 4= .
Although the physical significance of the cut is not clear,
its presence implies that the SU(3) perturbation with
respect to @ must be restricted to

2(942—28A4+36)1/2
la| < ,
342—204+44

(3.20)

except for the cases 4=4 and 4= . Notice that for
A=4, we have tanf=0, i.e., we have no »-X mixing
problem.

We may remark that the present mass formula for
m,? is very much different from that proposed in (III).
This is partly expected since the discussion of the
parabolic boundary 1—a—b+3ab=0 in the interval
1<a<2 was a very important clue in (III), a fact which
we cannot utilize in the present context. We see that we
get mo2=01n the exact SW(3) limit in the present model
and hence that our model may not be realistic. Also, the
formula, Eq. (3.16),is based upon the assumption that we
have nontrivial ¢o(x). For the case M =exp[2ife(x)],
we could have set po(x)=0 from the beginning and we
would not have any complication due to the mixing at
all.
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From Eq. (3.14), we find m,2=0 at a=—1 and
mg*=0 at a=2 in agreement with results of (II) and
(III). However, as we emphasized already, our mass
formulas are not invariant under the Kuo transforma-
tion in contrast to the linear case discussed in Sec. II. In

view of the argument given in Sec. I, this is of course

expected since we now have zero-mass Goldstone bosons
in the exact SW(3) limit. It is nevertheless interesting
to explore the mechanism behind this phenomenon. To
this end, let us write M =M (¢) in order to show an
explicit dependence of M upon ¢(x). Now, the Kuo
transformation is represented as a mapping

o(x) = o(x) (3.21)
such that

M(p)=UM(¢), 3.22)

where the 3X3 matrix U is given by Eq. (2.16). Then,
writing our Hamiltonian as H(¢,e), one can easily check

the identity
H(p,e)=H (3,8, (3.23)

where & and & are expressed in terms of ¢ and e by
Eq. (1.3). Equations (3.21)—(3.23) are now another way
of expressing the essence of the Kuo transformation.
Therefore, if we use @(x) instead of ¢(x) as the funda-
mental fields and if we accept the linearization procedure
with respect to @(x) rather than ¢(x), then we would
obtain another set of mass formulas for m.,2, mg? etc.,
where we replace ¢ and a by & and @ in Egs. (3.14) and
(3.16). At first glance, this is a very puzzling fact, as we
get two independent solutions for masses of particles
simply by choosing two different sets of canonical vari-
ables. The reason for this peculiarity is that the trans-
formation ¢ — @ is singular and mathematically not
well defined, so that the resulting operator V defined in
Sec. I seems to correspond to the formal operator which
brings one Hilbert space into another disjoint one. In
other words, a theory in which the canonical field is
given by ¢(x) represents an entirely different world
from the one where the fundamental field is specified
by &(x). Hence we have no conflict since the two worlds
described by ¢(x) and @(x), respectively, are entirely
disjoint. Also, as we emphasized in (I), the choice between
¢(x) and @(x) as the fundamental canonical field vari-
able is essentially due to our convention of choosing
which of the ordinary and chimeral SU(3) symmetries
should become a good symmetry of the vacuum in the
exact SW(3) limit. Ordinarily, we accept the SU(3)
symmetry at a=0 to be a good symmetry. In that case,
the chimeral SU(3) group at a=2 will be attained by
the emergence of the Goldstone kaon. On the other
hand, if we choose the chimeral symmetry to be a good
symmetry, the ordinary SU(3) will become a bad sym-
metry with a zero-mass Goldstone x meson. At any rate,
in the first case we have to adopt ¢(x) as the relevant
field while for the second case it is @(x) rather than ¢(x)
that is to be used as the fundamental variable. However,
the interchange of the ordinary and chimeral SU(3) is
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simply a change of conventional label without any fund-
amental importance. Nevertheless, the best criterion for
selecting the correct case is probably to compute the
vacuum energy and accept the case giving the lower
vacuum energy.'* In the present model, the vacuum en-
ergy per unit volume is computed to be Ey= —3v and
E,= —37, respectively, for the two cases, apart from
a common constant term. Hence, if y>v, we should
select ¢(x) as the canonical field of the theory. On the
other hand, if ¥ <7, we should adopt &(x) instead.

Now, let us show explicitly how the transition
o(x) — @(x) is effected. This is sensitively dependent
upon the explicit forms assumed for M (). Hence we
consider as two examples Eqgs. (3.2) and (3.3). First,
consider Eq. (3.2), i.e., M(p)=exp(2ife), so that we
have to solve

exp[2if@(x) ]= U exp[2ife(x)]

in view of Eq. (3.22). Noting that U=exp(ZiV3m\s),
and using the standard Baker-Hausdorff formula expA4
expB=exp(4+B+3[A4,B]+---), we can formally
solve this problem by expanding

#(x)==x£(37/2/)\s+0(¢)

in a power series in ¢, neglecting the question of the
convergence of the expansion. Setting

va(x)=(1/V2)Tr(e(x)Aa)
Ba(1)=(1/V2)Tr((x)\e) ,

one finds after some calculations that
Bo(®)= @o(x),
21(%) = e1(®) F V2L 0a(x) 6(2) + 05(%) 01(2) J+O( &%),
P2(x) = @a(®) F V2 f[ 05(%) 06(%) — @a(x) @1(2) ]+0( &%) ,
73(%) = o3(0) FETV2fL oa(%) pa(x) + 05(%) 5(x)
— 06(x) ps(x) — @1(x) e1(2) ]+0(¢?) ,
@a(x) =3mes(x) é[(m-f‘\/j@s) ®s
F o206+ pr07]+0(6%) ,
Ps(x) =F3meu(2)F \%[( @3 1+V3 ¢s) ¢4
+o106— @207]+0(ps),
Pe(x) =E3Ter(x)£ \/izt(— 03 +V3 0s) o7
+ e105— 0204 ]4+0( %),
1(x) =F3mpe(x)F \7;[(— o3 +V3 0s) 06
+ <p1<p4+ ©2 §05:H—0(<P3> )
Ps(x) ==+ (\/%)} +os(%) F(V3)ir
X f(ps0a7 @505+ vsest 0107)+0(0%) .

% The author owes this remark to a discussion with Professor
H. Umezawa and would like to express his gratitude. A similar

(3.24)
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Notice that

s(%) === (VH)m/ f+ ¢s(x)+0(¢?),

i.e., the transformation from gg(x) to @s(x) contains a
constant translation. This fact strongly suggests that
the transformation is not an ordinary one, but that of
changing a given Hilbert space into another disjoint
one, as we may see from the example of the Van Hove
model® and of others. Also its form is similar to that
used by Bessler ef al.'® We see also that @.(x) has no
definite parity if we adhere to the old parity convention
for ¢q(x). This is not surprising, however, since the
Kuo transformation M — UM does not commute with
the parity operation M <> M. It should be emphasized
that although we have the identity 0,(/M)"9,M
= 9,M73,M, we have neither

Za 3n¢a3u¢a=2a Oupaluva

NOr 3o PaPa= 2« Pava The reason is the presence of
the constant term in @s and the higher-order terms con-
tained in the expression of @, could contribute to the
quadratic term of ¢,. This fact also explains the ap-
parent disparity of the expression between ¢, and &,
for a=4, 5, 6, 7. Since U?=1, we could solve ¢, in
terms of @, exactly in the same way as in Eq. (3.24).
However, if we take only a few terms in the expansion,
we do not recover the correct answer for ¢, in terms of
#a- The dilemma is again resolved if we take into ac-
count ¢?and higher terms in the expansion of Eq. (3.24)
for that purpose.
Now, let us consider the second example,

3 1+ifo(x)

M(p) : .
1—ifo(x)

In this case, the situation is really peculiar. One can
exactly solve the equation UM (¢)=M (&) without any
approximation by

ifp(x)=[(U—=1)+if(U+1)e(x)]
XUUHD+if(U=De@]. (3.25)

The problem is that both matrices (14-U) and (1—U)
have no inverses and hence we cannot expand the de-
nominator in a power series of ¢(x). But one can evalu-
ate the denominator in the standard way to get

criterion is also used in the superconductivity theory to select
the superconducting solution against the normal one.

15 L. Van Hove, Physica 18, 145 (1952); R. Haag, Kgl. Danske
Videnskab. Selskab, Mat.-Fys. Medd. 29, No. 12 (1955);
K. Friedricks, Mathematical Aspects of Quantum Theory of Fields
(Interscience, New York, 1953).

16 L. Bessler, T. Muta, H. Umezawa, and D. Welling, Phys. Rev.
D 2, 349 (1970).
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finally

11
¢a(x) =—- _ﬁoa(x) (O‘:l) 2: 3) 3
A
11
Ps(x) = 3—]’22[998(@ +V2po(x)+(/6) f* deto(x) ],
11
Po(x) = — —[V2ps(%) +2 po(x) —V3 f2 detp(x) ],
32 A

Pa(x)=— \/—?;‘.A_{ o206t P107— 5

X[=est+(/3) es+(/3) e}

11
605(95) = \‘/:;—{ P106 T 207
1~ el —ost (v est+(V3)ed}, (3.26)
¢6(f”5) = \TZ}—A—{ PaP2— Q501
ol est+ (3 est(V3) eol}
11
@r(x)=— ﬁ—{ P11~ @502

+ o est (3 est+(V3) 0o},

where A and dety are given by

1Y 0u®) pal®) — L es@) HVZ0o(®) T,

A=
a=1
1 8
deteo(x) = g_ a’;‘;‘:’:o dayPalx) 0p(x) 0y ()

. (3.27)
—3V3 po(%) Z=1 Pa(X) Pa(®).

Since A~!is a singular operator, we really do not know
how to interpret it mathematically. This example
definitely illustrates the fact that the Kuo transforma-
tion is singular.??

So far we have not discussed the form of generators
of the SW(3) group in the nonlinear theory. This is in
general very complicated. However, it is well known!?
that one can give their exact form if M (¢p) is given by
M(p)=(14ife)(1—ifp)~! and hence we shall restrict
ourselves only to this case.

First, defining the canonical conjugate matrix II(x) by

= 300 (%) . (3.28)
1+ 120 (x) () 1+ 120(x) ()

7 A similar singular character of a finite SW(2) transformation
in the nonlinear realization can be found in A. Salam a.nd T
Strathdee, Phys. Rev. 184, 1750 (1969), when we set w=4r in
Eq. (1.7) ‘of their paper.
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we impose the ordinary canonical commutation relation
[P (x), 0a(y) = —i8a8a%6 @ (x~y) ~ (3.29)

with the rest of commutators being zero, where q, b, c,
and d are the matrix indices and assumes values 1, 2, 3.
This matrix II(x) should not be confused with that de-
fined in Sec. II. Defining®® the two matrices 4,%(x) and
Vab(x) by

1

Aob(x) = ~T1.2(x) + fL () T () () Ja?
f (3.30)

Vab(x) =i{[11(x) () Ja* — [ o(x)1(x) 1"},

one can easily compute the usual equal-time commuta-
tion relations

LVoe(x),Va(y)]=L[4s(x),4a°(y)]

=(8°Va"(x) =04V (x))6 P (x~y) ,
[4v2(x),Va ()]

= (8p°Aa%(x) — 844 °(x))6 D (x—y).
Also, one can check
LV(x), 0a°() ]

= (06 a®(%) — 8a%0s°(2))6 D (x—y),

[Vo* (), e (y) = (8¢ TLa"(x) — 8alT6%(x) )6 (X —y)
[44%(x), 0a°(¥)]

(3.31)

—1 (3.32)
= 7(5d“6b°+f2w“(x) Po° (%)) ®(x—y),
[4s°(%),Ma(y) ]
=1f{6a*(o(x)IL(x))
+65°(I(x) p(x))a%} 6P (x—y) -
Setting- now
Vba(t) =/ d3x Vb“(x) s
ot (3.33)

A(l)= d*x A%(x),

z0=t¢

we find that 4;%(f) and V,%(f) form the Lie algebra of
the SW(3) group. One also obtains

exp[es244()) JM o°(x) exp[ —ex2Aa>(2) ]

=[etM(x)et<]as, (3.34)
expl eV () M o°(x) exp[ —es*Vo(?) ]
=[eM(x)et<]ac (3.35)

if M (p) is expressed by M ()= (1+if¢)(1—ife)~! and

18 See Ref. 12. This form has been originally suggested by
T. K. Kuo and M. Sugawara, Phys. Rev, 151, 1181 (1966).
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if we neglect the question of the convergence with re-
spect to power-series expansion of ¢(x). Therefore, set-
ting V=exp[imi(Y —Y5)], we find

VM x)V1=[U-M(x)]s°,

where U=exp(V3mi)s), as is required in the Kuo trans-
formation. Thus at the formal level, everything pro-
ceeds well. However, as we noted, this transformation
which changes ¢(x) into @(x) is highly singular in
reality and somewhere the formal method must be
breaking down. The likely explanation is that Y5
= —A5%) is not a mathematically well-defined opera-
tor. It can be probably defined only as a functional in
a certain domain of direct product space JC®JC of the
underlying Hilbert space JC in such a way that it is
linear in the first 3C but antilinear in the second one. In
other words, the matrix elements of ¥ can be de-
fined in a certain domain of 3¢, but Y itself will not
even be an unbounded self-adjoint operator in JC. Thus,
exp[Emi(Y—Y5)] is not well defined mathematically
and it represents at best a formal operator changing one
Hilbert space into another disjoint one as in the model of
Nambu and Jona-Lasinio.

IV. DISCUSSION

As we noted in the previous sections, mass formulas
for mesons can be invariant under the Kuo transforma-
tion only for linear realizations of the SI¥(3) group, but
not for nonlinear ones. This conclusion agrees with that
reachied in (I). A similar consideration demonstrates the
rather surprising fact that the boson-boson scattering
amplitudes are not also invariant in general under the
Kuo transformation, in the case of the nonlinear theory
at least, if we use the so-called tree-diagram calculation.
This fact is rather curious since the Kuo transformation
can be alternatively understood to be a substitution of
the field ¢(x) by another field @(x) which is a func-
tion of ¢(x) itself. Salam ef al. showed!® some years ago
that the scattering amplitude should remain invari-
ant under various choices of canonical field variables.
However, our example appears to refute this theorem.
A likely explanation is again that our transformation
from ¢(x) to (x) is so singular that the theorem of
Salam et al. would not be applicable. As we emphasized
in (I) and also in the previous sections, the choice be-
tween ¢(x) and @(x) as the canonical field implies a
choice of two different worlds. Both choices, however,
give the same mass formulas and the same scattering
amplitudes if we interchange the roles of & and & (or
@) and those of ¢y and €; (or a). As we have stressed, the
choice is a matter of convention in the sense that either
ordinary SU(3) at a=0 or the chimeral SU(3) at a=2
could be accepted as the good symmetry. This fact is

18S. Kamefuchi, S. L. O’Raifeartaigh, and S. Salam, Nucl.
Phys. 28, 529 (1961). In the axiomatic field theory, this fact is
known as the Borchers thegrem. H. J. Borchers, Nuovo Cirmento
15, 784 (1960).
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related with the arbitrary relative parity convention
for particles with zero and nonzero hypercharge. Since
this relative parity cannot be determined experi-
mentally?® and is a matter of convention, it implies
that we have no method to decide which of the ordinary
and chimeral SU(3) should become the good symmetry
in the exact ST/ (3) limit if the Goldstone boson appear
in that limit. When both symmetries are simultaneously
realized, it automatically implies the parity-doublet
structure for all particle multiplets but the parity as-
signment still remains a matter of convention.

We have seen that the mass formulas for m,? and mx?
in the nonlinear case agree with those obtained in (II)
and (III). But this agreement will be destroyed if we
add a derivative-type (3,3%)@® (3*,3) interaction of the
form

£1”= -éoﬁg(x) *egﬁg(x) N (41)
where #,(x) is given by
fo(x)=3% Tr[(T(x)+ T*(x))ka] 4.2)
with
(T)v= e*Yevrery M ' M 7" (4.3)

(T) bar_: Ea,c’d'ébefayMc’eauMd'fz [(T)a,b:l‘l' .

Then, the addition of Eq. (4.1) gives?! mass formulas
which have a more complicated dependence upon €, and
a as has been noted by some authors.?! However, the
trouble with this argument lies in the derivative nature
of Eq. (4.3). Although it belongs formally to the (3,3*)
@ (3*,3) representation, it has in reality a more com-
plicated SW(3) transformation property. If we add
a derivative-type interaction to a Lagrangian, the
canonical formalism tells us that the definition of
canonical conjugate II(x) of ¢(x) will be accordingly
modified. Hence forms of infinitesimal generators A4 ;¢
and V3¢ will be altered also in a rather complicated way.
With respect to these new generators, the derivative in-
teraction £,” given by Egs. (4.1) and (4.3) does not
behave as a simple (3,3%) @ (3*,3)-type interaction any
longer. Therefore, we should not, strictly speaking, in-
clude such a derivative term at all within the framework
of Gell-Mann, Oakes, and Renner theory. This also im-
plies that the definition of the so-called covariant deriva-
tives in the SW(3) theory must be modified if the SW(3)
is not exact. When there is an SW(3)-violating interac-
tion, the generators V3% and 4, are now time-depend-
ent, and the ordinary proof of defining the covariant
derivatives will not necessarily go through. However, if
the SW(3)-violating interaction does not contain any
derivatives, then we will not have these troubles in the
definition of the covariant derivativse.

Finally, we notice that in our theory our underlying
fundamental group was the SW(3) rather than the

20 P, T. Mathews, Nuovo Cimento 6, 642 (1957).
%E.g., Y. M. P. Lam and Y. Y. Lee, Phys. Rev. D (to be
published) ; Phys. Rev. Letters 23, 734 (1969).
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W(3) group. As we emphasized, the W(3) symmetry
emerges when we let 4 —, ¢g— 0 in such a way that
the product €4 and e remain finite. In such a case, the
SW (3)-violating term eou @ (x)+ €su®(x) will vanish
identically, leaving terms proportional to ¢ (x)
(a=0, 8), which belongs to the (3,3*) ® (3*,3) represen-
tation of the larger W(3) group. Hence, it will be in-
teresting to investigate this case in some detail. From
the result of Sec. IT1, one finds in this limit,

m*=2f*(1+a),
mi*=2[(1—3a),
my’=2fy(1+a)=m.’,
mx*=2fy(1—-2a),

(4.4)

with tan(26)=2v2 (or tanf= —V2). From these, we see
m.=m,=0 at a= —1, i.e., both = and % become soft at

= —1. Also, at e=1%, we get mx=0, implying that the
X meson becomes a Goldstone boson there. Such be-
havior is very much different from what we assumed in
(II)—that the symmetry associated with the conserva-
tion law 0,4,7?(x)=0 at a=% is a good symmetry
without any Goldstone boson. However, this is expected
because we have no scalar mesons in the present model
discussed in Sec. I1I and the existence of scalar mesons
is presumably necessary to assure a good symmetry at
a=% as we emphasized in (II).

Lastly, the requirement v>0 which results from the
positivity condition of the Hilbert space implies

IN LINEAR AND NONLINEAR:- -

3015

€0(24-4) <0. Hence for the case 244 >0 we must have
€< 0 and any theory with ¢,>0 will give rise to ghost
mesons. The same situation arises for a<—1 or a>2.
Therefore, these cases do not make sense in the present
context. Since the positive definiteness of the theory was
so heavily utilized in (II) and (III), and since this
property will not be enjoyed if a ghost appears, this
suggests that points a=—1 and ¢=2 may not neces-
sarily be essential singular points of theory as we sug-
gested in (II) and (III). It may be that for < —1 and
a>2, we would have ghost pions and kaons if we blindly
continued analytically the value of the parameter a be-
yond —1<a<2. However, the existence of the Kuo
transformation which brings the domain —1<ae<2 out-
side itself implies an existence of another reasonable
solution for intervals a< —1 and > 2. If this reasoning
is correct, the picture which emerges is the one that we
have at least two distinct domains given by —1<a<2
and a<—1 or a>2 where all physical quantities are
expressed by at least two distinct analytic functions of
a in the respective domains. If this idea should turn out
to be the right one, then the point ¢=—1 may not
necessarily be a singular point and it may be possible
to use a perturbation method around this point. A
preliminary investigation for the #V— 7N scattering
amplitude shows that one can compute the first-order
perturbation correction with respect to 1+« and the
result exactly agrees with the ordinary computation of
the so-called o term. This is an encouraging fact, but a
more extensive analysis is needed to confirm this idea.



