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The differential cross sections for yp ~yp and yp ~m p have been measured for incident photon energies
in the range of 2 to 6 Gev and for ~t~ ranging from 0.7 to 4.3 Gev'. This corresponds to a center-of-mass

angle range of 45' to 128'. The energy dependence of the data is compared to that predicted by several

parton models.

(

I. INTRODUCTION

Previous experiMents' on proton Compton scat-
tering concentrated on the small-~t~ region allow-
ing. comparisons of the forward differential cross
section with optical-theorem and dispersion-rela-
tion' predictions and with the vector-dominance
model. The exponential slope in t and nearly
energy-independent forward cross section seen
in these experiments are characteristic of purely
diffractive scattering. Measurements of the po-
larized-photon asymmetry4 and the recoil-proton
polarization' have supported this interpretation of
forward Compton scattering as a diffractive pro-
cess. Various models" which predict that this
behavior would not extend much beyond the range
of existing data have not been tested because of
difficulties in measuring the very small cross sec-
tions at larger ~t~.

Neutral-pion photoproduction has also been stud-
ied extensively at small ~t~. s Most of this work
was motivated by interest in the Begge exchanges
which dominate the forward cross section. Simi-
lar interests in baryon exchange led to some
cross-section measurements in the backward
direction, ' the region of small ~u~.

Dimensional- counting arguments, ' which make
predictions for many processes, suggest that
mechanisms other than Regge exchanges will
dominate ~' photoproduction in the central region
between small [f( and )u~. Several experimental
groups have made measurements in this region, ' "
but the conclusions are not completely clear be-
cause of disagreements between these data.

This experiment was designed to explore the re-
gion around 90' in the center of mass primarily

to make the first measurements of large-angle
Compton scattering, but also to extend, somewhat,
the energy range for vo photoproduction. Since
both processes are measured in the same experi-
ment, the ratio of cross sections can be accurate-
ly determined. The differential cress sections
from a hydrogen target were measured for angular
sweeps at 3 and 4 GeV and energy sweeps at
t= -2.45 GeV' and at center-of-mass angles of
60', 90', and 105'. Results of the experiment
have been published elsewhere. " In this paper we
discuss the experiment in greater detail and pre-
sent comparisons with appropriate models.

II. EXPERIMENT

The experiment was performed at the Wilson
12-GeV Electron Synchrotron at Cornell Univer-
sity. The incident photons were generated by an
extracted electron beam focused to a spot approxi-
mately 3 mm in diameter on a 0.10-radiation-
length aluminum target. The electrons in the re-
sulting beam were magnetically diverted into a
water-cooled dump. The bremsstrahlung photon
beam passed through a collimator, sweeping mag-
net, scraper, and another sweeping magnet be-
fore entering the hydrogen target which was 11.5
m downstream of the radiator. At this point the
beam was about 1.3 cm in diameter at the lowest
energy. The hydrogen target cup was a cylinder
6.35 cm long by 5.08 cm in diameter oriented
with its axis coincident with the beam direction.
The end windows were each 18-p, m-thick stainless
steel.

The noninteracting photons proceeded through a
long helium bag to a secondary-emission monitor
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(SEM) well downstream of (and shielded from) the
detection apparatus. This SEM was placed behind
5 radiation lengths of lead, and it measured the
number of equivalent quanta in the beam. At each
electron beam energy, the calibration of the SEM
was compared with that of a laboratory standard
secondary-emission quantameter. The SEM cal-
ibration constant was found to vary by 6% over the
range of energies used in this experiment; this
variation was consistent with previous measure-
ments. A thick target bremsstrahlung calcula-
tion" gave the number of incident photons in an

energy band from the number of equivalent quanta.
Uncertainties in the calibration procedure, the
standard quantameter calibration, and the brems-
strahlung calculation lead to net uncertainties of
+3% in the incident flux at most half of which is
energy dependent.

Reactions of interest were separated by their
kinematics. The technique required measurement
of the momentum and angles of the recoil proton
and the angles of one photon, either Compton scat-
tered or from the decay of a m' (see Fig. 1). The
energy of the photon was also measured, but this
constraint was not used in the determination of the
kinematics. Cuts on this energy were used to
eliminate some background effects particularly
for zo events.

The proton emerging from the target passed
through a small permanent dipole magnet (of ap-
proximately 0.02 T m) intended to sweep away
low-energy particles, through five multiwire pro-
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FIG. 1. Schematic Qoor plan of the apparatus. PY des-
ignates a pair of MWPC's with wires at +7 to the hori-
zontal, PX an MWPC with vertical wires, PC a pair
of MWPC 's with wires horizontal and vertical, and TH
a scintillation counter trigger hodoscope. A perspective
view of one of the two lead-glass arrays is depicted in
the inset.

portional chamber (IVIWPC) planes and then into
the Cornell Large Aperture Spectrometer
(CLASP)." CLASP consisted of a vertical-bend
dipole magnet, bight MWPC planes interleaved
with four trigger hodoscope counter planes, a
threshold gas Cerenkov counter set to count pions,
and finally, a lead-Lucite shower counter to dis-
criminate against positrons. The magnet aperture
was 20.3 cm wide by 38.1 cm high, and the pole
pieces were 121.9 cm long. The maximum field
was about 1.85 T. The momentum acceptance of
the spectrometer, which was far wider than neces-
sary for the two-body reactions studied here, was
approximately bp/P =+30% (—80%), and the solid
angle at the nominal momentum was about 4 msr.

One MWPC in front of the magnet had sense
wires running vertically, while the sense wires
of the other four MWPC's were tilted alternately .
+7' to the horizontal. to minimize dead-time loss-
es. This configuration allowed excellent measure-
ments of the vertical angle of the proton [1.0 mrad
rms] and the height of the interaction in the tar-
get [0.3 cm (rms)] and, hence, coplanarity of the
detected particles with the beam. Chambers be-
hind the magnet were used in conjunction with
the one vertical MWPC in the front to measure the
horizontal angle and target position. Typical hor-
izontal-angle resolution was 1.5 mrad (rms). The
momentum was calculated from the vertical slopes
of the trajectory in front of and behind the magnet
using an effective length approximation for the
magnetic field integral. The momentum resolu-
tion was approximately 1% (rms) and was dom-
inated by multiple scattering of the proton in the
air and MWPC's at low momentum and by field in-
homogeneities at high momentum. The momen-
tum and horizontal-angle resolutions gave a resolu-
tion in incident energy of 0.08 GeV (rms) and in
f of approximately 1% (rms). All MWPC's had
wire spacings of 1.27 mm, giving a total of 4656
wires in the system.

The direction of the outgoing photon was deter-
mined using a 72-block lead-glass detector con-
sisting of two si:de-by-side arrays of 36 blocks
each, positioned transverse to the average photon
direction (see Fig. 1 inset). " The 36 blocks of
Schott SF2 lead glass, each 6.35 cm by 6.35 cm
by 58.4 cm, were arrayed four stacks deep (a
total of 9 radiation lengths) and nine blocks high.
Successive stacks were vertically offset by —,

'

block height to improve position resolution by
analysis of the energy sharing between blocks.
An array of scintillation counters (3.8 cm wide)
inserted after the second layer of blocks measured
the horizontal position. Resulting position resolu-
tions were 1.3 cm [full width at half maximum
(FWHM)] in the verticaP' and 3.8 cm (FWHM) in
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the horizontal. This gave photon angle resolutions
dependent on the distance of the lead-glass detec-
tor from the hydrogen target. This distance was
varied from data point to data point (4.0 m to
12.8 m) and gave a reasonable match to the verti-
cal angle resolution on the proton arm. The ener-
gy resolution was on the order of 80% (rms) at
all energies. -

The event trigger required a time coincidence
between an energetic shower in the lead-glass
and the firing of any three out of four counter
planes in the spectrometer. At each data point
the lead-glass trigger threshold was set to one-
half the minimum energy of a photon from ~ de-
cay. In determining this threshold we considered
only r"s mhieh would pass our event reconstruc-
tion criterion that the w' be directed tomards the
lead-glass detector. By requiring only three out
of four spectrometer counter planes, we were
able to measure the trigger efficiency of the pro-
ton arm.

The incident beam flux was typically 1.2 X 10"
equivalent quanta per second, close to the maxi-
mum available from the synchrotron with our rad-
iator. At this intensity the Compton scattering
rate ranged from 50 to 0.1 events per hour; the
rate of r' events mas approximately 50 times the
Compton scattering rate. At each data point the
beam flux was limited by either singles rates in
the proportional chambers closest to the target
(2 MHz per wire was the maximum rate allowed
in these chambers) or by accidental coincidences.
Because of the loose trigger requirements and
the high beam intensity, between 40% and 70% of
the trigger rate was due to accidentals.

In approximately one-half of the triggers, tra-
jectories from the target could be spatially recon-
structed in the spectrometer. The remainder were
largely random coincidences, as indicated by mea-
surements of the time-of-flight difference be-
tween the photon and the proton. In general, mhen
a spectrometer trajectory failed reconstruction,
there also mas no corresponding analyzable show-
er in the lead-glass. Therefore, most of the bad
triggers mere eliminated by any one of three cri-
teria: an incorrect time-of-flight, no trajectory
in the proton spectrometer, or no analyzable show-
er in the lead glass. Only those triggers with a
single high-energy shower (the two photon accep-
tance was almost zero) and a reconstructed track
passed our cuts. We discuss below the correc-
tions necessary because of these selection criter-
ia. The CLASP shower and gas Cerenkov counters
showed that this sample of data had negligible pion
and positron contamination.

For these events, the reaction plane was defined
by the incident photon direction (well determined

in the vertical plane by the radiator spot and the
target position) and the recoil proton trajectory.
The photon production angle and momentum were
predicted from the proton four-vector assuming
yp- yp kinematics. The angular differences be-
tween the observed photon and predicted photon
directions in the reaction plane, Ae, and perpen-
dicular to the reaction plane (coplanarity), b. P,
were then found. Typical resolutions in 46) and

AP were 20 mrad and 5 mrad (FWHM).
In Fig. 2 we present coplanarity distributions

with and mithout a 68 eut. At this data point
(which has a large Compton-scattering signal)
the enhancement at b. P = 0 is evident even without
the production-angle cut. Imposing this cut re-
duces the m and background signals without sig-
nificantly depleting the Compton scattering sig-
nal.

The b, P and 68 distributions were used to de-
termine the relative contributions of different
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FIG. 2. Coplanarity distributions at 3 GeV and t= 0.71
GeV~. (a} without and tb} with a cut on the 68.
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processes to our data. A Monte Carlo calcula-
tion was used to calculate the distributions expect. —

ed for single-n' photoproduction and proton Comp-
ton scattering. The coplanarity data with differ-
ent 60 cuts were then fit to a combination of these
distributions and a smooth empirical background.
It was found that over a large range of 60 cuts,
the Compton scattering cross section and its er-
ror did nbt change significantly. The final b, O cut
was chosen in this range. The data with 60 out-
side of the final cuts were useful for separating
~' photoproduction from background. At some data
points as much as 20% of the events were from
background processes.

The philosophy of the fitting procedure can now

be made more clear. The coplanarity distribu-
tion was used almost exclusively to determine the
Compton scattering signal. This can be done with
good accuracy only if the shape of the distribution

. of the rest of the data is well known. It is the 60
distribution which assures us that single-~' photo-
production is the dominant process. Since the ~'
decay kinematics and the detector are well under-
stood, the shape of the coplanarity distribution
is determined,

In Fig. 3 we present more typical coplanarity
and 68 distributions with curves drawn to show the
contributions of the background and r photopro-
duction. The ratio of events from Compton scat-
tering to those from v photoproduction in the co-
planarity peak was in the range of 1:1 to 1:4 for
all the data. The separation of Compton scatters
from the more copious n' photoproduction is cru-
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'FIG. 3. Angular-difference distribution at 6 GeV and
t = —2.45 GeV2. (a) Coplanarity-angl. e distribution. The
solid line is a fit assuming neutral-pion photoproduction,

.the dashed line is the estimated background from other
processes, and the peak at 4@= 0 is due to proton Comp-
ton scattering. |b) Angular-difference distribution in the
reaction plane. The curves have the same interpretation
as in (a). The excess at Ag= 0' is due to Compton scat-
ter1Dg.

cially dependent on the coplanarity resolution,
about 5 mrad (FWHM). For data points where the
statistics were good, the resolution could be treat-
ed as a free parameter, and the resultant resolu-
tion was in good agreement with that calculated by
the Monte Carlo. For low-statistics points we
constrained the resolution to be that given by the
Monte Carlo program.

We performed a Monte Carlo calculation of the
acceptance parameters with an accuracy better
than the statistical errors of the Compton scatter-
ing data. A small empty-target correction (leap)

was made only to the neutral-pion photoproduction
cross section. Fermi motion of the nucleons in
the stainless-steel endcaps on the hydrogen target
spreads the Compton-scattering coplanarity peak
by an amount comparable to the width of the r'
distribution. Large corrections were made to
both m' and Compton scattering cross sections for
proton and photon identification inefficiencies dis-
cussed below.

The proton-spectrometer inefficiency was cal-
culated in two steps. The combination of low rate
and redundant detectors behind the magnet allowed
the rear detector inefficiency to be found by cal-
culating trigger counter (-4/p) and MWPC ineffic-
iencies (-3%). The trigger-counter inefficiency
includes nuclear absorption effects. In each view
hits in at least three of the four M%PC's were
needed to form a track, and we required a single
track in each view. All single good tracks in the
back projecting through the magnet to the front
detector were assumed to have traversed the en-
tire spectrometer and were used to find the inef-
ficiency of the front MWPC's in their high-rate
environment. Hits were required within ~1.27 cm
of the projected track in four out of five front
chambers. Typically 27/o of the tracks failed this
cut. Those passing this cut were required to have
a good track in the front chambers; typically 6/~

failed this requirement. The inefficiency of these
chambers was the largest contribution to the pro-
ton inefficiency. The net inefficiency was typically
40%% with an estimated uncertainty of 10'. Of this,
9/0 is an overall uncertainty, leaving 4% estimated
point-to-point systematic uncertainty. The vari-
ous inefficiencies were found to be correlated with
each other. At each data point this correlation
was studied by. using data samples with different
cuts. The result was bracketed by choosing cuts
which clearly either overestimated or underesti-
mated the net inefficiency. The width of the brac-
keted region was taken as the uncertainty. The
systematic uncertainties in the proton detection
efficiency are the same for Compton scattering
and ~' photoproduction, and they cancel when tak-
ing the ratio of these cross sections.
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TABLE I. Typical corrections and systematic uncertainties. The larger corrections and
uncertainties are discussed in the text. Under uncertainty, the first column contains errors
which affect the overall normalization only; the second includes errors which can fluctuate
from data point to data point; and the third exhibits the systematic errors in the Compton
scattering to ~ photoproduction cross-section ratio.

Typical
corrections Overall

Uncertainty
Point-to-point Ratio

Proton-arm inefficiency
Trigger counter
Rear MWPC
Front MWPC

Photon-arm inefficiency
Beam flux
Target length and density
Computer dead times
Trigger dead time
Absolution calibration

of spectrometer
Data lost
Fitting hypotheses

Net uncertainty

4lo

S%,
SS%
solo

o%
o%
8%
0.5 lo

o%

o.2 lo

o%

+1%
+1%
+9%
+9%

+0%
+0.5%

+0%
+5%

+ 20%

+1%

+4%
y50/
+1.5 lo

+1/o
so%
+0.5%
+2%

+0%
+4/0

+8%

+ 0/o
+0%
+0%
+8%
so%
+o%
so%
+0%
+4%

so%
+5%

~10%

The lead-glass gave nearly 100% positive iden-
tification of a shower, but shower fluctuations and

low energy, time-random backgrounds often con-
fused the pattern recognition algorithm. This al-
gorithm relied on a series of stringent tests in

selecting a sample of showers which developed
clearly enough to guarantee good position mea-
surements. To learn the efficiency of this pat-
tern recognition, a shower identification program
was written which ensured the presence of a high-
energy shower without requiring a good position
measurement. Monte Carlo generated showers
were used to check these programs, and experi-
mental data taken in a positron test beam were
in turn used to check this Monte Carlo. The re-
sultant inefficiency for photon identification was
found to be energy dependent, ranging from 40%
at 1 GeV to 15% at greater than 3 GeV. The bulk
of this energy dependence at a given data point
came from the inefficiency of the embedded hodo-
scope counters, which was near 0% for showers
above 3 GeV. The rest came from the sea of
very-low-energy, time- random showers which made
identifieationof valid lower-energy showers more
difficult. This low-energy background changed from
data point to data point; the photon-arm ineffic-
iency was roughly 30% at all data. points. The es-
timated net uncertainty is 10% of which 5% is a
point-to-point systematic .uncertainty and 9% is
an overall uncertainty. These errors combine
estimates using different cuts on the data (as done
for the proton arm) with a larger uncertainty to
account for the procedure. The systematic un-
certainty does not cancel entirely in the ratio of
Compton scattering to m' photoproduction cross

sections because the photon energy depends on
the process. It ip estimated that the residual sys-
tematic uncertainty in the ratio is 8./0.

'these, as well as several Smaller corrections
to the data are summarized in Table I along with
a few other contributions to the normalization un-
certainty. Because the cross-section dependence
on incident energy and t is so steep, the small
uncertainty in the CLASP magnetic-field-integral
calibration introduces a non-negligible cross-sec-
tion uncertainty. Most of this uncertainty is in
the overall normalization. Of the remaining un-
certainties, the only one of importance comes
from the small residual uncertainty in the shape
of the a'0 distribution used in coplanarity fits.
This is caused by approximations made in the
Monte Carlo program to the properties of the ap-
paratus.

The net overall systematic uncertainty in the
data is 20%, and the net point-to-point systematic
uncertainty is 8%. Many of these systematic prob-
lems cancel in the cross-section ratio leaving a
systematic error of 10/&. Correlations in these
uncertainties have been estimated and are included
in the net quoted values. In general, the systema-
tic errors were larger than the statistical errors
for the n' data, but smaller than those of the Comp-
ton-scattering data.

III. RESULTS AND DISCUSSION

The results are shown in Fig 4 and are given
in Table II.
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FIG. 4. Data from this experiment. The indicated energies are incident photon laboratory energies. (a) Proton
Compton-scattering differential cross sections. The solid lines summarize data from previous experiments, and the
split represents either energy dependence or a disagreement between experiments. The dashed line and dotted line
are VDM predictions at 4 GeV and 6 GeV, respectively (Ref. 12). The error bars include statistical and systematic
errors which vary from point to point. (b) da/dt versus t for m photoproduction. The solid lines summarize earlier
data at small lt l. The dashed lines are intended only to guide the eye. In general, error bars resulting from statisti-
cal errors and systematic errors which vary from point to point are smaller than the size of the data points. Overall
systematic errors are not included. .

TABLE II. The results of this experiment. The cross-section errors include statistical
and point-to-point systematic errors. The errors on the ratio R are only statistical and are
larger than the systematic errors. k is the central incident photon energy. Ak is the spread
of photon energies about the central value. t is the central four-momentum transfer. At is
the rms spread of t. &* is the photon scattering angle for yp —pp in the y center of mass. R
is the ratio of Compton scattering to vr photoproduction cross sections.

k 6k
(Gev)

t ht
(Gev2) dt

O'P 'YP)
dt

('yP P)
do do p

(nb/GeV')

2.0 0.23
2.0 0.24

-1.52 0.19 90'
-2.45 0.34 128

9.5 ~ 1.6
4.0 + 1.3

1820 + 115
437 + 47

0.0052 + 0.0012
0.0091+ 0.0034

3.0 0.38
3.0 0.37
3.0 0.35
3.0 0.34
3.0 0.36

—0.71
-1.22
-2.43
—3.06
-3.65

0.08 45'
0.13 60'
0.26 90
0.35 105'
0.47 120'

27.5
6.9
0.97+
0.55 +
0.51+

2.2
1.1
0.19
0.11
0.10

560
468
62.8
35.4 ~
26.6

36
31
5.1
2.7
1.9

0.049 + 0.005
0.015 + 0.003
O.O15 ~ O.OO4

0.016 + 0.004
0.019 ~ 0.004

4.0 0.47
4.0 0.47
4.0 0.45
4.0 0.44
4.0 0.45

—0.98
-1.68
—2.49
-3.36
-4.23

0.08 45'
0.15 60'
0.22 75
0 33 9Q

0.47 105'

9.4 +
1.8
0.26 +
0.20 +
0.11+

1.0
0.3
0.06
0.06
0.03

307
99
10.0 +
7.3
4.6 *

17
7
1.0
0.7
0.5

0.031 + 0.004
0.018 a 0.004
0.027 + 0.007
0.027 + 0.009
0.025 ~ 0.008

5.0 0.58 . —2.45 0.21 65'
5.0 0.55 -4.29 0.40 90

0.14*0.04
0.20 + 0.009

3.9
1.46 +

0.4
0.10

0.037 + 0.011'
0.014 + 0.006

6.0 0.61 -2.45 0.16 58' 0.17+ 0.02 3.66+ 0.25 0.048 + 0.008
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PIG. 5. (a) A test of the dimensional-counting prediction for Compton scattering. The solid line is the prediction of
Scott (Hef. 6) at asymptotic s and t. (b) A test for existence of J=0 fixed pole in the Compton amplitude (see text). The
solid line exhibits t "4 dependence.

A. Proton Compton scattering

As shown in Fig. 4(a), the data at large ~t~ are in
sharp contrast to those at small ~fl. The I&I de-
pendence has become less strong, and there is
considerable energy dependence. Some parton
models, "by considering Compton scattering
from individual quarks, predict that at fixed cen-
ter -of -mass angles „8*,far from the forward
and backward regions, the proton Compton
scattering cross-section energy dependence
should vary as do/dt ccs '. As shown in Fig. 5(a),
the data are in good qualitative agreement with
this hypothesis.

Brodsky, Close, and Gunion' (BCG) have pre-
dicted that dv/dt's 'f ', and a prediction by
Scott' is conceptually similar. Scott continues
the Bjorken and- Paschos calculation" of the inelas-
tic Compton cross section to the exclusive limit.
His form includes normalization and when extra-
polated to asymptotic 8 and t coincides with the
BCG form. Comparison with the data is, shown
in Fig. 5(a) and agreement appears good for
cos8~&0. However, at finite s and t, Scott's
model does not scale as s'dg/dt and falls substan-
tially below our data. It is interesting to note that
the Bjorken and Paschos prediction also falls sub-
stantially below the inelastic Compton scattering
data of Caldwell et al." -within the framework of
the parton models these discrepancies could be
understood as a residual contribution from vec-

tor-dominance diagrams and/or the presence of
higher -order amplitudes. "

Damashek and Gilman' have found evidence for a
fixed pole at J= 0 in the forward Compton ampli-

IO'

IO

IO'

IO

IO'=
do
dt

I

6
I

8
s(GeV )

I

IQ
I

l2

FIG. 6. Compton-scattering cross sections at constant
t and at constant 8*. The straight lines are fits to the
data. The fits shown here have no energy cuts.
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tude by assuming a Regge form and by use of the
photon total cross sections in a dispersion rela-
tion. If this real part is due to the Thomson am-
plitude for photon scattering by partons, ' then it
should dominate at larger values of t where the
diffractive amplitude has died away. In this case
the resulting s dependence of the cross section
would be s- '. This hypothesis is tested in Fig.
5(b), where the dominance of a fixed pole at J'= 0
would be demonstrated if s'do/dt were independent
of s. There is some indication that the higher-
energy data far from the backward direction are
consistent with this conjecture.

Figure 6 shows energy scans of the data for bet-
ter comparison with the hypotheses tested by Figs.
5(a) and 5(b). Both sets of data are parametrized
by the form d&x/dt =As ". For the data at fixed
$, ye=3. 0+ 0.3 (the prediction is n= 2). One might
argue that the data point at s = 4.6 GeV' is too low
an energy for comparison with models assumed
to be valid at asymptotically high energies. If
we exclude this point we get n=2. 6~0.4. For fixed
8*& 50', the weighted average for n is 6.4~ 0.3
(the prediction is n=6). Excluding the point at
s = 4.6 GeV', we get n = 6.1+ 0.3. These data are
in reasonable agreement with the parton-model
prediction.

B. 7t photoproduction

lOio yP ~OP
I

IO

o 26eV
3 GeV

4 GeV

5 GeV
~ 6 GeV

~ 08

IO =

IO =

o ~
0 ~

0 ~

lO
I

0
cos 8

FIG. 7. svdo/dt for 7t- photoproduction versus cosa*.

predictions, but suggests that higher energies may
show a more favorable comparison. Anderson
et al."find g = 7.6+ 0.7 for n photoproduction and
n = 7.3+ 0.4 for ~' photoproduction for energy
ranges similar to ours.

The constituent-interchange type of model'"

In the central region the t. dependence of the m'

cross section is strikingly different from that of
the forward or backward directions. This suggests
the existence of a new scattering mechanism,
different from t- and u-channel exchanges. The
dimensional counting arguments based on a parton
structure for hadrons' suggest that at a fixed
center-of-mass angle in the central region the
cross section dg/dt, for charged or neutral-pion,
photoproduction should be proportional to s '.
Figure 7, where s'do/dt is plotted, shows that the
data from the present experiment above 2 GeV
are not inconsistent with this dependence. This
dependence at 90 is investigated in greater detail
in Fig. 8 where some data from other experiments
are also included. ' " The agreement seen between
our experiment and Anderson et al. is good at
all angles with a X' of 5.7 for 6 degrees of free-
dom, and both experiments disagree with earlier
measurements. 'O, Fitting our data to the form do/
dt=&s ", we find n= 9.0~ 0.1. If we adopt the point
of view that s=4.6 GeV' is too low an energy to be
compared with predictions intended to be used at
asymptotic energies and fit the data at s= 6.5 GeV'
and above, we get n = 8.3 ~ 0.2. A weighted average .

for 8*& 50'without and with the energy cut gives
8.6~ 0.1 and 8.0~ 0.1, respectively. This is not
quantitatively consistent with dimensional counting
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Fro. 8. Log-log plots of do/dt versus s for z photo-
production. The upper data are at fixed t= —2.45 GeV~,
while the lower data are at fixed center-of-mass angle,
eg 900
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leads to the prediction that the effective Regge
trajectory for pion photoproduction a(t) approaches
--,' at large ~t~, which means that the cross sec-
tion will be proportional to s ' at fixed t. Figure
8 also shows the data plotted as a function of s
at fixed t = -2.45 GeV'. Fitting these data to the
same form as above gives n = 5.0~ 0.1. Eliminat-
ing the lowest-energy data point from the fit gives
n = 4.5 + 0.2, although the shape of the data is not
well reproduced in either case. The data of Ref.
11 suggest that there is a narrow dip in the cross
section near the value of t for which we chose to
do our energy scan. If this is so, then t= -2.45
GeV' may not seem a good value for comparison
with theory. However, our acceptance in t is
broad so that the effects of this dip may well be
small.

C. Cross-section ratios
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Most systematic errors cancel when we calculate
the ratio of the cross sections,

dold~(rP" rP)
«l«(rP" v'p)

Taking the ratio of the energy dependence pre-
dicted by dimensional counting arguments, ' one ex-
pects that at fixed 8*R(s, f ) cc s'0. Figure 9(a)
shows R(s, f) at fixed 8*& 50'. Fitting the data at
each angle to the form R (s, f) =As" and taking a
weighted average gives n = 2.0~ 0.3. Using the
same arguments for pion photoproduction as in
the previous section, "'we then expect to see
R(s, t) ~s" at fixed t. In Fig. 9(b), R(s, t) is plot-
ted at fixed f = -2.45 GeV . Fitting the data to the
same form as above gives n= 1.8~ 0.4. Neither
of these results is in good agreement with pre-
dictions. From the data on the individual pro-
cesses we conclude that the n' prediction is the
source of this disagreement.

A test of the vector-dominance model (VDM)
in its traditional form has been described in de-
tail elsewhere" and is shown in Fig. 4(a). Within
the framework of a number of models of hadron
structure, "' the ratio data can be considered as

. (Gev')

FIQ. 9. Compton scattering to ~0 photoproduction
cross-section ratios at (a) constant 8*, and @) constant
f,

an additional test of VDM. These models suggest
that the energy dependence of d&x/dt at fixed 8*
for vector-meson photoproduction, should be the
same as that for neutral-pion photoproduction.
The data of Ref. 11 are consistent with this pre-
diction. %e can, therefore, consider the data
in Fig. 9(a) to show that the ratio of the Compton
data to the VDM prediction changes with energy.
This is inconsistent with the ideas of the vector-
dominance model.
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