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The influence of interaction on the nature of the quantum field is investigated for a self-interacting spinor
theory. Nonlinear equations for the two-point function are formulated. The solutions of these equations
demonstrate that fields in interaction exhibit novel features. In particular, the modified short-distance
behavior indicates the absence of pathological features, implying self-regulation of nonlinear systems with

concomitant noncanonical quantization.

I. INTRODUCTION

The quantization of a physical system proceeds
in two stages. In the first step the particle-wave
duality finds expression in the replacement of the
classical variables by operators of specified com-
mutation relations. The occurrence of particle
creation and of virtual transitions is accommoda-
ted by regarding the classical fields as operator-
valued fields. In the canonical formalism of field
theory the quantum fields satisfy commutation
relations which are independent of the interaction,
Attempts to verify the validity of the free-field
commutation relations in the interacting situation
encountered obstacles. Thus the formalism of
field theory is permeated by notions obtained by
means of perturbation theory. In particular, in-
teracting field theory is disfigured by the occur-
rence of radiative corrections which may become
arbitrarily large. This feature divides field theory
into that which can be realized and that which can-
not. After the renormalization procedure has been
carried out the canonical commutation relations
are destroyed and the pathological contributions
are eliminated at the expense of introducing arbi-
trary mass and coupling parameters into the
theory, which preclude the dynamical explanation
of important attributes of the theory itself. It
would thus seem that a more complete understand-
ing of the nature of interacting field theory is of
importance.

In this work a nonlinear spinor theory is investi-
gated as a prototype of features intrinsic to non-
linear quantum field theory. The theory is allowed
to develop outside the chartered course of pertur-
bation theory by adopting an approach related to
that pioneered' by Heisenberg and by Mitter. The
novel features exhibited by classical nonlinear
systems (intrinsic nonlinear features such as
self-modulation, self-focusing, the emergence of
nonlinear excitations such as vortices, and the ex-
istence of nonlinear waves that exhibit particlelike
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characteristics) in a natural way lead to the ques-
tion of aspects intrinsic to nonlinear quantum field
theory.? On general grounds nonlinear quantum
phenomena may be expected to be of relevance in
the high-energy regime where nonlinearity due to
feedback becomes important.> Throughout the
analysis a special premium is placed on non-
linearity as engendered by the two-point function.
In Sec. II the model is specified, a functional
method is introduced to generate the ingredients
required for the analysis, and the equations satis-
fied by the multipoint functions are formulated.
In Sec. III the equation for the two-point function
is cast into a form amenable to solution. In Sec.
IV the solutions of the nonlinear equations are in-
vestigated, and questions related to the break-
down of scale invariance and spontaneous mass
generation are considered. In Sec. V the solutions
are subjected to the boundary conditions imposed
by quantum field theory and, finally, in Sec. VI
the implications of the results for nonlinear field
theory are discussed.

II. EQUATION OF MOTION AND GENERATING
FUNCTIONAL

This work investigates the features intrinsic to
a nonlinear field theory based on an equation of
motion of the form

iy « 89(x) = my(x) + P[P(x)O* $(x)]0, ¥(x) =0, (2.1)

which may formally be deduced from the Lagran-
gian density :

L=2 @y o, —0,Tyhy) -mPy

£ 11(FOH 4)(FO,¥) - 2.2)

For the present purpose this model may be re-
garded as a kind of incubator for studying non-
linear field theory. According to the canonical
formalism of quantum field theory, the classical
field variables are promoted to dynamical vari-
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ables satisfying the equal-time anticommutation
relations

8(x = yoH7(x), ()} =i8(x =), (2.3)

where the canonical momentum conjugate to ¢ is
given by

1r=g(§a%l;)-=iﬂ5'yo=iwf. (2.4)

The canonical quantization procedure implies that
the second quantization proceeds independently of
the self-interaction present in the theory and at-
tributes a length dimension of -3 to the canonical
field. A traditional way of arriving at the can-
onical commutation relations consists in estab-
lishing Eq. (2.3) in the free-field case and trans-
forming from the fields defined at a fixed time to
the interacting Heisenberg fields at arbitrary times
by unitary transformations. However, for fields
possessing an infinite number of degrees of free-
dom the interaction representation does not,
strictly speaking, exist for relativistic invariant
theories. As implied by Haag’s theorem,* the
interaction picture on which perturbation theory
is based does not exist, at least in a state space
in which the free-field commutation relations are
also represented.

The massless equation (2.1) is of particular in-
terest for it remains invariant under scale trans-
formations.® Consider the infinitesimal scale
transformation defined on Minkowski space by

x; =(1+e)x, , (2.5a)

o,=(1-¢€)a, (2.5b)
and the spinor field cotransforms according to

¥ (x") =(1+de)d(x), (2.6)

where d denotes the scale dimension of the spinor
field. The form invariance of the massless Eq.
(2.1) is maintained provided that the scale dimen-
sion of the field is subcanonical, d=-3. Scale
invariance of the theory in turn may serve as a
rationale for the absence of (bare) mass terms in
Eq. (2.1). The scale invariance hints at the pos-
sibility that results different from the canonical
quantization may obtain. In view of the presence
of self-interaction in the theory, however, it may
be anticipated that scale invariance may break
down through spontaneous mass generation so
that the scale-invariant situation may be reflected
only by very special solutions.

Further discussion is facilitated by introducing
a compact notation for Eq. (2.1):

Dik(pk + V{m.nl :$m¢n¢l =0 ’ (2-7)

where space-time, spinor, and other degrees of
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freedom are incorporated into a single index. In
the local formulation of the theory the interacting
term is given by

Vim.nl. = é(x{ - xm)é(xn - xi)é(xn - xl)VlIm.nl’ (2‘8)

where for a scalar interaction Vi'm',,, =8;,0,4. The
kinetic part of Eq. (2.7) is given by
. 9 :
Dy, =iy*d(x; -xk)é?—mé(x, - %) . (2.9)

u

The appearance of § functions in the foregoing is
of formal significance only and is a consequence -
of the compact notation employed. In view of the
circumstance that the fields in quantum field
theory are represented by operator-valued dis-
tributions, the definition of the interaction term-
requires closer attention. In order to give a de-
finition of the products of fields at the same space-
time point, knowledge of the nature of the quan-
tized field is required, a question which is sub-
ject to the solution of the nonlinear equation itself.
A heuristic approach must therefore be taken by
adopting a definition motivated by linear field
theory, as follows:

T D)) :
= TP, )P 0x,)
+0 (2 )nx, [ )o(x,) = n(x, 2,0 9(x,) ],

where the function 4 (::) is defined to be equal to
one if the Wick product is employed in Eq. (2.7)
and zero otherwise, and the two-point function, 7,
is defined below. The definition (2.10) for the field
operators at the same space-time point is adequate
for the study of the .two-point functions of this
work, since the Wick product of the field opera-
tors suffices to regularize the two-point functions
involving field-operator products at the same
space-time point. The time-ordering operation,
T, is defined by -

T( %) ()
=0 (%o, = xot;)ll)(xk)wxb)“ 0(Xop = %0r) P25 ()

(2.10)

= %e(xk - Xp ){d)(xh) , w(xb)} + %[‘p(xk) y $(x,,)] .

(2.11)

Actually, the singularities of the two-point function
cannot be presupposed, as is done in the canoni-
cal formalism but is to be determined from the
equations of motion in conjunction with require-
ments imposed by the physical boundary condi~
tions such as microscopic causality.

The equations satisfied by the multipoint func-
tionals of interest may be derived by a functional
derivative technique® from the generating func-



1748 ) P. du T. van DER MERVWE 19

tional
U =expli(@,d, +Bu;)], 2.12)

where 7% and « denote independent classical spinor
sources which anticommute with each other and

where H is defined by
H=1nW. (2.16)

In particular, it follows by considering the re-

sponse of H to the appropriate classical sources

with spinor field operators. As generator for the that
time-ordered field operators define furthermore ntalb) =7(alp) (2.172)
w=(|TU|0). (2.13) and .
bT;e 7 and 7n functionals respectively, are defined el mm) =7 (k) = n(LimYn (e ln)
+n(kmn(ih) . (2.17b)

T(al"' aklbl"' b')
=(O0IT g, - - - Ya By, + - By, [0)

The above equations in conjunction with the equa-
tion of motion imply that

. 5k+!
=4! k- w 2.14 3 . .
' Oy« - - OUg Oy =+ Oty |F=u=o (2.14) D5 W =10 |TD ;U |0) = iCyusW , (2.18)
k
and where
AP b+ b
n(a,- - @b, ) \ Cip =0(xo; = %00) ) (O {¥u(x), Bp(x)}[0),  (2.19)
+1
=gl = 6‘6 5 5 H s (2.15) which in turn yields the following equation for the
Yo"+ Olhg,OUpy* + * Oy, li=u=o0 generating functional:

({ 3
4] [} 1) ]
- — - ; — +0(:: s — = —;

exp (-H)D,, o exp(H) +exp(=H)V n n iﬁﬁnﬁﬁzﬁum +6( )[n(nlm) o7, n(l}m) 517,,]} exp(H )= —iCyu, . (2.20)
The equation conjugate to Eq. (2.7) reads

wiﬁik +Vimar 9191 =0, : (2.21)
where

- x)

Dj = - ng—,{v” oy = %) =m, (2.22)

which yields

63

b0, +6(: :)[n(qIS)gz—t -nlq lt)ﬁ—]}exp(H) =i,Cor - (2.23)

exp(~H )( 5% exp(H )) b, — exp(~H) Vs,,,,,{

Forming derivatives of Egs. (2.20) and (2.23) with respect to the external sources yields systems of
coupled equations for the multipoint functions. In perturbation theory, the n functions represent the sum
of all connected Feynman diagrams of a given number of outgoing and incoming lines. The system of equa-
tions for the n functions brings the nonlinear features of the equations to the forefront. Judging from the
novel features exhibited by nonlinear classical equations and recalling the role that feedback effects due

to nonlinearity might play in the quantum problem in achieving self-consistency, special attention is given
in the following to nonlinearity.

III. NONLINEAR EQUATIONS FOR THE TWO-POINT FUNCTION

In this section nonlinear equations satisfied by the two-point function are derived. First of all, variation °
of Eq. (2.20) with respect to the source u,, and consideration of the limit where all sources go to zero, re-
sult in the equation

Dyn(k ]]) + Vi mmnllmj) +(1 - 6) Vimmlnt IJ)n(llm) = (Ui |m)]=iCy; . (3.1)
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The equation conjugate to Eq. (3.1) may be derived from Eq. (2.23) by employing the same procedure as

above:

n(al) Dy, = Vit ornlag lts) = (1= 0)V, o [nlq| Onals) - n(altinig|s)] =iC,, .

The desired equation for the two-point function is obtained by operating onto Eq. (3.1) by ]3,, from the right
and employing Eq. (3.2) in conjunction with the equation satisfied by n(z!|mj)D,,. The equation for the latter

(3.2)

quantity is obtained by operating with &°/6%, 6%,0u, onto Eq. (2.23), with the result

Nwllmi)D,, +Vy o,0lnlg [On@llms) =nlg|smlltm)] =V, o Ang omts »

where A is given by

3

53
[e"p('m O, o0,

eXp(H)]

(3.3)

(3.4)

= —n(g |m)n(L[tm(els) +nlg ImnGe [tm(L]s) - n(gImInGllts) —nlig |mi)n(n|s) +nleq mtin(lls)

+n(gltmullms) = nallmin(q|s) = n(lnteg ms) +nleltyn(iglms) - n(nig Imts) .

(3.5)

Substituting Egs. (3.2) to (3.5) into Eq. (3.1) and neglecting the higher-point functions, the equation for

the two-point function reads

Din(BIND;, == Vimm Vet or [1(g Im)nGe |O)n(2]s) =n(g [mn(Z|n (e |s)]
= (1= )V, pmt Vit [m) (LIt (g |s) =nlg |t)n(l]s) +iC,,]

= (1= O)V, ot Ver o (Ulm)ng [0 (n]s) = na|t(qls) - iC,,]1 +iCy,D,, .

Specializing to the scalar-interaction Eq. (2.8) and employing Egs. (2.9) and (2.22), it follows that

—(iw“ 2 —m) n(xly)(iv” az +fn) =14n(xlyn® ¥ (xy) = n(x ) Trin@lxn(xly)]}

axu v

- iC(iy" az

Utilizing Lorentz invariance, the two-point func-
tion may be expressed in the form

(3.6)
+(1 = 8)1n(x | m(x |y |y) = n(x|xm(x ) Tra ly) +in(x|x)C]
+(1=0)1*Trn(x|x)[n(x)Tra(y [y) = nlxlyn( Iy) - iC]

+m) .‘ (3.7
and
sg-:%f +2;i—‘§ —m(s % +2f) - imig

n(xly) =iy (x - 9) f(s)+g(s), (3.8)
where s denotes the Minkowski length squared
s=(x=)Hx=y), =(%=3,)° = X-F). (3.9)

Substituting Eq. (3.8) into Eq. (3.7), using the re-
sults that
Yy, =4, vy v, ==2y" (3.10)

and transforming to the variable s, the following
coupled equations result:

Ef U .98 1
sdsz+3ds+mds sm°f

=x(sf+fg?) - 3A(1 - 0)fg(0)® (3.11)

=x(g® +sf?g) = 3n(1- 0)gg(0)*, (3.12)

where A =31%/4. In view of the locality of the
theory, the equations for the two-point function
contain terms involving the two-point function at
the same space-time point. In general, the singu-
lar nature of the two-point function on the light
cone would render such terms meaningless. As
indicated by the above equations, these termsare
accompanied by compensating contributions, as a
consequence of interpreting the self-interaction of
the theory as the Wick product of fields. The in-
homogeneous term of the coupled set of equations has
according to Eq. (2.19), a bearing on the question
of the quantization of the interacting theory, the
answer to which is not known a priori. In fact,

the question of quantization is conditional on the
solution of the homogeneous equations subjected
to appropriate boundary conditions.
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Motivated by considerations based on scaling
arguments, the following functions are defined:

A(8)=A"Y2 g71A(s) (3.13)
and

g(s)=n"12 5712 B(s),
so that Egs. (3.11) and (3.12) read

A dA ) dB )
20 A 44 w2 (@B _1p) 1,2
(s dst " Sas Tms (S ds 2B) —am’sA

=x(A®+AB®) (3.15)

(3.14)

dA
ST TS To —.zB) - ms*? (sE -A) - 3m*sB

=B+ A*B). (3.16)

Furthermore, if we introduce the variable

p=In> (3.17)

So
(where s, denotes, for the moment, an arbitrary
scale of length) it follows that
i B

A 172 2
3 tms, e

7 - %B) - im?s,ePA

=A+A*+AB (3.18)

and

d’B dA
W —msollze’ﬁ(%— —A) - im?s,efB

=iB+B*+BA%. (3.19)

In the next section the solutions of the nonlinear
equations are investigated, subject to the following
physical requirements imposed by the boundary
conditions of field theory.” One of the most im-
portant requirements of relativistic local quantum
field theory is the axiom of microcausality. The
physical significance of this requirement is the
independence of field components, the arguments
of which are separated by spacelike intervals,

{9(x), ¥(y)} =0, for s<0. (3.20)

This requirement may also be expressed by the
conditions that Imf(s) and Img(s) vanish for space-
like separations. Furthermore, it has been shown
in axiomatic field theory that the requirement of
the positivity of the energy spectrum of the total
energy operator implies the analyticity of the two-
point function regarded as a function of the com-
plex variable s, except for the origin and the time-
like real axis in the s plane. Since the proof of
this result is based onthe assumption of the ex-
istence of a complete set of positive-energy states,

the analytic properties may not be realized in a
theory with indefinite metric. In the nonlinear
problem under discugsion, it will turn out that an
indefinite metric is implied by the less singular
nature of the two-point function on the light cone.
In addition, it is required that the theory respect
the discrete symmetries of partiy, charge con-
jugation and time-reversal invariance.

The antiunitary nature of the time-reversal
operation, leads to.the requirement that f(s) and
g(s) be real for s spacelike and f(s, x,) =f(s, -%,)
and g(s, x,) =g(s, =%,).

IV. SOLUTION OF THE AUTONOMOUS
NONLINEAR EQUATIONS

This section is concerned with the solution of
the coupled set of nonlinear equations,

%%‘;‘. = A+A(A% + B?) (4.1)
and
Z;—f= iB+B(B +A4%). (4.2)

In the massive theory the equations (3.18) and
(3.19) are nonautonomous equations—explicit ap-
pearance of the independent variable p. As was
stated in Sec. II, the mass term was introduced
merely as a mnemonic device to label the spon-
taneous mass generation through self-interaction.
The spontaneous mass generation is analyzed in
the concluding part of this section. In the mean-
time the mass terms may be disregarded.

In Sec. II it was shown that the massless non-
linear equation remains invariant under scale
transformations provided that the nonlinear field
possesses a subcanonical scale dimension. In view
of the possibility of mass generation due to self-
interaction, it may be anticipated that the scale
symmetry may break down spontaneously. It is
therefore of interest to determine at what level the
scale symmetry manifests itself dynamically. Ac-
cording to Egs. (4.1) and (4.2), this is realized
provided A and B are constants, otherwise the
scale s, (which is related to the spontaneously
generated mass) may enter into the solutions by
means of the variable p. The constant solutions
are given by A=+i, B=0 and A=0,; B=xi/2 which
yield

i 1

f=:tw 3 (4.3)



19 TWO-POINT FUNCTION OF NONLINEAR SPINOR THEORY 1751

and
- L..l_
=931z 517
1 6(1?2 7?) 9(r2 )
ZAIIZ [ 2)1/2 ( 2 - t2)1’2] . (4'4)

The interpretation of the singularities in the s
plane is to be entered into in the next sectionincon-~
nection with an analysis of the compatibilty of the
various solutions with the physical boundary con-
ditions,

The structure of Eqs. (4.1) and (4.2) implies a
further simplifying feature. Introduce the auxili-
ary quantities a=A+iB and b= A -iB which satisfy

Jaa_g

a;g =3q+3b+%b ) (4.5)
and
%=%b+%a+b2a. (4.8)

Thus « and b satisfy the same differential equation,
which implies that a=5b provided that the same
boundary conditions are imposed. This implies
that either A=0 or B=0 so that
Zz—pé— =A+ A%, (4.7)
or the analogous equation satisfied by B. Thus the
problem of determining the two-point function for
the nonlinear system has been reduced to the solu-
tion of nonlinear differential equations which, ex-
pressed in terms of the variable p are analogous
to equations encountered in classical systems for
a single space dimension. The equations are,
however, hyperbolic,” with concomitant singular
solutions.

Equation (4.7) can be solved by quadrature.
Multiplying the equation by (dA/dp) and integrating
the resulting equation, it follows that

A(p)

\/_ » dA(A* +2A% +¢)7V2 (4.8)
A(p)

=[ dA[(A® +a,) (A% +a,)] ™22, (4.9)

A(0) :

where ¢ denotes a constant of integration, a,
=1+(1=-c¢)"? and @,=1—(1 - ¢)*/%. The last equa-
tion may be inverted by means of the Jacobi ellip-
tic functions.® A striking feature of an Abelian inte-
gral is the fact that it depends not so much on the
functional form of the integrand as on the nature
of the singularities thereof. It is therefore ap-
propriate to consider the inversion of (4.9) for
the following intervals:

Case 1. This case considers c¢<0, thus both g,

and g, are real, but g, negative. With the choice
A(0) =, it follows that®

A=V2(1=c)"%ds((1 - c)%|#?), (4.10)
where the modulus % is given by
- )72
=t -Llrl-o (4.11)

a,-a 2(1=¢c)7

The parameter %k (0< k< 1) serves as a measure

of the nature of the nonlinearity of the wave. In

the limit where ¢ tends to zero, the modulus &
tends to one so that the expression (4.10) simplifies
to

A=xvV2csch(p). (4.12)

In this limiting case Eq. (4.8) may be integrated
directly. Expressed in terms of the variable s,
the Minkowski space solution reads

A (2\/—39)5

(s ) (4.13)
and
2v2 1
f(S)=d:(—x‘/:7§§2) m . (4.14)

It may be mentioned in passing that the choice A(0)
=(+a,)"? yields the solution

A=[(1 =)= 1}/%nc((1 - ) *p |£?),

which for ¢ small is proportional to e |¥*coshp,
thus the solution of the linearized Eq. (4.7) is

(4.15)

f(s) =c0nst<§1§ +const) s (4.16)
For large values of s the solutions (4.14) and
(4.186) coincide, but the behavior on the light cone
is significantly modified by the presence of self-
interaction.

Case 2. In this case the interval O0<c¢<1 is con-
sidered. For A(0)=0, Eq. (4.9) yields the result

3,

(4.17)

A=[1-Q1 —6)1/2]”ZSC<[1 +(1= 6)1’2]% p

where the modulus is given by

o= 21=c)”
o [T+d-o™]

In the limit when ¢ tends to one, the modulus tends
to zero and Eq. (4.17) yields

(4.18)

1
A—;ttan <\/—_2— p) y (4. 19)
so that
1 1 1 s
f ixllz E tan(r—zlns—o) . (4.20)
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This solution is of the form of the scale solution
(4.3) modulated by rapid oscillations in the prox-
imity of the light cone.

Case 3. Inthe case where ¢>1, both g, and q,
are imaginary. Thus the condition of microscopic
causality requiring A real for real p cannot be
fulfilled.

The solutions to Eq. (4.2) may be obtained from
the above solution with the replacement of g, and
a, by

b, =3{1+(1-D)"?]
and
b, =1l1-(1-D)"7,

respectively, where D denotes a constant of inte-
gration. In the first case, where D<0, the solu-
tion reads

B= 7y (1= D)4dstad1 - D) o). (4.21)

In the limit D =0, the solution assumes the form

B=i—f}2——csch(%p) , (4.22)
so that
1 (@s )i/

&=£31m (s—s5) (4.23)

In the second case where 0<D< 1, the solution
reads

1 .
B=b, "zsc(-ﬁ— b,'? k2> , (4.24)

so that, in the limiting case D =1, the solution
may be expressed in the form

11 1 11
g% 3 iz S ta-n(z\/—— In— ) (4.25)

The elliptic functions® are doubly periodic mero-.

morphic functions of real and imaginary quarter
periods given by the complete elliptic integrals K
and iK', defined by

2
K(F?) =K = f do(1 - k?sin?6)~V/? (4.26)
0
and

2
K'(B) =K'= f dé(1—p2sin?0)™¥2 | (4.27)
4]

where the complementary modulus, %,, is defined
by k,=(1 -%?*2, The modulus (0< k< 1) serves
as a measure of the nonlinearity of the propaga-
tor. In the limit where k tends to zero, the com-
plete elliptic integral assumes the form

1x3\?2
2) = L 2 4 LIS
K(K?) = [1 +(3) +(2X4> B+ ] (4.28)
whereas for % close to one it reads
16
2
K(F?) = 21n<1 k") (4.29)

The modulus % characterizes the nature of the
nonlinearity of the propagator as may be exem-
plified by the expansions valid for small &,

dS(’ulk) __ CSC 2K ’

% 2n+1
2?11 Z Tz———"—;; sm(Zn +1)( ) (4 30)
and
‘ ™
sc(ulk) = 2kK tan(zK)

) S8y ainan ()
,K) n};: T+ g (=1)"sin2n 5K)

(4.31)

where the nome, ¢, is given by

_ iK'\ KB () '
q-exp(——K—) 16 8(—1—6—> Feeo (4.32)

Thus, for small k& the nonlinear propagator is
characterized by a family of poles which satisfy
an equal-spacing rule in terms of the variable p.
This is the analog of the wave-train solution of
nonlinear wave equations. In the other extreme
the singularities are separated by a distance in p
space proportional to In(1 - #¥?). When the modulus
equals its upper limit the propagator may be
termed a “solitary-wave” propagator. Finally,

in the special limiting cases where the amplitude
of the nonlinear solutions becomes small, the non-
linear propagators approach the propagators of the
linear theory.

This section is concluded with a discussion of
the solution of the coupled system of nonlinear
equations (4.1) and (4.2) by a method of successive
approximations. Expanding the amplitude A in a
power series in terms of a parameter ¢ as follows

A=ea,+ela; +eba g+ .- (4.33)
effecting a similar expansion of B, and collecting
terms with the same powers of €, the following
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set of telescopic equations results:
(D-1)a, =0,
D -1a,=a(a®+d2),
(D =1)a; =as(a +b2) +a,(2a,a, +2b,b;), (4.34)
(D - 1Da, =a5(a,® +b,%) +a;(2a,a, +2b1b_3)
+a,(2a,a; + a,® +2b,bg +b,%)
and
(D -2)b,=0,
(D=Db;=b,(b.*+a?),
(D = 1)b, =by(b2 +a2) +b,(2b,b, +2a,a5), (4.35)
(D =$)b, =b,(b2 +a?) +by(2b,b, +2a,a;)
+b0,(20,b5+b,% +2a,a; +a@?) ,
where
D=d*/ap®.

This reduces the problem to the solution of an
infinite system of coupled linear inhomogeneous
equations. Proceeding from the solutions a,
=exp(p) and b, =exp(3p) of the homogeneous equa-
tions and disregarding the constants of integration
encountered, the following expansions for the non-
linear amplitudes are obtained: '

A=eef+e3(3e® +36%P)
+e%[(3)2e% + gpetf + 4]
+eT[(G)P€7P+ et + o €5P + Fre®P ] 4o .
(4.36)
and

B=¢e”? +é3(§e3"’2 +§e%P%)
1
+€5(§§ e5h2 4 BeeTH? +-4‘n-e9"’2) +eee . (4.37)

It is to be noticed that the first terms of a given
power of ¢ in the above series represent the terms
of a geometric series. The geometric subseries
of Eqs. (4.36) and (4.37) may be summed to yield
the solution (4.19) (for € =2v2) and the solution
(4.22) (for € =V2), respectively. In view of the
inapplicability of the principle of superposition
for nonlinear systems, the partial summation of
the series should not be viewed as a procedure to
gain insight into the nature of more general solu-
tions. Rather, it provides a method to gauge the
mutual influence of A and B on each other around
the subclass of solutions of vanishing amplitudes
A or B, solved in the first part of this section. In
particular, it is implied by the series (4.36) that
effects due to B could significantly influence the
solution (4.19) whereas the effect of A on B, as

represented by Eq. (4.22), is, according to the
result (4.37), not of consequence. A more com-
plete knowledge of the general solution is still
outstanding. ‘

In summary, it is found that the solutions for the
two-point function for the interacting system
group into different classes with respect to their
behavior under dilatation transformations. Inpar-
ticular, in the case of the solution (4.3) the under-
lying spinor field possesses a subcanonical scale
dimension. Although this solution is less singular
on the light cone than the free-field canonical one

~and is suggestive of a renormalizable theory, it

represents only a very special solution which is
deficient in some important aspects. In the pro-
cess of transforming the autonomous equations
for the two-point function to a tractable form, the
introduction of a scale of length was necessary.
Actually, the breakdown of scale invariance is ex-
pected to be an essential ingredient of self-inter-
acting theories through spontaneous mass genera-
tion. The derived solutions for the two-point func-
tion, in terms of a scale of length serve as a step-
ping stone in this direction. The connection may
be indicated in a preliminary fashion by noticing
that Eq. (4.23) gives a finite contribution on the
light cone so that the Wick product of the self-
interacting term may be disregarded. Equating
the mass term of Eq. (3.12) to the “Hartree-Fock
term” given by the last term of Eq. (3.12), it
follows that m?*s,=24. The isolation of the mech-
anisms of spontaneous mass generation, which
from the present point of view is locked up in
radiative corrections to the underlying fields, is
one of the central issues in understanding the
physical origin of the mass spectrum.

V. INVARIANT FUNCTIONS IN THE PRESENCE
OF INTERACTION AND BOUNDARY CONDITIONS.

The solutions for the two-point function of the
interacting system enumerated in the previous
section define Lorentz-invariant functions which,
in this section, must be subjected to the appro-
priate boundary conditions.

As a preliminary to the discussion, it is of inter-
est to consider the corresponding functions of the
noninteracting system

S(x,y) ={0|TH(x)P(y) [0)
=gy (%= 9)fo(s) +go(s) , (5.1)
which, according to Eq. (2.1) satisfy.
Zs% +4f, = 24y . (x—y)-d‘-i&sq

= =y, 0(x, — 90){0 l {Zl)(x), TP(v)} |0> . (5.2)
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The latter equation in solved by

s = (55) =), 6.3)
where the normalization is adopted to yield the
response due to a source of unit strength, and the
singularity for the time-ordered product is to be
interpreted according to the Feynman prescrip-
tion. The invariant functions of physical interest
prescribed by the boundary conditions may be
obtained by appropriately interpreting the singu-
larities of Eq. (5.3) and the path of integration.
Adding a small imaginary part to the variables,
the integration may be taken along the real s axis.

In particular, the commutator function which -
satisfies the homogeneous equation and micro-
scopic causality is defined by

S(x,9)=S"(x,)+S(x,y), (5.4)
where
w_ ~1 i?" (x_y)
§'= (ﬁ) [s+ie(x, = v,)€el? (5.5)
and ‘
=\ =i -9)]
55 ) ol -6

Employing the symbolic identities®

(silie)" =§ *% 6 s) (.7

it follows that
Y=o iy (= Welo = 90)2 = 5(s)
S(x,y =57 17+ (F=¥)elo =yo)2 7o

=iy-0A(x,y), (5.8)

where
A6, ¥) =5 €l =3)5(5) (5.9)

denotes the commutator function of the massless
free scalar field. The equal-time canonical com-
mutator reads

Q(xo - yo){ﬁb(x); —Zp(y)} =58(% —Vo)v - 8A(x,5)
=y,0(x=9). (5.10)

A further invariant function of great physical in-
terest is the causal function defined by

Sc(x’y)=i[9(xo- yo)S'— 9( yo—xo)s+] (5-11)

in which the future and the past are treated in a
symmetrical manner. Utilizing Eqgs. (5.5) and

(5.6), Eq. (5.11) yields Eq. (5.3). The propagators
usually studied are those of the massive free field
theory. However, the light cone singularities of
the free massive theory coincide with that of the
massless one. The treatment of higher-order
corrections in terms of free-field propagators
involves the products of distributions that result
in the appearance of pathological features which
are removed by a renormalization procedure. Al-
though this procedure has proved to be remarkably
successful in a number of situations, a shadow is
cast on the method due to the appearance of arbi-
trary parameters which preclude a dynamical ex-
planation of attributes such as masses and coup-
ling constants of particles—issues central to the
understanding of the particle spectrum and the
hierarchy of interactions. The results of the pre-
vious section demonstrate that the light-cone
singularities are arrested by self-interaction and
that a mechanism of self-regulation is thus opera-
tive.

The free-field exercise shows that the anti-
commutation relation of the free field is deter-
mined by the solution of the classical Eq. (5.2), a
result which coincides with the canonical commu-
tation rule, since (5.8) is the only solution of
(5.2) which fulfills the microscopic causality
condition. This strongly suggests that the com-
mutation relations of field theory should not be
looked upon as an independent postulate, but rather,
that it is determined by the interacting theory it-
self.

The solutions of the previous section are now in
turn subjected to an investigation of their com-
patibility with microscopic causality and the re-
quirements of positivity. It is to be noticed first
of all that the scaling solution (4.3) is ruled out by
the requirement of time-reversal invariance in
view of the antiunitary nature of the time-reversal

operation. The general solutions to the nonlinear

equations are the Jacobi elliptic functions, thus
doubly -periodic meromorphic functions of real and
imaginary periods and poles determined by K and
iK'. The locus of the poles is determined when
the argument of the elliptic functions equals 2nK
+2miK’ with » and m integers. The discussion of
the analytic properties is simplified if the variable
p is regarded as a function of u=-s which is cut
along the negative » axis. The positivity condition
requires the absence of singularities in the » plane
for —7<Imp<u except for the origin and the nega-
tive # axis. The singularities of Eq. (4.10), in
particular, are located by

Imp =(1 - ¢)™V42mK’, (5.12)

which, in view of the inequality



K' sg - inp?
oy 1+ - c);/«g]-,——_--‘- |
T2 "21“[ 2(1 =)
LA
SE +3ln2< 7 (5.13)

may enter the physical region for arbitrary values
of ¢. In particular, when ¢ =0 the singularity ap-
proaches the real axis in agreement with the solu-
tion (4.4) which possesses both a physical and a
tachyon component. The corresponding analysis
for the solution (4.12) shows that for D sufficiently
small the singularities remain on the unphysical
sheet, in agreement with the ‘particular solution
(4.23). In the case of the solution (4.17) the singu-
larities are located at

p=[1+1 =c)2]2[2n+1)K+i2nK']. (5.14)

In the limit where ¢ appraoches 1, K tends to 7/2,
whereas K’ tends logarithmically to infinity. Thus
the complex singularities are moved off the physi-
cal sheet; the physical singularities occur for

Rep =(2n +1)(7/2). This result corresponds to the
limiting solution Eq. (4.20). In summary, the re-
quirement of positivity selects particular solutions
of the previous section for which the integration
parameters of Eq. (4.7) is either zero or con-
strained to complete the square in Eq. (4.8), for
example.

We now turn to the requirement imposed by
microscopic causality. The commutator function,
denoted by C (x,y) corresponding to the solution
(4.20), may be constructed as follows: Define

C(x,y)=C* +C~, (5.15)
where
s 1 dye(x=3)
C =tsm [stie(x,—v,)e
X tan(%ln[u +ie(xy = yo)e]) (5.16)

and = -s/u,, so that, after some simplification,
it follows that

S
2|
-2 f sinh(vV2 e (%, — yo)B(S)]) ,

(5.17)

where

d=cosv2 In +cosh 278(s) - (5.18)

S
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and A(x) denotes the commutator function of the
massless scalar theory. Thus, although the inter-
acting theory exhibits novel features near the light
cone, microscopic causality may nevertheless be
fulfilled. In the case of the solution (4.14), the
light-cone modification derives from the presence
of a tachyon component with the accompanying
violation of microscopic causality. Furthermore,
even though Eq. (3.1) becomes homogeneous, the
Eq. (3.7) satisfied by the two-point function is it-
self a second-order equation for which the inhomo-
geneous term survives.

In summary, the presence of interaction in con-

" junction with physical boundary conditions leads to

a picture of fields in interaction in sharp contrast
to the conventional approach, and the solutions
which are acceptable on general grounds result in
a physical theory which exhibits self-regulation.

VI. CONCLUSIONS

In this work, features intrinsic to nonlinear
quantum field theory have been investigated with
particular reference to the nature of the two-
point function of the seif-interacting system.
Although the results may be of relevance in the
wider context of nonlinear field theory, such as
in the Yang-Mills system,® the most immediate
implications are for nonlinear spinor theories o
particles. :

Nonlinear spinor theories have been a useful
testing ground for the study of composite particle
models, spontaneous symmetry breakdown, and
the investigation of collective phenomena in quan-
tum field theories. Fermions appear as excitations
of the primary field, whereas boson states are
described as composites of the underlying fermion
fields. The dynamical treatment of nonlinear spin-
or theory followed two main trends. The approach
based on conventional techniques of field theory
has received a great deal of attention!! and is
widely known. By investigating the theory from a
conventional angle, the results are more easily
recognized in the familiar setting but, unfortun-
ately, employment of objects such as free-field
propagators introduces properties foreign to the
nonlinear theory. In the original approach to
the theory introduced by Heisenberg!+® it has been
attempted to exploit directly the features inherent
to the nonlinear system. In particular, the modi-
fied short-distance behavior of the two-point func-
tion, with regard to the absence of § function (and
derivatives thereof) on the light cone, has been
incorporated into the theory by assuming that
spontaneous mass generation is operative, and
by imposing constraints on the spectral functions
of the Lehmann-K411én spectral representation for
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the two-point function. This conjectured form of
the two-point function had done proxy in dynamical
calculations in which attempts were made to deter-
mine the introduced masses self-consistently,
providing evidence for hadronic excitations'? and
electromagnetically generated fermions®® (leptons).
The physical implications of the modified short-
distance behavior of the two-point function are
reflected in the suppression of the role of the
large-momentum components with enhanced at-
tendant effects due to the particular infrared fea-

tures. v

A deeper understanding of the attendent effects
of the two-point function which plays a central role
in all dynamical processes may serve to place
the theory on a sound footing. Although the fea-
tures intrinsic to nonlinear field theory have im-
portant implications for circumventing difficulties
encountered in field theory, they also come
equipped with unconventional properties which
raise questions about the interpretative aspects
of the theory.
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