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We analyze a sample of about 2000 charged-current neutrino-proton interactions with neutrino energy greater
than 10 GeV produced in the 15-ft hydrogen bubble chamber at Fermilab using a broad-band neutrino beam. We

study the details of the hadrons produced and find generally good agreement with the quark-parton model and

present parametrizations of quark fragmentation (D) functions. The D functions are found to be independent of
Q~ and 8' (total hadronic mass) for W & 4 GeV, in agreement with the model. The height of the rapidity plateau
in the quark (current) fragmentation region is compared to that of the diquark (target) fragmentation region and

the two are found to agree. Detailed charge-correlation data are presented and compared to the Field-Feynman
model of the D functions, and also to a longitudinal-phase-space model, and are found to disagree with both. The
mean transverse momentum P& of the hadrons is studied for its Q and Feynman-X dependence. We find a size-

able increase of &PT ) with Feynman X which agrees, however, with our longitudinal-phase-space model. We find

no statistically significant dependence of &PT & on Q', up to Q' = 64 (GeV/c)', although the highest-momentum
hadrons are consistent with a mild Q2 dependence. The azimuthal angular distribution of the highest-momentum
hadrons in high-Q2 events is examined for evidence of anisotropy of the type that has been predicted for effects
of gluon radiation.

I. INTRODUCTION

According to commonly accepted models of the
weak interaction, the inelastic process pp- p.

+hadrohs occurs via the exchange of a virtual in-
termediate W+ boson. In the quark-parton model,
the 5 can strike a valence d quark. in the proton
and change it to a u quark, which then "fragments"
into the observed hadrons,

The way in which a given quark fragments into had-
rons is a fundamental aspect of the quark-parton
model which must be determined from experi. —
ment. ' In neutrino charged-current interactions a
pure u-quark state is formed (when the Bjorken
scaling variable x is not too small) thereby allowing
one to study how this pure state disintegrates.

It is the purpose of this paper to investigate,
within the context of the quark-parton model, the
functions which describe the fragmentation of a
u quark into m' mesons; and, generally, to pre-
sent details about the produced hadronic state, The

data are based on a 150000 picture exposure of
the Fermilab 15-ft hydrogen bubble chamber to
a wide-band neutrino beam. Some of the general
features of an early subset of the data have been
published elsewhere. "

We begin with the usual definition of the quark
fragmentation functions D~(Z) which give the prob-
ability that a quark q will produce a hadron k hav-
ing a fraction Z of the tluark's total energy (We.
actually define Z as the component of a given had-
ron's momentum in the direction of the total had-
ronic laboratory momentum, divided by that total
momentum. ) In a given event the total hadronic
momentum and energy are completely specified by
the neutrino energy E„and the Bjorken scaling
variables x = Q /2mv and y =v/E„where Q is the
neutrino-muon four-momentum transfer, p is
their energy transfer, and m is the proton mass.
We can write the cross section for the semi-in-
clusive process pp- p. +h +anything as a sum
over struck (q') and produced (q) quark states,

(2)
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(We suppress for now the Pr dependence of the D
functions. ) Neglecting strangeness-changing and
charm-changing currents (at most ten percent of
the cross section) the only quark transformations
induced by the 5'+ are d-u and g-d. Hence we
can write

(3)

-Using the charge-conjugation and isospin symmetry
of the D" functions this becomes

do )fO' dg
D„&(g)dxdydZ dxdy

„

The factorization property of (4) is a result of the
quark-parton model which predicts that the shape
of the Z distribution for inclusive w production is
independent of g andy, provided, at least, that
the pions are fragments of the struck quark, un-
contaminated by fragments of the target proton.
The quark-parton model also predicts that the D
functions will be independent of Q and W, the total
hadronic mass. In the remainder of the paper we
will show evidence regarding these predictions
and investigate the longitudinal- and transverse-
momentum properties of the D„" functions.

The Z dependence of the correlation between
the quantum numbers of the fragmenting quark
and those of the observed hadrons is subject to
considerable theoretical uncertainty. To inves-
tigate this we will give details on how the quark
charge is distributed along its momentum direc-
tion and compare the results to model calcula-
tions. We will also investigate the transverse-
momentum and azimuthal properties of the pro-
duced hadrons, as this is where the effects of gluon
emission are likely to appear. The reader is re-
ferred to Hef. 1 for the relationship and compari-
son of electroproduction results to neutrino-pro-
duction results.

II. GENERAL FEATURES

We begin by selecting events with ~3 charged
prongs which have a total visible beam-direction
momentum &10 GeV/c. To obtain well-measured
events we require a minimum distance of 65 cm
from the event vertex to the downstream wall of
the bubble chamber and require that all tracks
have momentum errors &30%. The above selec-
tion results in a sample of 2560 events in a fidu-
cial volume of about 19 xn'.

The track most likely to be the g is then selec-
ted using the kinematic procedure outlined in Ap-
pendix A. We then remove events with I'~~& 1.0

GeV/c and with 4v, s & 60', where P~„is the trans-
verse momentum of the p. with respect to the mo-
mentum vector P», of all the remaining visible
particles (including V"s), and Cv„is. the azimuthal
angle between the p. and I'»s when projected onto
a plane perpendicular to the beam. Monte Carlo
calculations indicate that the p, is correctly chos-
en in about 98/o of the charged-current events.
After neutral-current and other backgrounds are
accounted for we are left with a sample in which
the p, is about 94% correctly identified. The P&&
and C v„cuts reject about 85% of the neutral-cur-
rent background events, while retaining about
85% of the charged-current sample (again, indicat-
ed by Monte Carlo calculations and described in
detail in Appendix A) and reduce the sample to
1928 events.

In order to determine the other kinematic vari-
ables in the events we must "reconstruct" them,
i.e., determine E„,W, Q, etc. on an event-by-
event basis. For this purpose the incident neutrino
direction is wel1 known in this experiment but the
neutrino energy for each event is not. This means
that events with unseen neutrals of unknown mass are
under constrained by one variable, assuming all visi-
ble particles are correctly identified. About 80-90/o
of the events we use fall into this missing-neutrals
category. We reconstruct them in an approximate
way by estimating the invisible beam-direction mo-
mentum based on the configuration of the visible
particles. There are several methods of doing
this, "one of which was used on the earlier data
sample. ' Details of our present method are given
in Appendix B. Uncertainties in the reconsNuc-
tion lead to errors in the variables Z, Xz (Feyn-
manX in thy 8' rest frame, defined as the lon-
gitudinal momentum divided by W/2), and F, (rap-
idity in the quark frame. ") These errors, which
we describe in more detail in Appendix 8, are not
serious for the present discussion, nor are the
corresponding errors in W, Q, and E„whi hcwe
will use primarily to make cuts in the data sample.
In any case, we always pass our Monte Carlo
events through the same analysis procedures as
the real events so that the same reconstruction
errors, etc. , apply to both samples. This allows
us to assess the average effects of the reconstruc-
tion procedure and cuts in the data sample for
each quantity studied.

After the reconstx'uction w'e keep events with E'„
& 10 GeV, g & 0.05, and y & 0.9. These cuts are
used throughout the paper and are made to further
reduce the background from neutral-current events
and v events. The x cut is also made to eliminate
events with large reconstruction uncertainties.
One further selection is made by requiring R „,
& 3 (described in Appendix A). This cut has a
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high degree of overlap with the y & O.9 selection
for neutrino charged-current (CC) events and vir-
tually eliminates antineutrino charged-current
(CC) background. '

We believe the sample of CC events that we re-
tain with these cuts represents an essentially
bias-free sample insofar as the internal proper-
ties of the hadronic state are concerned. That is,
we are primarily concerned with the kinematic
configuration of the individual hadrons within a
given hadronic state of invariant mass 5, which
has been produced with Bjorken variables x and

y (or equivalently, at a certain neutrino energy
and Q' value. ) At a given value of W if we require
x & 0.05 and y & 0.09 we lose about 25% of the CC
events. Our Monte Carlo studies indicate that
these x, y cuts cause negligible kinematic bias on
the internal hadronic variables of the retained
events. The cuts on 4,s, PT„,and R„„,could, in
principle, impose a more direct bias on some re-
gions of the internal hadronic variable space since
the computation of 4v, g PyR and R„„,makes direct
use of the individual hadron momentum vectors.
These latter cuts retain 93% of the events after
the W, x, y selection is made. Using CC Monte
Carlo events we find no significant variation of
the 98% selection efficiency for individual hadrons
throughout the entire internal hadronic phase
space. Hence we are confident that our selected
data sample gives accurate representation, within
our statistics, of CC hadronic states produced
with our measured W, x, and y values. All of the
internal hadronic properties that we present and
discuss will be normalized "per event". so that
the above average selection efficiencies play no
explicit role.

The corrections for neutral-current (NC) events,
CC events, wrong muon selection, reconstruction
errors, and hadronic background that remain after
our CC cuts are relatively minor and will be taken
into account by our comparison of Monte Carlo
-events with real events.

The invariant hadronic mass (W) distribution
for the 1670 events retained by the above cuts is
shown in Fig. 1. Outside of the prominent peak in
the first bvo bins, which is due to the reaction
pp p. A~, the distribution is smooth and reflects
the approximate x and y scaling properties of the
interaction. (The detailed properties of the A~
reaction will be discussed elsewhere. ")

In order to remove the A~ and production of
other low-lying N* in exclusive channels we cut
out events with 8'& 2 GeV. This reduces the
sample to 1474 events, 1154 of which have 2& Q'
& 64 (GeV/c)' and 2 & W& 10 GeV. In Fig. 2 we show
for these events the dependence of the average
charged-particle multiplicity (N,h) in the hadronic.
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system as a function of W and Q'. There is a de-
finite increase of (N,„)with W, as can be seen
from the dashed lines which give the overall (Nh)
for each W bin. A straight line fit of (N,h) vs lnW'

for 2 &W&10 GeV gives d(N, )/hdlnW'=1. 35+.15,
which is somewhat higher than previously report-
ed.' Within each W bin there is no apparent varia-
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FIG. 2. Average number of charged particles in the
hadronic system vs Q2 for various S" slices taken from
Fig. 1. The dashed lines represent the overall average
for each W slice.
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FIG. 1. Distribution of invariant mass of the hadronic
system for a sample of neutrino charged-current
events. See text for meaning of the cuts listed. Typical
mass resolution is +15% for the bulk of the events,
which have missing neutrals (see Appendix 8). The
peak at the left is due to the final state p 6".
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tion with Q . This confirms conclusions arrived
at using one-fourth of the present data, 3 and has
also been noted in muoproduction of hadrons at
lower Q' and W values. "

In order to investigate the Feynman scaling
properties (Q' and W independence) of the D func-
tions we want to examine hadrons produced in the
"high-Z" region. We note that the D functions
cannot be independent of 9' over their entire range,
0& Z & 1, since fo D'dZ gives the average n mul-
tiplicity at that W value, and this grows with W,
as seen in Fig. 2. We show in Fig. 3 the number
of (+) hadrons per event with Z & 0.2 (f,;D„"dZ)
as a function of W (the total hadronic mays). We
choose Z& 0.2 as the "high-Z" region since for
pions Z =X~ here, and the pion distributions ap-
proximately scale (are independent of W) in this
region in hadron-hadron collisions. In the bubble
chamber we are unable, generally, to distinguish
charged kaons from pions, and although the over-
all K/w ratio is about 10%, recent electroproduc-
tion measurements'3 indicate that the ratio K+/m+

gets as large as 0.2-0.3 in the high-X„region
(with K /m about 0.10-0.15.) What we actually
measure is the sum h'=(n +K)' with the kaons
interpreted as pions by assigning the pion mass
to them when calculating their energies. The re-
sulting shift in X~ is small and has a negligible
effect on our results. Electroproduction results"
also indicate that the proton contamination is neg-
ligible in the high-X~ region, and this is confirmed
by comparing our observed proton spectrum with
our Monte Carlo results (see Fig. 4). The D func-
tions for 5 ' we will refer to as D+. The data of
Fig. 3, even for these high-Z tracks, show a
marked 5' dependence for small 8' values. This
is not unexpected, since when S' is at the pm+m+m

threshold one must have D" 0. However for
W& 4 GeV there is an onset of a plateau region for
both h+ and h indicating that Feynman scaling
works in the high-Z region for events with high

This confirms one of the basic assumptions
of the quark fragmentation model.

The solid lines on Fig. 3 are from a Monte Carlo
calculation described in Appendix C. The hadronic
states are generated, for a given W, according
to longitudinal phase space for produced mesons
plus an approximately flat distribution in X~ for
the recoiling nucleon in the interval -0.95&X~
& 0. The Monte Carlo events are constrained to
conserve energy, momentum, and charge, but
there are no charge-charge or charge-neutral
correlations, resonances, clusters, or quark
functions built in. For this reason we refer to
the calculation as an uncorrelated Monte Carlo
(UMC) and will make frequent use of it throughout
the paper as a benchmark to which we will com-
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FIG. 3. The rate of production of positive and nega-
tive hadrons with Z &0.2 as a function of W. We take.
the Feynman-scaling (W-independent) region as W'

&4 GeV. The curves are the result of the Monte Carlo
model described in the text.
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FIG. 4. The D„'function vs Feynman X in the hadronic
rest frame. Identified (ID) and the estimated misiden-
tified protons are indicated. The normalization of the
UMC model is absolute and not adjusted to fit the data.
(See Appendix C. This is true on aQ Figs. except Fig.
15 where we have renormalized to the observed num-
bers of low-Q and high-Q events. ) In addition to the
cuts on Fig. 1 the selection W&4 GeV has been made in
Figs. 4 though 12.

pare the data. The onset of hadronic scabng seen
in Fig. 3 is apparently in agreement with the "kine-
matic" effect of longitudinal phase space generated
by the UMC.
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%e consider Figs. 2 and 3 to be a reasonable
confirmation of the factorization property of Eq.
(4) {for Z&0,2 and TV&4 GeV), so we proceed to
investigate the D functions'4" using 84V events
left after the S'& 4 GeV selection.

5-

(&)
HP -5

I

HI. DETERMINATION -OF THE D FUNCTIONS

In Fig. 4 we show the function D+ vs the variable
X„.We prefer X~ to Z here in order to delineate
more clearly the region X~& 0.2 which is heavily
contaminated by the recoiling proton and its frag-
ments. (For pions with X~& 0.2, Z and X~ are es-
sentially equal when W& 4 GeV.) The UMC calcula-
tion, which is absolutely normalized, gives a
rather good description of the data over most of
the X~ range. The effect of recoiling protons,
some of which are misidentified as m+, can be
judged from the UMC curves shown on Fig. 4.
The model assumes 50% of the recoiling nucleons
are protons. and that these can be reliaMy iden-
tified in the bubble chamber if their momentum
is less than 1.0 GeV/c. ,it is .seen that the model
predicts approximately the correct observed pro-
ton distribution and a- negligible contamination
from misidentified protons for X~& 0.2, in agree-
ment with electroproduction data. '

Turning to negative hadrons, we show the func-
tion D„in Fig. 5(b). One notes that both&+ and

are slightly asymmetric, favoring X~& 0. This
is the direction of the:virtual. S boson in the c.m.
of the hadronic system generated by the S -pro-
ton interaction. This asymmetry is reproduced by
the UMC because hadx'ons are generated in the rest
frame of a system which recoils against the out-
going nucleon (see Appendix C).

The ratio R of- positive to negative hadrons is
shown in Fig. . 5(a). The fact that R increases rap-
idly as X„--1 is due, at least in part, to the pro-
ton plateau observed in Fig. 4. The increase in 8
as X~-+3. is of greater theoretical interest since
it is predicted by models of the D functions.
The UMC appears to give a good description of
the high-Xz (=high-Z) region, as do the models of
Field and Feynman' and Osborne. It is interesting
that three such widely different approaches give
such similar results. '~ In the QMC calculation the
increase in 8 for high X„is due to the double posi-
tive charge of the hadronie state (the average
charge of the hadrons, excluding the recoil nu-
cleon, is +1.5 per event) and the fact that the high-
X~ region is populated significantly by events with
low multiplicity in which the effects of charge con-
servation are important. In the next section we
will explore further how a fragmenting quark dis-
tributes its charge.

2
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FIG. 5. (a) The (positive-negative) hadron ratio vs
X+. (b) The D„function vs Xz. The average number of
negative tracks tintegral of the graph) is indicated.

IV. CHARGE DISTRIBUTION AND CORRELATIONS

Field and Feynman suggest (FF2)'8 that when a
high-energy quark fragments its properties will
be most strongly correlated to those of the high-
est momentum ("fastest") hadron observed. They
have made predictions for the distribution in Z„
of the fastest positive and fastest negative hadron
in each event, where Z„is the fraction of the total
charged-hadron momentum carried by the fastest
charged hadron. These predictions for a fragment-
ing u quark are shown in Fig. 6 and are in good
agreement with the data. We also show the UMC
calculation. It; is somewhat surprising that the
UMC model gives such a good description, since
it has no input charge correlations other than
those arising from charge conservation. The dif-
fererice between the fastest positive and the fastest
negati, ve distributions in the UMC arises solely
from the fact that there are more positives than
negatives generated in each event and, hence, the
fastest one is more likely to be positive. This
difference between positives and negatives will
diminish at higher W values but the predicted
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(a)
TABLE I. Charge correlations of the fastest and

second fastest charged hadrons. A. {+) or {-)sign signi-
fies the charge of a hadron with Z& & 0.1. "None"
signifies that Z& is less than 0.1. Numbers in table are
percent of events.
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20.1
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16.2
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FIG. 6. {a) and {b). The distribution in Zz of the
fastest positive and negative tracks in each event.

The dashed curves are the predictions of Field and
Feynman for a 10-GeV/c fragmenting z quark, which
should correspond approximately to our data. Our
exact experimental cuts cannot be made on the FF2 pre-
dictions since Q, 8', etc. are not defined in their
calculations. Figure 6(a) includes {+)tracks from
events where the fastest track is negative and vice versa
for 6{b).

change with 8' is slow owing to the logarithmic
increase in charged-particle multiplicity put into
the UMC model. We will say more about this be-
low.

If a leading quark develops into a hadron jet by
emitting qq pairs then one might expect; there to
be a correlation in the charge of the fastest , )
and second fastest $,) charged hadrons in an
event. The predictions of FF2 for these correla-
tions are shown in Table I along with the data
and the UMC calculations.

It is apparent from Table I that when h, is (+)
there are correlations between the charges of jz,
and gg, in the data over and above the "kinematic"
correlations predicted by the UMC. This can be
seen by comparing the ratios (++)/(+-) in the two
cases. We note that the (++)/(+-) ratio in the
data falls between the UMC and the FF2 prediction,
indicating that the correlations assumed by F&
are too strong. When h, is negative, both the UMC
and FF2 agree fairly well with the data. This may
indicate that in such events information about the
parent quark charge has been badly diluted. For
this reason we will refer to/g, =(+) events as

none
any
none

- 30.0
9.5

26 +2
3.8 + 0.7

29
1.0

"class A" and h, =(-) events as "class 8" and

subsequently study the two classes separately.
Another longitudinal variable which is useful in

the study of fragmenting quarks is the rapidity of

a particle in the quark's rest frame. We define'
this as

Y, =Fj,b-ln(W /m ),
where

Y| b=o 5'(&+III)/(~ 08')j

for each particle and m is the proton mass. Jn

Fig. 7 we give the distribution of charged hadrons
vs Y„alongwith the distribution of net hadronic
charge h'-h. . The sum h'+h. is the average
rapidity density of positive-plus-negative tracks,
whereas 5+ -gg is the difference in the number
of positive and negative tracks at each rapidity value.
Naively one expects to find the quark's quantum num-

bers carried in the hadrons whiehhave rapidity within
one or two units of the quark. Thus for a g quark
one might hope to see a bump of net hadronic
charge =+—', (out of the total of +2 per event) con-
centrated near Y, =0. Instead one sees a smooth
rise and plateau in the A'-h which closely paral-
lels P+ +h . It may be that at much higher ener-
gies such charge localization effects will become
apparent, but we see no evidence for them at
present.

Theoretically7 "one expects the total rapidity
"plateau" to be of width ln(W'/m'), with the quark
(current) plateau of width ln(Q /ma) and the di-
quark (target) plateau of width ln(W2 /Q ). Hence,
making the selection Q'& 8 GeV' should separate
the target fragments from the current fragments
by about two units of rapidity. The shape of the
current "plateau" for such a Q selection is shown

in Fig. 8(b) and its height is seen to be quite com-
parable with that of the target fragmentation re-
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in conflict with some "widely accepted concepts"
as discussed by Sivers. '0

We now examine the h, vs fg, charge correlations
as a function of F, where h, andh, are the charged
hadrons with the largest and next largest values
of F,. (This choice of II, and l'I, .is practically eIIui-
valent to "fastest" and "second fastest" used earl-
ier.) In Fig. 9 we plot the distribution of the charge
ofII, for class A[A, =(+}]and class B [l'II=(-)]
.events. For class A events the UMC assigns a
considerable portion (+0.84) of the remaining +1.0
of charge per event to the second hadron h.„where-
as the data give only (+0.19+0.04) to II,. The FF2
prediction, on the other hand, gives too much neg-
ative charge toh, . For class B events the UMC
and FF2 results are in somewhat better agreement
with. the data. The conclusions are similar to
those from Table I: namely, for class A events
there is a correlation of the charge of jg, in the
data which is stronger (more negative) than the
"uncorrelated" UMC prediction, but not as strong
as predicted by FF2. Presumably one could re-

I I I I I I I I I I I

FIG. 7. The total charged-hadron rate (h'+h ) and
net charge {h,' —h ) per event vs rapidity in the "quark
rest frame" (see text and Bef. 14). The UMC predic-
tions are also shown. The error bars on the open cir-
cles are the same absolute size as those on the solid
circles above them.
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FIG. 8. Charged-hadron rate for high-Q2 events
plotted vs laboratory rapidity and quark-frame rapidity.
The approach to and height of the bvo "plateaus" are
very similar.

gion in Fig. 8(a). There is no a Priori reason why
the two regions should have the same rapidity den-
sity but apparently they do, at least to an accuracy
of about 10%. This result, as well as the Q in-
dependence in Fig. 2, agrees with the "correspon-
dence" ideas of Bjorken and Kogut' but may be
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FIG. 9. (a) Net charge of the second-fasterst (h2)
particle when the fastest (hq) is negative, plotted vs
rapidity of h2 in the quark frame (class 8 events). (b)
Same as (a) for events in which h~ is positive (class A
events) . The dashed curves are the predictions from
Field and Feynman for a 10-Gev/c I quark and pre-
sumably are energy independent. The solid curves are
from the UMC calculation which changes very slowly
with energy (see Fig. 10). The average charge of the

' second-fastest {h2) particle (intergral under the curve) is
shown in each case.
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produce the data better by putting resonances

The re
and or clusters into the Monte Carlo calc l tcu a ion.

e present UMC calculation was designed speci-
ically to take into account only direct n and K

production with uncorrelated charges.
As mentioned earlier the kinematic charge cor-

relations present in the UMC decrease with in-
creasing W due to the increase of multiplicity.
This can be seen in Fig. 10 where we have used
T4'=5, 50, and 250 GeV in calculating the UMC
prediction for the charge of jg, . To produce 8' = 50
GeV on a stationary target requires
neutrino energy of 1300 GeV so it may be imprac-
tiCal tO eliminate the lOW-multipl' l.y

k'ip icil.y inematic
charge-correlation effects by going to higher ener-
gies. On the other hand, the class A events show
a significant departure from the UMC (Fig. 9)
which clearly establishes the presence of charge
correlations at our present energy. These are in
general direction of, although not as strong as,
those predicted by a particular model (FF2) of

fragmenting quarks.

I I I I I I I I

10 :10

19

X~ owmg to mternal quark-parton momentum in
the proton.

If we integrate over longitudinal variables the
overall da/dPr' is fairly well described by the
function exp(-bm ) m =(P '+ ' '/' 5 =6z~ r= r+V

mass. The tracks in the UMC events were gen-
erated with this dependence and a factorizing flat
rapidity function (see Appendix C). The UMC
events, after passing our various cuts and recon-
struction procedures, give rise to the curves
shown in Fig. 11 for various slices of X~& 0. We
note, first of all, that the generated curves agree
farily well with the data, indicating that gross fea-
tures of the uncut original data are also reasonably
well described by the above simple generating func-

V. TRANSVERSE MOMENTUM PROPERTIES

the tran
So far we have suppressed or integrat de over
e ransverse momentum I'~ of the produced had-

rons relative to the overall hadronic (virtual W'

exchange) direction. Based on asymptotic free-
dom, several authors" have concluded that (Pr )
should be an increasing function of g and Z (or

10
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FIG. 10. (a) and (b): Predictions of the UMCe model
or t e quantities defined in Fig. 9(a) and 9(b), but for

various W values. In (a) one sees "kinematic" corre-
lations present (Q»&& 0) even at W=250 GeV.
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.2 A .6 .8 1.0 1.2
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FIG. 11. Char ed-g -hadron rate vs transverse momentum
squared for various slices of Feynman X in the os'
c.m. hemis here cu'

p (current fragmentation region). Solid
curves are from the UMC model.
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tion.
We also note in Fig. 11 a definite flattening of the

P~ dependence as X~ increases. This manifests
itself as an increase of ('rs) with Xz as shown in
Fig. 12(a). The marked increase of (Pra) with X~
appears similar to the "seagull effect" long known
from experiments with hadro-produced hadrons. ~'

The seagull effect arises from aproduction function
dan/dP r'd Y which is approximately independentof
c.m. rapidity Y. Hence, it is a property of "lon-
gitudinal phase space" in which d'o ~F(Pr)dPr'd Y.
The reason for this is described in more detail
in Appendix D. The UMC calculation uses this
type of generating function and agrees quite well
with the data of Fig. 12(a). Since the data do not
show any effect beyond the UMC calculation they
do not appear to tell us anything about quark-par-
ton transverse momentum inside the proton. This
is emphasized further if we plot [Fig. 12(b)j the
(Pr') vs Y, where we note simply a smooth de-
crease consistent with the phase-space boundary
for Y, &0. Data similar to ours on(Prp vs X~
have been used" to extract a value of (kr) =0.9
GeV/c for the average internal quark-parton trans-
verse momentum, but from the above discussion
we believe this to be misleading and therefore do
not attempt such a calculation.

50 I I

(a)
W~ 4 GeV

AO-

.30-

Next we look for a Q' dependence of (Pr') which
could arise from a Q' dependence of the internal
transverse momentum of the struck quark, ac-
cording to asymptotic freedom ideas." We expect
such an effect to show up in those hadrons which
are most directly correlated kinematically to the
parent fragmenting quark. For this reason we
choose class A events only [h, is (+)] and plot the

(Pr ) ofh, for those tracks with Z&0.3. This is
shown in Fig. 13, which does indeed indicate a
Q' dependence, although the effect is practically
accounted for by a similar rise in the UMC cal-
culation. There is no explicit Q' dependence in the
UMC model; the rise is due to our reconstruction
procedure and cuts. If we use the UMC calcula-
tion as a base line and add to it a form linear'~
in Q' we find (Pr ) =UMC+0. 003Q' (dashed curve).
The slope d(Pr')/dQ'=0. 003+ 0.003 is not in good
agreement with 0.01 as estimated by Politer'~
for Z =0.5 and Q'=10 GeV'. The mostwe can say
is that there appears to be a trend in the data in
the direction of the expected effect.

A further inspection of the effect shown in Fig.
13 indicates that the growth of (Pr ) with Q' for
these high-Z tracks is entirely due to the com-
ponent of their P~ which is in the p-p, scattering
plane Pr(in). The component perpendicular to the
plane, Pr(out), shows no Q' dependence (Fig. 14).
The Pr(out) component is the one that we measure
directly, whereas Pz(in) depends on the recon-
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FIG. 12. (a) Average transverse momentum squared
vs Xzfor charged tracks. The seagull effect, seen
here, is discussed in detail in Appendix D. (b) Same
plotted vs rapidity in the quark frame. Xz & 0 corres-
ponds roughly to Yq & 2 ~

0
0

I I I I I

4 8 16 32 64
g' (Gev')

FIG. 13. (Pz ) vs Q for h~ tracks with Z)0.3 in
events where h~ is (+). There are 497 events (and 497
tracks) in the plot with average Z value (Z) =0.45.
Events with 3& W &12 Gev are used. The dashed curve
is a fit to a linear function of Q~ which has been added
to the base-line curve (solid) calculated with the UMC
model.
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FIG. 14. Data from Fig. 13 are split into components
in and out of the scattering plane. (Note the broken
vertical scale. ) Solid curves are the UMC calculation.
The Q~ dependence in the UMC is not an input but
arises from the reconstruction and cut procedures
in the generated events.

VI. AZP4UTHAI. DEPENDENCE

%e examine the azimuthal dependence of the had-
rons in the usual Gottfried- Jackson coordinate
system in which the z axis is along the total had-
ron (Q) direction and the y axis is perpendicular
to the p-p, plane in the direction p && p. . The azi-
muthal angle y is measured from the x =yes axis,
with tang = ~Pr(out) ~ jPr(in). Our typical error in
reconstructing y for high-Z hadrons is +7' (see
Appendix 8).

It has been conjectured2' that the y distribution
in deep-inelastic p, -p scattering will be affected
by the radiation of hard gluons from the struck
quark parton. In Fig. 15 we show the distribution
in y for that subsample of hadrons (same as in
Figs. 12, 14) that we believe to be most nearly as-
sociated with the parent quark. The y distribu-
tion for high Q' is peaked near y = 0 or 180' in a
manner which may not be entirely accounted for in
the UMC calculation, although the departure from
the UMC is not large. Recently Cahn2' has em-
phasized that ope expects an azimuthal dependence
in the naive parton model even without gluoo. ef-

struction procedure for each event. [The error
in reconstructing Pr(in) for tracks used in Fig. 14
is typically ~0.1 GeV/c]. The only suggested de-
parture of the data from the calculation is ([Pr(in))
for events in the two highest Q' bins, and that is
not very significant, particularly since the ab-
solute level of the UMC lines is somewhat ar-
bitrary.

~ I I I I I I0 """"
0 49 80 120 160

&p(deg}

FIG. 15. Azimuthal angle of tracks from Figs. 13 and
14 plotted for high- and low-Q2 events. A track with
jg = 0 would be in the scattering plane on the muon side
of the total hadron momentum (q,~) vector. (y is the
standard Gottfried- Jackson azimuthal angle. ) The
anisotropy in the UMC curves is due to our reconstruc-
tion and cut procedures.

fects, and hence the interpretation of y distribu-
tion may be quite complicated.

VII. SUMMARY

Ne have examined the details of the hadron "jet"
made by high-energy neutrino-proton charged-cur-
rent interactions. The production of high-Z had-
rons is approximately independent of Q and W for
W & 4 GeV and Q'& 84 GeV', in agreement with
the basic assumptions of the quark fragmentation
model. After making the selection Q'& 8 GeV' to
separate the current and target fragmentation re-
gions, the heights of the rapidity plateaus in the
two regions are found to be comparable (Fig. 8).

%e have made several comparisons of the data
with the fragmentation model of Field and Feyn-
man (FF2) and with an uncorrelated longitudinal
phase-space model (UMC). The inclusive distri-
butions of h' vs longitudinal variables, such as
X~, are well represented by both models, as are
the distributions of the fastestk+ and@ in each
event (Fig. 8). The correlations, in a given event,
between the charge of the fastest (jb,) and second
fastest {fg,) hadrons are not reproduced by the UMC
and therefore are stronger than "kinematic" in
events where h, is (+). The F92 predictions for
these same correlations appear to be too strong
(Fig. 9).

Turning to transverse variables, there is a
sizeable rise of (Pr ) with Feynman X, but this
is well accounted for by the UMC model (Fig. 12)
and we do not, therefore, use it to measure the
proton's internal quark-parton momentum. For
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events in which h, is (+) and Z, & 0.3, we find,
after correcting for the rise in the UMC calcula-
tion, only slight evidence for an additional rise in

(Pr ) of h, vs Q', with the linear form d(Pr') jdQ'
= 0.003+ 0.003 giving a reasonable fit up to Q
=64 GeV . This rise is associated with the in-
plane component of P~. The azimuthal angle of
this same selected sample of hadrons, when an
additional high-Q' selection is made, shows, at
most, a mild anisotropy (Fig. 15).
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APPENDIX A: MUON SELECTION AND CUT PROCEDURES
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FIG. 16. Distribution vs log&+' of negative tracks in
Monte Carlo events with ~ 2 negatives. (I is the para-
meter used to select the muon. ) The events used are
pure charged-current and have the selections indicated
on Fig. 1, plus 8'&3 GeV, made. The dashed curves
show the overlap between the hadrons (h ) and the muon.

In the present paper we make use of a kinematic
method to select the p. in the neutrino charged-
current (CC) events. We do not make direct use
of the external muon identifier (EMI)" for two
reasons. Although for the first exposure (-25% of
the data) the EMI was quite efficient, its efficiency
was lower in the remainder of the data owing to
the significantly higher neutrino flux and concomit-
ant background. Secondly, we have found a kine-
matic selection method which our Monte Carlo
calculations indicate is highly accurate in select-
ing the p. for the data sample that we use in this
paper.

The kinematic method selects as the p. the
negative track with the largest value of the pro-
duct F =F,F+, '. In this expression F, is the
transverse momentum relative to the beam, F,
is the transverse momentum relative to the direc-
tion P„ofall of the rest of the visible particles,

and F, is the square root of the sum of the squares
of the transverse momenta of the rest of the visible
particles relative to their total momentum P~. In
other words, the algorithm looks for a single
high-momentum, high-transverse-momentum par-
ticle balanced by a clustered jet of remaining par-
ticles.

The distribution of log, p for a sample of Monte
Carlo events is shown in Fig. 16. The overlap
of the y, with the. negative hadrons (Pg ) is shown
by the dotted curves and is seen to be quite small.
The individual factors F„F„F,have similar
double peaks with less clean separations. Of the
three factors, F, ' provides the least contribution
to the discrimination. The method makes the
wrong negative muon choice in only 1.5% of the CC
events. Of course, there is 'also a neutral-current
(NC) and v charged-current (CC) background.
These are greatly reduced by the cuts we make

TABLE II. Monte Carlo study of event survival under successive cuts. (Entries are
percentage of events).

Event
selection

Total
CC

events
CC

wrong p
NC

events
CC

events

Total
Monte
Carlo

Data
events

ZP„&10 GeV/c
P» & 1 GeV/c

~mrs & 60'
W&5 GeV
X& 0.05
y & 0.90

X/4'

74
65
64
52
47.6
46.0
45.6

(3.4)
(1.6)
(1.4)
(1.3)
(o.9)
(o 8)
(0.8)

19
4.3
2.7
2.4
2.1
1.9
1.9

7.3
1.4
1.4
1.2
1.2
0.9
0.2

100
71
68
56
51
49
48

2560
1928
1888
1360

. 1242
1201
1189

100
75
74
55
49
46.9
46.4
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in the data, as we describe below.
In Table II we show what happens to the various

kinds of events as we successively apply the cuts
in order to purify the CC sample. The selection
on PP„,the total visible beam-direction momen-
tum, does not depend on the choice of muon. The .

cuts in P~„(=F,for the chosen muon), 4«, , and

R„„,depend on the muon choice, but not on the
reconstruction procedure. R„„is defined by
searching the positive tracks for the largest value
of the product I',' times total momentum, and then
dividing by the corresponding product for the
chosen p, . 5', x, y depend on the reconstruction
procedure (see Appendix B). The mixture of CC,
NC, and CC was chosen according to the analysis
of the NC/CC ratio published earlier, ' the running
conditions of which were slightly different than
those under which the major part of the present
data were taken. However, since our cuts virtually
eliminate NC and CC background our results are
insensitive to the exact amount of such. The cuts
also essentially eliminate the few-percent neutron
and K~0 interactions present after the gP, cut.

The main features to be noted from Table II are
as follows:

(1) The final sample contains (0.8/48) x 100=1.7/0

wrong-p, CC events. These are not a troublesome
background (see Appendix B).

(2) The NC background is (1.9/48) x 100 =4'$ and

the CC background is (0.2/48)x100=0. 4%. The

R„„,cut is particularly effective in reducing this
latter source, which, if not eliminated, gives a
false signal of "Q"' (really p') near Z =X+ = 1.0.

APPENDIX B: RECONSTRUCTION METHOD

The momenta that we measure directly in this
experiment are illustrated as solid lines in Fig.
IV. The dot-dashed line is the incoming neutrino
direction %'hich is accurately known; however, its
energy is not. The plane of the diagram is deter-
mined by the outgoing-muon momentum P„.The
vector P~ is the momentum sum of all other visible
particles. (This labeling assumes we have chosen
the correct muon in a neutrino charged-current
event. See Appendix A). P, represents the sum
of all unseen neutral particles, and P~ =P, +P~ is
the total of a)l outgoing particles except the muon.

P~ and P, have equal and opposite components
(P,„,) out of the plane. Hence, P.„,is measured
directly from P„.We indicate here just the pro-
jections in the plane.

In order to "reconstruct" the event we must try
to determine P~ as accurately as possible. Since
we have a hydrogen target this then determines
all of the other kinematic variables, except, of
course, the individual momentum vectors that

FIG. 17, Momentum vectors used in the reconstruc-
tion procedure.

make up P, when there is more than one unseen
neutr al particle.

The quantity P„is underdetermined by one var-
iable. We attempt to determine Po (and thus Ps)
from the configuration of P„and P~ in each event.
If the square of the missing transverse momentum
(P„~2+P„2)is less than 0.01 (GeV/c)', then we
assume there are no missing neutrals and get a
solution by putting P,„=O(where x is the beam
direction and s is perpendicular to the beam in
the p, -v plane). This happens in about 10% of the
events; in the rest of the events we must find
another way to estimate P,„.If the total invariant
mass Mp of the missing neutrals is known, then
one can solve for Pp, from the following kinematic
equation:

Po, =(MO +Pou~ +Pa, Do)/2DO—, (B1)

where Dp =Ep-Pp„=m -D&-D„is determined from
conservation of the quantity (E -P„)summed over
all particles. The evaluation of Dp requires that
we identify all the visible particles in order to
calculate their energy in D„=E„-P„„.Misiden-
tification of charged K's or protons as w's causes
us to underestimate D„and overestimate Dp In
fact Dp is often quite small so that errors in its
estimation cause large errors in Po„from (Bl).
For this reason, and because we have no good
a priori estimate of Mp, we use a modification of
(Bl) to obtain only a lower limit on P,„,

P „(min)= (P,„,' +P,' -D")/2D', , (B2)

where Dp is determined by assigning the pion mass
to all charged tracks in evaluating D„.[If Po„(min)
is negative we set it equal to zero at this stage].

The remainder of our method to find Pp„follows
closely a method originally proposed by Grant'
and described also in Bef. 5. We outline it below.

(1) Determine the minimum neutrino energy es-
timate from the above P,„(min),

E „=P„„+P„,+Pa, (m.in)'.
(2) Determine the maximum neutrino-energy es-

timate from E,„=CE,where C is adjusted to
give the correct average (Z~) =0. Zo is the "Grant
variable" which is the in-plane component of P„
perpendicular to Ps. (Shown as the dotted line on
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FIG. 1S. Distribution of data sample vs P,„t(which we
measure directly) and Z (which results from our re-
construction procedure). In addition to those listed, the
cuts are as in Fig. l.

Fig. 17. Z~ is defined to be negative in the con-
figuration shown). The value we use for C in this
experiment is C =1.50.

(2) Determine Z, and Z, corresponding to E
and E . , respectively, and then obtain Z~ from the
simple average Zo = (Z, +Z,)/2. This value of Zo
is then used to obtain Po„.At this point we put a
ceiling on P„byrequiring that the missing neu-
trals not carry off more than half of the total beam-
direction momentum, i.e., if Po„is greater than

(P„,+P„„)we set it equal to the latter. P„is then
used to reconstruct all the other variables in the
event. [Note that the usual deep-inelastic variables
E„,W, Q, x, y, . . . now follow from momentum
and energy conservation in hydrogen and do not
depend on hadron mass assignments. The hadron
mass assignments are only used to obtain Do in
(S2)j.

The reconstruction method can be checked di-
rectly from the data, and the appropriate value of
C determined, by comparing the Z~ distribution
with the P„tdistribution for any group of selected
events. P„tis directly measured in each event
and its distribution is shown in Fig. 18, along with
the distribution of the reconstructed Z~ for C
=1.50. increasing C will increase Z~, and C has
been adjusted to give (ZJ= 0. (There are 145 no-
missing-neutrals events which have Za = Ppgt

and which have not been plotted in Fig. 18. The
1044 events plotted satisfy the cuts described in
Fig. 1, with 2& W& 12 GeV. ) One expects the true
Z~ and P,„,distributions to be identical and sym-
metric around zero. (We neglect possible asym-
metries owing to things such as gluon radiation
from polarized 5"bosons, which we have other-
wise been unable to detect; see Secs. V and VL)

The accuracy of the reconstruction procedure
can be checked on an event-by-event basis by using
Monte Carlo events generated from the UMC pro-
gram described in Appendix C. Some results on the
accuracy in E„,Q, W, x ', and y are shown in
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FIG. 19. Errors of various quantities owing to our
reconstruction procedure. In (a, (b), (c) the ratio
plotted is the reconstructed value divided by the true
value. In (d) we plot the reconstructed direction of the
hadronic system (Q direction) minus its true direction.

Figs. 19(a)-19(c)where we have plotted the dis-
tribution of the ratios of the reconstructed value
to the true value for each variable. Figure 19 is
based on 1600 Monte Carlo events which obey the
same cuts as the real events of Fig. 18. The dots
represent 24 events from the sample in which the
muon selection procedure yielded the wrong choice.
One sees from this that these events have larger
errors than the others, but that they will not in-
troduce any appreciable additional error into the
event sample. [The fractional error in E„is the
same as that of Q', and similarly for x ' and y,
because the product xy = Q'/2mE„ is directly mea-
sured and therefore independent of the reconstruc-
tion procedure. That is, xy = (2P&/m) sin2(8/2),
where 8 is the angle of the muon relative to the
beam. This latter expression neglects the muon
rest mass. ]

Finally, we show in Fig. 19(d) the distribution
of the angular error 50~ that we make in recon-
structing the direction of the total hadronic sys-
tem P» (= Q) in the laboratory. The errors in the
transverse variables Pr (in) and y for individual
tracks, discussed in Secs. V and VI, primarily
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due to the error 68~. Errors in the longitudinal
variables Z, X~, Y, are partly due to 68~ and part-
ly due to the error in the total hadronic momen-
tum

~ Ps~. Typical errors for tracking with Z & 0.2
are 5y =+7', 6Pr(in) =+0.1 GeV/c, 5Z =5X~ =+0.1,
6V, =~0.25.

APPENDIX C: DESCRIPTION OF THE MONTE CARLO
CALCULATION (UMC)

The calculation begins by generating for an event
the total hadronic invariant mass W, and Q . It
does this by picking the neutrino energy E from
a distribution which agrees with what we observe
(using the energy reconstruction procedure de-
scribed in Appendix B). It then picks the Bjorken
variable x with differential probability proportion-
al to (1-x)"x"and flat in y for charged-current
v events and (1-y)' for charged-current v and
neutral-current background events. Given x, y, E
one uses W' =m'+2mEy(1-x) and Q' =2mExy to
get W and Q'.

Given 5', the hadrons are generated in the W

rest frame as follows:
(1) The recoil nucleon is chosen to be a proton

or neutron with equal probability. The distribu-
tion in the nucleon's variable x~ =2E/W is chosen
flat between 0 and 0.9 with its momentum in the
backward c.m. hemisphere. This determines E
of the nucleon and the remaining energy, E„=W
-E, and recoil momentum of the system to be
used for meson production.

(2) The numbers of v', n, m' to be produced are
chosen using (nQ =(n,) = ((n) —Q, )/2, where (n)
is the average number of charged pions and Q,
is their net charge. From hadronic data2' we take
(n) =1.5+1.2 In(En) +0.6 ln'(En). The actual num-
bers of m and m' in eachevent are thenchosenfrom
independent Poisson distributions for n and no.
(Energies, etc. , are in GeV units). The number
of w' is then chosen to conserve charge. This pre-
scription agrees with what is known about hadro-
produced hadrons, except that we do not put in the
known2' correlation between (n, ) and n (This.
correlation is not very significant at our 9'
values. ")

(3) A fraction of the m+, m, m'are changed to
K', K, X' with only pairs of K mesons being al-
lowed, except we occasionally change a neutron
to a A in order to accompany a lone K+ or K .
The fractions are adjusted to give the correct
number of K' and A' observed in the present data.

(4) The transverse momenta P~ of all the had-
rons are generated according to exp(-6m~) where
~~ =(p'+P ')'~' and g is the particle mass. This
feature is also taken from hadro-produced data.
The two components of P~ are picked using a flat

azimuthal (p) distribution. Transverse momentum
is conserved by summing the components in a
given direction over all X particles and then sub-
tracting I/A'th of the sum from each value. These
conservation constraints have no effect on the out-
put m~ and y distributions.

(5) The longitudinal momenta P,
~

of the produced
particles are generated in the rest frame of the
system of invariant mass 8'~ recoiling against the
nucleon, already determined in step (1). The rap-
idity (I') of each particle in this system is picked
from a flat distribution of total width b, Y =2 ln(W„)
—0.41n(m~). This partially accounts for the kine-
matic boundary ) Ym,„~=In(Wn jm~). P~, is then
given by P,

~
=m~ sinhF. The conservation of P

tt

is determined in the overall W rest frame by sub-
.tracting from each P

~~
a fraction f, of that par-

ticle's energy E, where f, =(QP~t) j(QE). This
procedure helps to keep the rapidity distribution
flat after Pp conservation, since 6y =6Pg/E.

(6) Energy conservation is 'accomplished by mul-
tiplying each P~~ by a factor f, such that the equa-
tion P[(fQ,~)'+ m~']' ' =W is satisfied. This is
solved by iteration, starting with the approxima-
tion f,' =W/P[P

~~
~. A solution which conserves

energy to within 1 MeV is usually found in 2 to 3
iterations. If the solution does not satisfy 0.5
&f2 &2 it ls rejected. The output rapidity distri-
bution remains reasonably flat, with small tails,
after the imposition of P

~~
and E conservation.

Given all the particles in the event, we transform
the hadrons into the laboratory frame and treat
them as we do in the real events. We assume 3

of the A' and —,
' of the K are visible and that pro-

tons are identified if their momentum is c1 GeV/c.
The charged kaons and remaining protons are
treated as if they were pions.

An appropriate mixture of charged-current,
neutral-current, and p charged-current events are
generated, and the mixture is passed through the
same analysis program as the real events. (See
Appendix A. )

APPENDIX D: THE SEAGULL EFFECT

The "seagull effect" arises when one plots for
individual particles their average transverse mo-
mentum (Pr) or (Pr ) vs the longitudinal variable
Xz =2P ~~/W in the c.m. of the hadronic system.
A typical (half of a) seagull is shown in Fig. 12(a)
for X~ & 0. If we let Y be the c.m. rapidity and
E the c.m. energy of a particle, then Y=
ln[(E+P~~)/mr], with mr =(Pr'+p, ')'~' and p, the
particle mass. Because of the relation (dY)
= (dP~~)/E =W(dX~)/2E one has that the curve
(Pr')x vs X~ is not the same as (Prm)„vs Y, where
the subscript indicates the longitudinal variable
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where E is evaluated at X~ =C, i.e.,
E = (W/2)(C'+4m, '/W')"'. (D2a)

On the other hand, using the assumed form for gy,
one gets for constant Y,

pt pt
(P ') ~ = P~'F(P )dP '/ Jt F(P )dP, '.

(D3)

The upper limits of these integrals are functions
of W and C (C') which come from the kinematic
boundary. Because of the rapid exponential falloff
of E(Pr) these upper limits only have an apprec-
iable effect when X~ or Y are near their maximum
values. This is what causes the "seagull's wing"
to turn over at X~= 0.8 in Fig. 12(a).

The one place where (D2) and (D3) can be com-
pared directly is along the line X~ = Y=0,

t
'P„'E(P)„,/

"E(P,)
2' X@=0 T m T

0 r 0 T

or, changing variables, and assuming the upper
limits are effectively infinite,

(mr/», = ) mrF(mr)dmr'/ ' dmr',
v ~r

(D5)

whereas

that is held constant during the integration over
P~. If particles are produced according to lon-
gitudinal phase space, in which

do =F(Pz.)dPrsd Y, (Dl)

then (Pr )„vsY is flat but (Pr )» vs Xz wiQ show
the seaguO effect. We show below the reason for
this.

In general one writes

(
' fPr (d 0/dP~ 'dip)dP~

f (dsc/dPr'dX~)dPr'

Using the above definition of dg this becomes

( s) )
P E(Pr) ~ s/

t

F(P~)
T Xy C

0

(D2)

(m„'&» = f »n„'F(»»)d»w /f F(»» )d»»

so that

(D6)

(P '),=0 10 (Ge..V/c)'.

These are in good agreement with what we observe
in the data.

The shape of the seagull comes from the growth
of (Pr )» c with increasing X~, as seen in Fig.
12(a). This can be understood from Eqs. (D2) and
(D2a) which predict that (Pr )» c approaches
(Pr )„sif X~»4m„ /W' all during the Pr integra-
tion. The fact that, experimentally, (Pr )»
becomes larger than (Pre) „e=0.19 is due to some
actual diminution with increasing Y of the experi-
mental d'p/dPr'dY. That is to say, suppose in-
stead of (D1) we have

dg =E(Pr, Y)dPr dY,

with E being a decreasing function of Y. Then
holding X~ =C g 0 during the P~ integration gives
decreasing Y with increasing P~ and prevents I
from falling as fast as it does at Xz = Y=0. [The
decrease of Y with P~ at fixed X~ can be seen
from the relation X~ = (2mr/W) sinh Y].

The data do show a decrease of E with Y at fixed
P~, and the same is true of the output UMC cal-
culation, even though in the input we assumed no
Y' dependence. (The generated Y dependence comes
from our application of energy- and momentum-
conservation constraints. ) Hence, both the data
and the UMC calculations of (Pr ) vs X~ show a
seagull effect that rises above the central value
(Prpr s and then drops to zero, as it must, near
X„=+1.

(m ')„„,= (m )„J(m ')„,. (»)
We see from (DV) that, in general, (mr' )»
g(mr' )„„eventhough the two averages are com-
puted along the same bne X~ = Y= 0 in the c.m.
system. If we use the generating functions E(mr)
= exp(-bmr) with b =6 (GeV/c) ' and g = pion mass,
we obtain from (D5) and (D6)

(P,'), ,=0.19 (G V/c )
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