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Hydrodynamical analysis of proton-nucleus collision data at 200 GeV
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Numerical results of the one-dimensional hydrodynamical model of proton-nucleus collisions are applied to
the data on p-H„p-Al, p-emulsion, and p-Ag collisions at 200 GeV. We find that the hydrodynamical
model with a velocity of sound of excited hadronic matter of u 1/(7.5)'" can adequately describe most of
the experimental facts connected with the rapidity distributions of charged particles, An essential assumption
in our approach is that the (experimentally unknown) number of fast recoiling protons, which experimentally
are counted as shower-particle tracks, grows as the target nuclear size grows and that their distribution in

rapidity is proportional to the pion distribution obtained from hydrodynamics. A comparison with the
predictions of other theoretical models is also made.

In two previous papers, '' we made an extensive
study of many aspects of proton-nucleus collisions
at high energies based on Landau's hydrodynamical
model. ' In the first paper' (hereafter referred to
as I) we reexamined Belenkij and Milekhin's hy-
drodynamical prediction' for the multiplicity ratio
R of proton-nucleus collision vs proton-proton col-
lision by considering a smaller value for the velo-
city of sound of excited hadronic matter and the
diffuse edge of the nuclear density distribution.
We found that with the velocity of sound n-1/~6
—(0. 1)v' corresponding to an interacting Bose gas
and with a reasonable parametrization of the dif-
fuse edge effect, the hydrodynamical model can
describe satisfactorily the currently available ex-
perimental data on R. In that paper we derived an

exact formula for the multiplicity ratio R for a
collision of a proton of diameter d and a one-di-
mensional target tunnel of length l as a function of
u and I/d. In the second paper' (referred to as II)
we studied rapidity distributions of secondary par-
ticles and energy fluxes. For this purpose we
solved the one-d im ensional relativistic hyd rody-
namical equations with appropriate boundary con-
ditions for arbitrary target tunnel. length. Numeri-
cal studies for the representative target nuclei, H,
Al, Ni, and W, with velocity of sound u=1/~3 of
the relativistic ideal Bose gas and u = I/v 6 and

I/(7. 5)"' of interacting Bose gases, were made.
New effects specific to proton-nucleus collisions
were predicted.

However, in that second paper we did not at-
tempt to fit the experimental data with our results
since there were not enough data available. Re-
cently new data on proton-nucl. eus collisions with
fixed targets at 200 GeV by Busza otal, .' have be-
come available in addition to the earlier data by

2&5
Lg= a A'", (2)

where a, =a„=1/m,.
In the equal-velocity frame (evf) for a highly

relativistic collision the system consists of two
Lorentz-contracted particles, namely the incident

Florian etal. ' Although the target nuclei studied
in the above two papers are different, the data
show consistent trends in many aspects and they
are also consistent with the data from earlier nu-
clear emulsion experiments. ' In this paper we
analyze the data by Busza etal. on the rapidity dis-
tribution of charged particles in proton-nucleus
collisions at 200 GeV in terms of the one-dimen-
sional hydrodynamical. model, the solutions of
which were presented in II. The data' on the ra-
pidity distributions of charged particles exist for
the target nuclei with P (the average thickness in
units of the mean free path of the incident par-
ticle) = 1 (hydrogen), 2, 2.5 (emulsion), 3(Ag), and
4. The target v=2 may approximately correspond
to the Al target since v for Al is 1.95. The case
v=4 will not be discussed in this paper since our
numerical calculations do not apply for very large
nuclei.

We convert a collision problem of a proton and
a nucleus with a spherical shape into that of a
proton and a one-dimensional nuclear tunnel whose
length is determined from the average impact pa-
rameter as in II. A geometrical averaging over
impact parameter of collisions between a proton
and a nucleus of mass number A results in the
average impact parameter

2b„=3goA

and the corresponding average tunnel length
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proton of diameter

M
6 =2a E (3) 2. 5

in the direction of the collision axis and the target
of diameter

M1=LA E (4)

1.5

in the same direction. E in Eqs. (3) and (4) is the
energy of the incident proton in evf and is equal to
the energy of each nucleon inside the target and M
is the nucleon mass.

The details of compression and excitation of had-
ronic matter accompanied by shock wave propaga-
tion and subsequent hydrodynamical expansion
were explained in II. The sot.utions of the fluid
motion in the expansion stage were obtained in II
for both cases of target tunnel l.ength l ~ I„and
l & l, where the critical tunnel length L„around
which the nature of shock wave and fluid expansion
changes, is given by

L, =
1+~(
1-u (5)

The rapidity distributions of secondary particles
in evf are

dN;, n, 1 —)g'' =-)ta, 's, —' exp

x u'— (6)

where i = 1 corresponds to the target with l ~ l, and
i=2 to the target with I& l, . q is the rapidity in
evf, &, = in(T, /T, ), and 4; are the solutions of the
so-called nontrivial region of fluid as is discussed
in II. s, and T, are the entropy density and tem-
perature respectively of the fluid after the shock
wave passes but before the expansion starts; s„
n„and T, are the critical entropy density, num-
ber density, and temperature respectively at which
particles emerge from the fluid. The rapidity dis-
tributions dN;/dY~sb in the laboratory frame at 200
GeV can be obtained from Eq. (6) with a boost to
the for ward direction by hg = 3.03.

In our hydrodynamical theory various param-
eters are determined by normalizing the total nu-
mber N„„~of secondary particles produced in

proton-proton collision at a given energy to a cer-
tain number which is supposed to be determined
from experim ent. The connection between the ob-
served charged multiplicity N' of proton-proton
collision, which also contains an initial two pro-
tons, and N,„t,), which contains only secondary
particles, is not clearly established at present.

1.0
2.0 3.0 40 5.0 6.0

FIG. 1. Prediction of the one-dimensional hydrodyna-
mical model for the multiplicity ratio R(l/d) as a func-
tion of g and l/d. The corresponding values of l/d ac-
cording to Eqs. (2)-(4) for several representative nuclei
are shown by arrows.

In this paper we employ the formula used by
Chadha, Lam, and Leung, '

Nch nch + 4
3 (7)

where n'" is the total number of charged second-
aries. From Eq. (7) we obtain the relation be-
tween N' and N„,, (in the approximation that all
secondaries are pions) as

3 ch
Nto„) = ~N (8)

N„„,(l/d) =N„,g (PP)R (l/d), (9)

and R(l/d) can be read from Fig. 1 with u = 1/
(7.5)'", we multiplied Eq. (6) with 7.4/9. 1, 11.2/
14.7, 13.5/16. 9, and 15.5/18. 8 for p-H„p-Al,
P-em, and P-Ag collisions, respectively. The nu-
mbers in the numerators represent the observed
charged multiplicities (charged pions and fast pro-

Using Eq. (8) and N'" = 7.4 obtained by Busza et al. ,
'

we get N„„,= 9.1 which will be the basis of norrnaliza-
tion in our theoretical calculations. The total number
of secondary particles for proton-nucleus collision
with target tunnel length f is obtained from R(l/d) in 1
and N„„,= 9.1. R(l/d) in terms of the velocity of
sound u and the target tunnel length l is given in Fig. 1.

The histograms in Figs. 2 and 3 are the experi-
mental data' on the pseudorapidity (t) ) distribu-
tions of charged particles produced in the colli-
sions of p-H„p-Al, p-em (emulsion), and p-Ag at
200 GeV in the laboratory frame. The continuous
curves represent the hydrodynamical prediction
of rapidity distributions with u= 1/(7. 5)" . The
lower, middle, and upper curves in Fig. 2 cor-
respond to P-H„P-Al, and P-Ag collisions, re-
spectively. In order to obtain these theoretical
curves from Eq. (6) which is normalized to
N„„1(1/d), where



tons)' and the numbers in the denominatoxs repre-
sent the total numbers of secondary pions (neu-
tral as well as charged pions) calcul, ated from Eq.
(9). The procedure adopted here therefore im-
plies that the number of protons counted among the
observed charged particles is essentially propor-
tional. to R(l/rf) and that their distribution is pro-
portional. to the pioni. c distribution as computed by
the hydrodynamical model. These protons stem
from the recoils and evidently correspond to all
the ones participating in the collision. It is known
from n -Ne collisions according to Ref. 9 that such
protons occur among the observed particles, but
their spectra is, in Ref. 9, rather different from
our assumption. However, this experiment cox'-
responds to low projectil, e enex"gy. In proton-nu-
cleus collisions there are no available experi-
mental, datR ln this x'egRx'd except fox' the px el.lm-

dN
d YL~b

200 GeV p+ Emote)On(&=25)

Var!ation of Rapidityoistribution mitn tr

&OO Ctt. V p +

la

'T)pq=-Ln(tanBL/2)

FIG. 3. The same as in Fig. 2 for p-(emulsion) (P
= 2.5) coBlsions. Thie coIltinuou8 liDe is that with Q

= 1/(7.5)~~2 and the dot-dashed line is that with g = 1/4 6.
The dotted histogram I'efeI8 to the prediction of the
coherent tube model discussed in Ref. 5.
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FIG. 2. Qydrodynamical predictions of rapidity dis-
tributions of secondaI'y particles in the collisioD of
p-H~ (~= &), p-Al (P= &.95), and p-Ag {P=3) at 200 Geg.
The continuous lines are those with I = 1/~7. 5 and the
dashed lines are those with g = j./W3. The lower,
middle, and upper lines in each set correspond to
p-H2, p-hl, and p-~ collisions, respectively. The
maximum and minimum rapidities with u =1/&6 are in-
dicated by aI rows. gfithin these limits the distribution
with g = I/~6 for p-p almost overlaps that with gg = l/4 7.5.
The experimental data are from Ref. 5. p&~ refers to
the theoretical prediction and q~ to the experimental
data.

lnal y data by Fujioka eh QE.

The value v= 1/(7. 5)'" is the preferred value we
obtain by comparing rapidity distributions of sec-
ondaries at 200 GeV and the x'atio X~z/N» for vari. —

ous A with data. ' The energy dependence of these
distributions cannot be tested at present because
of a lack of data.

Andersson el af."obtained u =1/(6.25)'~' from
an overall fit of p-p data including rapidity dis-
tributions and their energy dependence in the range
200 ~E~,& «1500 Geg. In order to compare these
two values of velocity of sound we computed also
the rapidity distributions for P-P and P -em w ith
rr = 1/t/6. The results are given in Figs. 2 and S.
For P-P col.lisions, the two distri. butions almost
overlap i.n the central region, but the rapidity re-
gion with u =1/~6 is considerably smaller than
that with tr = 1/(7. 5) . A similar comment ap-
plies to P-em distributions. Thus, the quality of
our theoretical fits is determined mainly by the
available rapidity range fox each value of u. A
comparison of theoretical, rapidity ranges with the
P-p data from CERN ISR experiments in the energy
region 200 ~EI,b ~1500 Ge'I)I" also shows that u = 1j
(7.5)'" is a preferred value to u= 1/46. This ob-
servation is in agreement with the x'esults of Ref.
11, where it was found that if one considers only
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the energy dependence in the P-P data, one gets a
larger value of n than if one considers the rapidity
range alone. Whether this slight discrepancy per-
sists al.so in the p-A case wil. l be clarified only
with the appearance of p-A. data at higher energies.
On the other hand, it is not a Priori necessary
that the velocity of sound in nuclear hadronic mat-
ter should be identical to the velocity of sound in

nucleonic hadronic matter.
The theoretical rapidity distributions of charged

particles, which are expressed by continuous
curves in Figs. 2 and 3, represent the contribu-
tions from only the so-called nontrivial region of
fluid. The other parts of fluid regions (progres-
sive wave regions and first ref 1.ected wave region)
may contain a certain number of particles. ' But
for u = 1/(7. 5)'" these numbers are negligible as
is demonstrated in II. The dashed lines in Figs.
2. and 3 represent the hydrodynamical predictions
with u =1/~3. In order to obtain the theoretical
rapidity distributions of charged particles for
n= 1/V3 from Eq. (6), we multiplied Eq. (6) with

7, 4/9. 1, 11.2/14. 7, 13.5/17. 8, and 15.5/20. 7 for
P-H„p-Al, p-em, and Q-Ag, collisions respec-
tively. The numbers in the denominators are ob-
tained from Eq. (9) with n =1/~3. Unlike the case
of u = 1/(7. 5)"', the number of particles contained
in the progressive wave and first reflected wave
regions for i~ = 1/~ 3 are not negligible. They are
1.5, 2.3, 2.8, and 3.2 for P-H„P-Al, P-em, and

P-Ag collisions, respectively. The particles in

the progressive wave regions tend to fil. l. the gaps
at both ends of the distribution. Thus the number
of particles contained under each dashed curve in

Figs. 2 and 3 plus the corresponding number in

the other ft.uid regions given above should corre-
spond to the observed charged mul. tiplicity.

The hydrodynamical prediction of dN/dY„, for
n = I/~3 is evidently not acceptable so that we will

not discuss this case in the following. Qn the other
hand, the hydrodynamical prediction of dX/d Yiab

for s =1/(7. 5)'" is quite reasonable, particularly
in view of the fact that we are not doing any least-
X-square-type search of the best value of n to fit
the data.

Comparing our theoretical predictions with the
data, it seems that a systematic shift of rapidity
by AY&,&-0.5 would produce a better fit. But we do
not have any theoretical or experimental. explana-
tion for this shift at present. Qtherwise, the
agreement between the experimental data and the
theoretical predictions is excell. ent. This refers
to (1) the shape of distribution, (2) the maximum
and minimum values of rapidities, (3} the fact
that there is no increase of number of particles
in the very forward region, (4) the target-depen-
dent increase of the number of particles in the

backward region, and (5) the shift of peak positions
to the backward as the target size increases.

The fit to the data in the backward region can
probably be improved by doing a least-g-square
search for the best values of free parameters, but
this is beyond the scope of the present paper since
we do not have the data with their errors.

It should also be noted here that in our calcula-
tion the three-dimensional motion and viscosity are
neglected, A study by Andersson g/ g$. jndjcates
that the velocity of sound determined from the
three-dimensional formula and that from the one-
dimensional formula for negatively charged sec-
ondaries are both about r~-I /( 6. 25)'", but that the
critical temperatures differ substantially in the
two cases, and our result on the critical tempera-
ture is close to that from the three-dimensional
formula.

Whether the discrepancy between the critical
temperatures derived in the present work and

those obtained from the one-dimensional formula
by Andersson

esca/.

is significant is not clear since
in our approach 1, is a function of u while Ander-
sson etna. assume that both u and 7.', are free pa-
rameters.

In order to compare the predictions of other
theoretical models with the data, we first sum-
marize general properties which can be derived
from various theoretical rapidity distributions of
secondary par tie les. The energy- flux- case ad e
model" (EFCM) predicts that the excess number
of secondary particles in proton-nucl. eus collisions
over proton-proton collision should be concen-
trated in the backward third of the rapidity region.
In the remaining (middle and forward) two rapidity
regions there are no changes of the numbers of
secondary particles over proton-proton collisions.
The coherent-production model (CPM) of Fishbane
and Trefil" predicts that the excess number of
secondary particles of proton-nucleus collision
over proton-proton collision should be concentra-
ted in the backward half of the rapidity region. The
two-phase model (TPM)" and the multiperipheral
model (MPM)" predict an increase of the number
of secondary particles in proton-nucleus collision
as compared with proton-proton collision in the
whole rapidity region, but the increase at the min-
imum rapidity is largest and it becomes gradually
smaller as one approaches the maximum rapidity.
Qn the other hand, the hydrodynamical model
(HDM) predicts that in the very forward rapidity
region (Yi b~ 5.5) the excess number of secondary
particles is negative, " and for the remaining re-
gion V~,~ & 5.5 the excess number gradually in-
creases as one approaches the backward rapidity
region. From Fig. 4 we conclude that if we aver-
age the excess numbers over the rapidity region
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Variat ion of Rapidity Distribution with &
(Hydrogen subtracted)

200 GeV p

& =2(=At)- H,--- & =3(=Ag)-H,
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ia
'T1ps =-ln(tanBLl2)

(q~) and (qf) in TPM, MPM and HDM should de-
crease as the target size increases but the rate of
decrease of (qf), for example, should be different
in TPM, MPM, and HDM. (qf) in HDM should
show a faster decrease than in TPM and MPM
since the rapidity distribution in the very forward
region in HDM actually decreases with increasing
target size. In II many other interesting effects
in proton-nucleus collision were predicted, which
need new experimental data for comparison. The
analysis of the pion-nucleus data' makes necessary
a modification of the calcul. ations performed in II.
This will be the subject of a future publication.

We conclude that the HDM can explain in a sat-
isfactory way the experimental rapidity distribution
in proton-nuclues collisions.

Note added. The data on P-Cr and P-W collisions
at 300 GeV given in Ref. 6 are fitted in Figs. 5(a)
and 5(b) with our model using the same parameters
as in the case of 200 GeV except the incident en-
ergies and target sizes. In each case we fitted the

FIG. 4. Hydrodynamical prediction of rapidity distri-
butions of p-Al and p-Ag collisions at 200 GeV after
subtracting the p-H2 distribution.

(a)
300GeV p.

from Y~,b =4.75 to Y„b=7, we get practically zero.
The comparison of the above predictions of var-

ious theoretical models with the data does not
favor EFCM and CPM since these two models
predict a zero excess number in the forward region
(Yhb ~ 3.03) while the data in Fig. 4 show a positive
excess number in the same region. The same is
true for TPM and MPM since these models pre-
dict the positive excess number in the entire rapi-
dity region while the data show an almost zero ex-
cess number for Yt,b ~5.3. On the other hand, the
HDM seems to agree with the data in this last re-
spect since it predicts the zero excess number on
the average in the region Y~,b ~ 5.0, although more
detailed experimental data in the very forward
region are needed to draw a definite conclusion.
We have al. ready pointed out that the shift of peak
positions of the rapidity distribution with increas-
ing target size as predicted by HDM is consistent
with the data as is shown in Fig. 2. But this shift
is not accounted for by the EFCM and TPM.

Finally we should point out that another possible
criterion for the test of various models is to mea-
sure the average rapidity (q), the average rapidity
in the backward region (q, ), and the average rapi-
dity in the forward region (qf ) of secondary par-
ticles in the evf. For example, in EFCM and CPM
(qz) remains constant as the target size increases.

0

4 6

~iab

g~=-ln( tan DL/2)

8

»0- (b)

300GeV p+

80-

0

I I

0 4
~iab

6 8

FIG. 5. Data on p-Cr and p-W collisions at 300 GeV'

(Ref. 6) fitted with our model. The unit of the data is
the number of counts of tracks. The dashed line rep-
resents our theoretical fit and the solid line is our fit
shifted (see note added). The symmetrical line repre-
sents the 205-GeV hydrogen data scaled to 300 GeV.
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data by normal. izing the total number of secondar-
ies in our model to the total area of the histogram.
The dashed 1.ine represents our theoretical fit and
the continuous one is the result of uniform shift of
our result by hF~, ~ = 0.23 to the positive direction.
This shift seems necessary since the centroid (the
arrow in the far right among three arrows) of P-P
determined in Ref. 6 does not coincide with the
true centroid determined from an exact kinemati-
cai calculation (the arrow in the bottom). Thus,
instead of shifting the data to the negative direc-
tion we shifted our theoretical resu1t to the posi-

tive direction by the same amount. See the text
for more detail of the method of our fit.
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