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The partial-wave Bethe-Salpeter equation in the ladder approximation is converted into a set of two one-
dimensional equations. The resulting reduced equations determine two off-energy-shell, on-mass-shell

amplitudes, one for the scattering of two positive-energy and the other for two negative-energy particles. The
connection between the potentials of the reduced equations and the many-particle. intermediate states is

displayed by their series expansion. Two versions of the equations which are convenient for numerical

computations are also obtained, and one of them is a one-channel equation which involves only the physical
amplitude for the scattering of two positive-energy particles. The potentials are determined by auxiliary

equations which are two dimensional but nonsingular and exactly solvable by standard numerical methods.
One of the results of the derivation of the reduced equations is a set of reduction relations which express the
off-mass-shell amplitude as a functional of a restricted shell amplitude.

l

I. INTRODUCTION

The Bethe-Salpeter (BS) equation' ' in momen-
tum space' possesses two main advantages over
dispersion-theoretic methods, in quantitative ca&-
culations with field-theory models for strongly
interacting particles. These are its off-shell na-
ture and the inelastic effects which are built info
it. ' Unfortunately these two properties also con-
stitute the main difficulties of the equation. Since
it is an off-shell equation it depends explicitly on
four variables (or, when partial-wave equations
are used, on two variables) and, to incorporate
the effect of many-particle states on the scatter-
ing amplitude, the off-shell quantities i.nvolved in
the solution of the equation have complicated sin-
gular dependence on the relative energy variables.

The complication of the equation initiated many
works on approximate solutions, the main line of
at;tack being the use of three-dimensional approxi-
mations' " (for other approaches see Refs. 17—21).
In these approximations the dependence on the
fourth variable is approximated in some way so
that the BS equation can be replaced by a rela-
tivistic ana. log of the Lippmann-Schwinger (LS)
equation. Most of these reduction schemes are
complemented by an auxiliary equation for the po-
tential to be inserted in the three-dimensional
equation. "'"'"'" Solution of the two simultan-
eous equations would render the reduction proce-
dure exact, however, owing to the fact that the
kernel of the auxiliary equation is still singular
and four dimensional, it presents the same order
of complexity as the original BS equation. "

Judging by published works, it seems that, al-
though some progress towards exact numerical

solutions in realistic models has recently been
3chieved, " ' one of the main trends in strong-
interaction dynamical models is to use some ver-
sion of the three-dimensional approximations. ""

Some checks. on the reliability of these approxi-
mations have been carried out, "'"'"but, because
of the complexity of the neglected terms in the po-
tential, the study is limited to numerical checks
so that any conclusion is dependent on the model
used and the speciQc parameters of that model.

In this paper we describe an exact reduction pro-
cedure leading to equations which share most of
the advantages in common with the approximation
schemes described. above and yet can be consi-
dered to be exactly equivalent to the BS equation.
As in every three-dimensional reduction, this re-
duction procedure replaces the BS equation by a
three-dimensional nonsingular equation with a
"quasipotential" which can be derived from an
auxiliary integral equation. But, in contrast with
these schemes, the last equation is also nonsingu-
lar and exactly solvable. The exact potential in
the ladder approximation is presented as a series
whose terms represent the contributions of the
many-particle singularities, in the relative energy
variable, of the scattering matrix. The equations
obtained are very convenient for numerical com-
putation, and the ability to obtain exact numerical
solutions is briefly demonstrated.

Our reduction procedure utilizes the energy ana-
lytic representation"'" (EAR) of the scattering
matrix and the generalized Wick rotation, and thus
complem&ents some works on this subject which has
presented so many difficulties from the numerical
point of view. "' ' ' A detailed discussion on these
methods was given by Broido and Taylor. "
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In its present form, this work is restricted to
the (t)' model in the ladder approximation, but we
think that it contributes on the one hand to a better
understanding of the three-dimensional approxima-
tions and on the other hand to the efforts of finding
new ways for computational applications of the
Broido-Taylor approach. %e chose this simplified
model for the sake of clear representation of the
results, but we intend to generalize the results to
more realistic models of nucleon-nucleon and
pion-nucleon interactions. Indeed, the (t)' model
has often been used as a testing model for more
complicated interactions because the analytic
properties in the relative energy variable are sim-
ilar.

Sections II and III introduce the BS equation and
the analytic properties of the kernel in the ladder
approximation. Section IV serves as a review and
iritroduction to the three-dimensional approach,
and the main results of this paper are derived in
Secs. V and VI. Section V introduces the basic
procedure for deriving reduction relations which
are based on a new form of the BS equation, and
the three-dimensional equations are derived in
Sec. VI.

II. ,THE BETHE-SALPETER EQUATION
l

In this paper we shall be concerned with the
scattering amplitude for two nonidentical spinless
particles of equal mass m (which we shall call nu-
cleons) interacting via the field of another spin-
less particle ("meson") of mass p, .

In momentum space, the off-shell scattering
amplitude depends on the relative momenta of the
nucleons in the initial state q„= 2(q,„—q„), the
relative momenta of the nucleons in the final state
k, = 2'(k,„—k,„), and on the total momentum of each
of these states p„= k,„+k,„=q,„+q„. The on-shell
values of these momenta in the c.m. frame are
k„= (0, k), q„=(0,q), and p„= (2E, 0), where k

r(k, k,) = g „r,(k, k,)I,(X),
2kq

w'here

k q

kq

(here and throughout this paper the dependence of
T and T, on E is omitted for the sake of conven-
ience).

The partial-wave BS equation in the ladder ap-
proximation is

T, (k, kD) =- V, (k, kD, q, 0)

dk' dk', V, (k, k„k', k', )

where

x G(k', k,', E)T,(k', k',),
(2.1)

V, (k, k„k', k', ) =g'Q, (z),

s = [k'+ k" + p,
' —(k, —k,')']/2kk'.

The renormalized coupling constant of the inter-
acting fields is g, and Q, is the I egendre function
of the second kind of order I. G(k', k'„E) is the
two-nucleon propagator:

G(k', k~D, E)=,([k"+ m' —(E+ k',)']

x [k"+ m' (E k,)'])-'.
The on-shell scattering amplitude is t, (s)

= T, (q, 0), and in the elastic scattering energy
region t, (s) = pe"~ sin5„where 5, is real and p
= 32mB@.

= ~q~ =q, E= (q'+m')' ', and 2E= s' ' is the total
c.m. energy of the system.

To obtain the scattering amplitude by the BS
equation one needs only the "half" off-shell am-
plitude, with the "leg" representing the initial state
being on-shell, which has the following partial-
wave expansion:

III. ANALYTIC PROPERTIES OF THE KERNEL

The two-nucleon propagator can be written as a sum of pole terms:

G(k, k„E)=— g, (k) — -g,(k)—
2w D()) ' ).„+D,(ki. (., —D,(k) * (..+D,()) (,, D(kl),

+g, (k) — +g, (k)
1 1 1 1

k, + D, (k) k, +D,(k) ' k. —D,(k) k, —D,(k)

where E(k) =(k'+m')'t' —ic, D, (k) = E(k) —E, D,{k)=E(k)+E, g, {k)=K/2D, (k), g,{k)= —IV/2D, (k), g, (k)
=g, (k) = &/2E, and N = [16m'EE(k) J '.

The reason for presenting G(k, kD, E) in this form will become clear later, but. it is obvious that its terms
can be rearranged to obtain a more practical decomposition'.
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1 1 1 1
2~ ' k + k (k) k —kk (k) k' k, +l&,(k) k, —k (k,)) (3.2)

According to the i e prescription two of the four poles of G(k, k„E) are in the upper half of the complex
k, plane at k, = -E(k) aE and two are in the lower half at k, = E(k) +E. The poles at k, = +D„(k) are called
positive-energy poles and those at k, = +D,(k) are called negative-energy poles.

For further use we define here the following functions:

1 1
(k D (k) k k (k))'

1 1
(k +k (k) k —D (k)), '

I

G,(k, k„E)= G,(k, k„E)+ G,(k, k„E) .

(3.3)

where

The potential of the partial-wave BS equation in the ladder approximation is proportional to the Legendre
transform of the meson propagator. It can be decomposed according to its analyticity as follows (see Ap
pend'ix A):

I

V, (k, k„k', k', ) = V, (k, k', k', —k,) + V, (k, k', k', —k,),

2,
V, (k, k', k,) =

2
kk' dl(. P, (l(){[(d(k -k') ][ai(k - k') + k, - i& ]] ',

~(k) = (k'+ )L(,
')'~ ' and

V, (k, k', k,) = V, (k, k', -k, ) .
V', (k, k', k', —k,) is analytic in the lower half of the complex k', plane (with real k, ) and contains the left-
hand singularities of U, at k', = -(d (k, kk') + ko and V, is analytic in the upper half of the k', plane and con-
tains the singularities at k', = w, (k, k') —k„where u&, (k, k') = [(k+ k')'+ p, ']') ' -i e.

IV, TH REE-DMENSIONAL REDUCTION S

It has been shown by Woloshyn and Jackson"
that a wide class of three-dimensional approxima-
tions to the BS equation can be formally obtained
by the following common procedure: The k~ de-
pendence of T,(k', k', ) and of V, (k, k„k', k', ) in the

' homogeneous term of E(I. (2.1) is approximated by
assigning a fixed value to k', as argument of V, and
T,. The k', integral, with the remaining part of
the kernel, is then evaluated by contour integra-
tion closing the contour in the upper balf of the
complex k', plane. In this way the only singulari-
ties which contribute to the reduced kernel are
the poles of G(k', k'„E), and the equation obtained
is a relativistic analog of the LS equation:

ing the negative-energy poles; thus in these ap-
proximations

1
g~(k') =

2E E(k )
(4.2)

The Blankenbecler, -Sugar" (BBS) and Erkelenz-
Holinde' apprpximatipns take. into accpunt bpth
positive- and negative-energy poles and use the
propagator

1
g))(k') =

E(k,), (4.3)

The propagator in the Kadyshevsky" equation
can be obtained by considering decomposition
(3.1), neglecting there all but the first term which
contains two positive-energy poles:

1 " dk'
T,(k) = V,(k, q)+, , V, (k, k')

p

1 1
gc( ') =2E(k, ) E(k,)

(4 4)

x g(k') T, (k') . (4.1)

The form of the reduced propagator g(k') de-
pends on the way in which each approximation
treats the nucleon poles. Gross's" and Thomp-
son' s-" approximations can be obta, ined by neglect-

The imaginary part of all these approximations
is (m/2q) 5(k' —q) so that they produce the correct
relativistic unitarity cut in the- scattering ampli-
tude.

The potential in Eq. (4.1) is determined by the
meson propagator and its general form is
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(4 6)

The precise form depends on the choice for kp

in the reduction procedure. In the Thompson,
Kadyshevsky, and the BBS equations t = 0, while
in the Gross and Erkelenz-Holinde equations t
= E(k') —E(k).

Our treatment of the BS equation may be con-
sidered as an extension of these reduction pro-
cedures. We shall perform the k'0 contour inte-
gration without approximations, taking into ac-
count the full dependence of the kernel and of T,
on the relative energy variable. This will be done
in the following two sections where we present an
exact derivation of the reduced equations and of
the potentials. At this stage, however, we hope
to obtain more insight by commenting on some
aspects of relativistic scattering 'which are pres-
ent in the BS equation and the form in which they
appear in the exact three-dimensional reduction.

The form (4.4) for the propagator is obtained

from the residues of the positive-energy poles.
Since it is inversely proportional to the difference
between the relativistic energy of two free nu-
cleons with linear momentum k and -k and the
energy of the initial state in the c.m. frame, it
seems to be the correct analog of the propagator
in the LS equation as long as we are considering
only positive-energy nucleons. The first step in
including all- relativistic effects in the propaga-
tion of the two nucleons in momentum space is to
consider also intermediate states with one or two
nucleons in negative-energy states. In principle,
this could have been accomplished by adding three
more amplitudes" and the corresponding propaga-
tors which should hive been inversely proportion-
al to 2E and —2[E(k ) + E]. This possibility is in-
deed implied by the decomposition (3.1) of the two-
nucleon Green's function, but as a result of de-
composition (3.2) of the same function, the final
equations contain only two amplitudes (the situa-
tion is different in the case of nucleons with spin).
Later on, in Sec. VI, we shall show how to obtain
the following equations:

I

&,(k) = V„(k,q) + dk'(V„(k, k')g, (k')T, (k') ~ V„(k,k')g, (k') T,(k') ]
P r

r, (k) = V„(k, &) + dk'[V„(k, k')g, (k) T, (k') + V„(k,k')g, (k') 7,(k')],
0

(4.6)

where the subscript of the partial wave has been
omitted.

This set of coupled two-channel equations does
not present any new difficulties from either a theo-
retical or numerical point of view, as all the re-
sults of the one-channel equation can be general-
ized in a straightforward manner.

The positive-energy reduced propagator g, (k') has
the correct imaginary part to produce the unitary
cut of T„(k). As a result, the usual unitarity rela, —

tion T,(q) = t, (s) = pe"& sin5, holds true, in the elas-
tic energy region, with p= 32mB'. For the numeri-
cal evaluation of the phase shifts, the set of equa-
tions (4.6) can be replaced by a similar set of
equations where g, (k ) is replaced by its principal
value. The quantities obeying these equations are
the off-shell continuations of the physical K matrix
and K,(q) = ptan5, . An alternative for avoiding the
singularity of g, (k ) is offered by a generalization
of the kernel subtraction method of Levine et al. ,

'
designed for many-channel equations by Gammel
et al. 28

So far nothing has been said about the effect of
the mesons in the intermediate states. As the
equations are essentially two-particle equations,
it would be a convenient feature of the equations if
this effect would appear only through the potentials.

This indeed must be the case if Eqs; (4.6) are to
be equivalent to the BS equation. We have been
able to obtain explicit expressions for the poten-
tials, and one of the results of using the two-chan-
nel equations is to effect a clear separation be-
tween the contribution of the many-meson states

- and the contribution of the negative-energy states.
Because of some complications which arise in the

general case (see Sec. VI), the best way to demon-
strate the. many-meson content of the potential is
to consider a one-channel approximation to Eqs.
(4.6). This approximation can be obtained by ob-
tained by neglecting the negative-energy poles in
decomposition (3.2) of G(k', O'„E), and the result-
ing equation is

T, (k) = V, (k, q)+ dk' V, (k, k')g, (k') T,(k'). (4.7)
0

The potential is given by a series, the nth term of
which is the n-meson contribution:

V, (k, k') = g V,'"'(k, k').
n=l

As we shall see in Secs. V and VI the contribution
of the first term is .
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V,"'(k, k') = V;(k, k', Z(k') Z(k))

+ V;(k, k', E(k') + E(k) —2E).

Qn the energy shell this potential coincides with
the potential (4.5). The difference in the off-shell

continuation of this potential is due to the distinc-
tion between the rofes of the positive-energy and
the negative-energy mesons in the intermediate
states (exchange mesons).

The general n-meson contribution to the potential
is

OO 1
v,'"'(k, V) = (g')"

t
0 p

OQ

, x„,

where

k) ~ 'II;,.

G(m&(P
1 y j.

and

p, (».}x k„,k ~
&

)
([W(k', k, k„„k,»., X„,) + E(k') + E(k) —2E]'

2gkk~ g
—k

+ [W(k', k, " k„„k,&, "-& „,)+E(k') -E(k)]-'],

for 1&g -n —1, A.,=
k' 'k~ k 'k„~
k'k, ' kk„

I.

~ k„, , ~ "&„)=g,(k„)([W(k,k, " k„,&, ~ "».„) Z(k) Z(k ) 2E]-

[W(k', k, "k„,&, "&„)+E(k')-Z(k )]-'],

W{k', k, k, X, ~ ~ '
&&.„.) = &g(k —k, ) + u&(k, —k,) + ~ + u&(k„, —k ).

V. ANALYTIC PROPERTIES OF THE SCATTERING

AMPLITUDE AND THE REDUCTI()N RELATIONS

The analytic dependence of the scattering ampli-.
tude on the relptive energy variable wap first in-
vestigated by %'ick ' in the bound-state energy re-
gion and by Kemmer and Salam~' in the scattering
region. These authors derived tQe analytic struc-
ture from principles of field theory. Allcock and
Leigh ' discussed the assumption that the analyticity
structure implied by fie$d theory is valid also in
truncated theories. Saenger" prov. ed this assump-
tion for the ladder-approximated partial-wave scat-
tering matrix in his discussiop of the %ick rotation
in the scattering energy region, and Pa'gnamenta
and Taylor" gave in detail the singularities of this
am@i j.tude.

The energy analytic representation ~ ' of the par-
tial-wave scattering amplitude T, (k, k,) exhibits its
analytic properties in the k, complex plane:

(5.1)

The lowest branch point on the right hand-side
cut is at ko= o'(k) i& = -E+ [k'+-(&»+ p)']'~' -R and

I

the highest one on the left-hand-Aide cut is at k,
= -o(k)+i&. This representation also allows the
separation of T& into two parts:

T, (k, k,) = T;{k,k,) + T,(k, k,),

where

T;(k, k,) =
."

„, p', (k, t)

+(y) t+ kp z~

p, (k, t)
" ~(y) t ko

(5.2)

So that T, is analytic in the lower han of the k,
plane and T", is analytic in the upper half-of the k,
plane.

We return now to Eq. (2.1). By decomposing the
potential of this equation into V; and V, as in {3.3),
the kegnel is split into two p@rts. The k', integra-
tion is performed by contour integpation, continuing
the contour at.ong the real k', line into the upper half
plane with the part containing V, and into the lower
balf plane with the part containing V;.

The contours ip the respective half planes are
completed by describing a semicircle with center
at the origin and returning to the real k, line avoid-
ing the respective cuts of T, (generalized Wick ro-
tation). By taking the limit of infinitely large radius
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(no contribution, in this limit, of the integral along
the arcs of the semicircles), the k', integral along
the real line can be evaluated as a sum of two con-
tributions:

A. the contribution of the residues of the nucleon

poles,
B. the contribution of the discontinuity along the

cuts of T&.

The resulting equation is

T, (k, k,) = Vf(k, q, k,)+ V;(k, q, -k,)

dk'{g, (k') [V;(k, k', D, (k') —k,)T,(k', D, (k')) + V;(k, k', D,(k') + k,)T,(k', -D, (k')) ]

+g2(k') [V;(k, V, D2(k') —ko) T,(k', D2(k')) + V;(k, O', D2(k') + ko) T,(k', -D,(k')) ]}

+ dk' ( dk,'G, (k', k,', E)[V;(k,k', k', —k, )p, (k, k', ) + VJ(k, k', k', + k, )p', (k, k',)].
0 n(A')

(5.3)

By some rearrangement of its terms the last equation can be cast into a more convenient form. It is a
known fact that Eq. (2.1) admits only symmetric solutions in k, in the scattering region, i.e. , T, (k, k,)
= T,(k, -k,), which in. turn implies

p, (k, f) = p,'(k, f) and T, (k, k,) = T;(k, -k,).
A second point worth mentioning is that in the scattering region T, (k, D,(k)) and T (k —D (k)) which appear

in the equation have nonzero imaginary parts as D,(k) and -D, (k) lie along the right-hand cut and the left
hand cut, respectively, for any k, but this imaginary part is exactly canceled by a similar contribution. in
the second part of the equation. To see this explicitly note that on the one hand

T,(k, D,(k)) = Re T,(k, D,(k)) +in p, (k, D,(k)),

T, (k, D, (k)) = ReT, (k, -D,(k))+imp', (k, D,(k)),

whereas on the other hand

1 1
k D (k)

'
k D (k)

where P denotes the principal-value part.
Taking into account the above considerations, the equation for T, (k, k, ) can now be rewritten as follows:

T, (k, ko) = V (k, q, ko) + V;(k, q, -ko) + ~ dk'fg~(k') [V;(k, O', D~(k') + ko}+ V&(k, O', D~(k') —ko)] M~(k')
p

+g,(k') [V;(k, O', D2(k') + ko) + V;(k, O', D2(k') —ko}]M,(k')}

where

+ ' dk' t dk', G, (k', k,', E)[V;(k,k', k,'+k, )+ V', (k, k', k,'-k, )]p,(V, k', ),4 p n(A' )
(5.4)

and

M~(k) = Tq(k, D~(k)) = Tg(k, -D~(k)),

M, (k) = ReT, (k, D,(k)) = ReT, (k, -D,(k)),

1 1
G4(k, k&»E) =Gi(k~k ~ o)+Eg (k)2[k D (k)

P
k

Inspection of the singularities of the last equation (see Appendix B) (see Ref. 51) confirms the singularity
structure on which the EAR [Eq. (5.1)] is based and also admits the following equation for the spectral func-
tion:

2

p, (k, k,) = o, (k, q, k,)R(k, q, k„0)+ dk'Q g,.(k')a)(k, k', ko —D, (k'))R(k, k', ko, D;(k')) M;(k')

+ dk' dk', G,(k', kt, E)o, (k, k', k, —k,')R(k, k', k„k',)p, (k', k',),
p 0, (0')

(5.5)
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where

k +k' +p, ' —k'
o', (k, k', ko) = 2g'P,

and

R(k„k„k„a)= 8(k, —(o (k„k,) -a)8((u, (k„k,) + a —k,),
where 8(x) is the usual step function

jl ifx&0
8(x) =

)0 if x&0.

Equations for the spectral function p, were obtained by Ito et al."and for p'; and p, by Pagnamenta and
Taylor. " These authors used relations (5.1) and (5.2) for M, (k') in Eq. (5.5) to obtain closed equations for
the spectral functions. However, Ito et a/. found difficulties in obtaining numerical iterative solutions for
p, owing to the appearance of the step functions (but see Ref. 45). Mugibayashi, in a, work on a very simpli-
fied model, ' used mixed equations of the type of our Eqs. (5.4) and (5.5) but he failed to obtain numerical
solutions for the spectral function.

Our program will utilize both Eqs. (5.4) and (5.5) to obtain closed equations for M, and M, . This aim will
be accomplished by obtaining reduction relations which will express T, (k, ko) for any k, in terms of M, and
M2.

To proceed, Eq. (5.5) can be used to define a series expansion for p, (k, k,):

p, (k, k,) =Q p', "'(k, k,), (5.6)
n=1

where
2

00

p,"'(k, k,) = o, (k, q, k,)R(k, q, k„0)+,dk' g;(k')a(k, k', ko-D, (k'))R(k, .k', k„D,.(k')) M;(k'),
0

and for n~ 2

(5 't)

00

p,'"'(k, k,) = dk', dk', G4(k', k'„E)a,(k, k', ko —k', )R(k, k', ka, k'0) p,
'" "(k', kt).

0 ~ not')
/

The convergence of this series is obvious since (see Appendix C)
n

p, (k, k,) —Q p,"'(k, k,)

5.8)

dk, dk„
-o - 0 e(n~)

dt„dt, ' ' ' dt„G~(k„ t, , E)o,(k„k„t, —t,) ' ' 'G,(k„„t„„E)
"S ~S

1 n "l

x o, (k„,k„„„t„—t„,)G,(k„, t„,E)o,(k, k„,k, —t„)R(k, k„, k„ t„)p, (k„t,), (5.9)
I

where the limits of the integrals over t, were determined by the 8 functions: s';=or, (k, „,k,)+t,.
Expression (5.9) is zero for k, & -E+(k'+ [en+(n+1) p, ]'}'t' so that, for a, particular k„only a finite num-

ber of terms in the series (5.6) contribute to p, (k, k,).
The reason for using ex'pansion (5.6) is that each term of the series is determined by M, and M, . This is

clear for p,"', while for the other terms it can be seen by successive use of (5.8) followed by an appropriate
change in the order of integration: .

p,
'" (k, k,) = K,'"'(k, k„q) + dk' Q g;(k')K " (k, k„k')M,.(k'),

p

where

(5.10)

00 OO

K,.'"'(i, k„k') =
J dk„" dk,

0 0 "Sn n-1

x a,(k„,k', t„D,(k'))G~(k„„t„„E)o', (k„„k„,t„,—t„) ' ' G4(k„ t„E)
x o,(k„k„t, —t,) o', (k, k„ko —t,)R(k, k„ko, t,); (5.11)
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here s~= v, (k„,k')+D,.(k') and s',.= e,(k,. „k,)+ t... for j&n.
Inserting (5.11) into the last part of Eq. (5.4) we obtain

dp

where

dt, G~(k„ t„E)[V;(k, k„ t, + k,) + V,'(k, k„t, —k, ) ]p,'"~(k„ t, )
"e(k1)

2

= A,'"'(k, k„q) + dk' Qg,.(k')AI"'(k, ko, k')M)(k'), (5.12)
1

A!"'(k,k„k') =
"0.(k-)1

J p

"dk, l dt, G,(k„t„E[Vg(k, k„t, +k,)+ Vg(k, k„t,—k,)]K'",'(k„t„k')

~ ~ ~ ~ ~

OO S S1dk„dk, "dt„' dt, G,(k„, t„,E)o,(k„,k', t„-D;(k'))G,(k„„t„„E)
0 0 S~ S

xo, (k„„k„,t, - t„) G,(k„t„E)o,(k„k»t, —t,)[V',(k, k„t,+k,)+ V', (k, k»t, —k,)]. {5.13)

With the aid of (5.13), (5.6) and Eq. (5.4) we finally obtain the reduction relation

T, (k, k,) =A, (k, kod q) +
Jp

where

2

dk' g g;(k')A, (k,.k„k')M;(k'), (5.14)

(5.15)

X(k, k„k', k', ) = V, (k, k', k', + k,) + V', (k, k', k', —ko)

A;(k, k„k') = V, (k, O', D; (k') + k~) + V, (k; O', D;(k') —k,) + Q AI" "(k,k„k') .
71-2

By considering expressions (5.13) and (5.15) it can be seen that A, and A, can both be obtained from a
single function X(k, k„k', k', ) as follows: A,.(k, k„k') = X(k, k„k', D,.(k')), where X is determined by the in-
tegral equation

r oo co+ (k', k1)+kp
+ dk, . dt, o, (k', k„ t, —k', )G~(k„ t„E)X(k,k, , k„ t, ) .

~0 + (k', k1)+kp
(5.16)

This equation may be written in Another form by a change of the variable of integration in the homogen-
eous term:

X(k, k„k', ko) = V', (k, k', k', +k,)+ V, (k, k', ko —k, )

OO r1 k'k
+— dk, dXP)(X) - '- G,(k„k', +u)(k' —k, ), E)X(k, ko, k„kd, +(o(kd —k,)).2 o

~ -i ~
(u ki-ki (5.17)

For the construction of the three-dimensional equations we shall need also a reduction relation for
ReT, (k, k,). Examination of (5.14) and the equations leading to (5.14) shows that this relation is of the
form

00 ' 2-
ReT, (k, k,) = B,(k, k„q) + dk' g g, (k')B,(k, k„k')M,.(k'),

0 )=1
(5.18)

where B,.(k, ko, k') = Y(k, ko, k', D&(k')) and Y(k, k„k', k', ) is determined by

Y(k, k„k', k',)=U, (k, k', k', +k,)+U;(k, k, k; k, )

+f dd,
"u+(k', k1)+k&

dt, o, (k', k„ t, —k,') G,(k„ t„E)Y'(k, k„k„t,) .
(k'g k1 )+kp

(5.19)

The general form of the functions U, = BeV, is derived in Appendix A.
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VI. THREE-DIMENSIONAL EQUATIONS

In this section we shall derive the equations for
the determination of M, (k), defined in Sec. V. This
function was ideritified in Sec. IV as the three-di-
mensional off-shell continuation of the partial-
wave physical amplitude, and it corresponds to
the scattering of two positive-energy nucleons
from the initial state to the intermediate state of
two positive-energy nucleons with momenta k and
-k in the c.m. system. On the same lines we iden-
tify M,(k) as the partial-wave amplitude corre-
sponding to the scattering from the initial state to
an intermediate state of two negative-energy nu-
cleons with momenta k and -k. As already men-
tioned the advantage of the two-channel equations
for I, and M, is the neat separation of the effect
of many-meson intermediate states on the poten-
tials. But on the other hand, these equations will
suffer a serious disadvantage from the numerical
point of view: The potentials will be singular, and
although the singularities are only logarithmic and
thus integrable, this fact will cause numerical
complications. To avoid the numerical problems
we shall present in this section another version of
two-channel partial-wave three-dimensional equa-
tions involving only regular potentials (in the elas-
tic scattering region) which are very convenient
for numerical computation. Finally, as a demon-
stration of the flexibility of the reduction proce-
dure (a common feature of all reduction proce-
dures) we shall present also a one-channel equa-
tion for M, (k).

The equations in this section will be limited to
the elastic scattering energy region. By slight
generalizations, all the equations can be adapted
for use in higher-energy regions but this will not
be done here.

The first form of the three-dimensional equa-
tions is a straightforward result of the reduction
.relations (5.14) and (5.18). By substituting the
definitions of M, (k) and M, (k) in (5.14) and (5.18),
respectively, we obtain closed three-dimensional
equations for 'these functions:

M,.(k) = V, ,(k, q)

~ oo 2

+, dk' g g, (k') V,~(k, k')M~(k'}, (6.1)
a0

where

V,~(k, k') =A~(k, D,(k), k')

and

V,~(k, k') = 8;(k, D,(k), kk),

and M,.(k) follow Eq. (5.4).
The first term in the series for the V»(k, k')

element of the potential assumes infinite values
in some parts of the domain of the physical mo-
menta. For example, iri the 8-wave equation this
term is

V',(k, O', D) (k') +D,(k))+ U,(k, O', D,(k') —D,(k))

((),(k, k') + E(k') + E(k)
(d (k, k')+E(k')+E(k)—

(d„(k, k') + E(k') —E(k) —2E
(u (k, O') + E(k'. ) —E(k) —2E

By deriving equation (6.1) we actually demon-
strated only one way of obtaining three-dimen-
sional equations. The procedure begins with Eq.
(5.4) and depends on the separation of this equa, -
tion into two parts, one part containing M, (k') and
M, (k') and the other part containing p, (k', k',). This
separation is, to some extent, arbitrary because
by using relations (5.2) the terms of this equation
can be rearranged. As a result, a reduction pro-
cedure which %ill begin with the modified equa-
tion will iead to different three-dimensional equa-
tions. We shall now present a new set of equations
which are obtained by using the relations

T,(k', D,(k')) = T', (O', -D,(k'))

p, (k', t)

in Eq. (5.4). The modified form of the equation is
then

(k)) k) [(k 1) k )+ (k 'tl )k )+'J (k [g (k )[ ' ( )k[k)) (k )+k )+) (k k P~l )kk)pf (k )
0

+g, (k') [V', (k, O', D,(k') + k,) + V', (k, O', D,(k') —k,)]M',(k')].
(

dk', (G,(k', O'„E)[V,(k, k', k()+ ko) + V', (k, k', k() —k())]
~J 0

+ G,(kk, kk, E)[V', (k, O', D,(k') + k,) + V', (k, O', D,(k') —k,)]]p,(k', k',),
wher, e

(6.2)
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G,(k', O'„E) =g,(k'), (,)
.1

kp —D2 k

The modified equation for the spectral function can be obtained by an analysis of the singularities of Eq.
(6.2):

p, (k, k, ) = o, (k, q, k,)R(k, q, k„0)+ dk'[g, (k')o, (k, k', k, —D, (k'))R(k, k', k„D,(k'))M, (k')

+g, (k')o, (k, k', ko —D,(k'))R(k, k', ko, D,(k'))M', (k') ]

+ dk dkQ G3 k kpp Ld 0$ ky k kp kQ + kp k
p kpp kpJ p n (k')

+ G,(k', k,', E)o,(k, k', k, D, (kg))R(k) k', k„D,(k'))]p, (k', ko) .
New reduction relations' can now be obtained on the basis of Eqs. (6.2) and (6.3). These will relate

T, (k, k,) to M, and M', and will be of the form

V, (k, k, )=A', (k, k„,g)+ J dk'[g(k')A ,(kk„k')M', i,k') g, (k')A', (k, k„k')M', (k')],
0

where now

A,.(k, k„k') =X'(k, k„k', D, (k'))

aIld

X'(k, k„k', k', ) = V', (k, k', k', +k,)+ V', (k, k', k', —k,)

co+ (k', k& )+kp

+ dk' dt, o, (kg, k„ t, —ko) [G,(k„ t„E)X'(k,k„k„t, )
0 M (k', kg )+k()

'

+ G,(k„t„)EX( kk„k„D,(k,))].

(6.3)

(6.4)

(6.5)

Because of the inclusion of M, (k) in the equations, a similar expression relating T,(k, k, ) to M, and M,
is required. This can be obtained by considering Eq. (6.3) and the following equation for T', (k, k,):

T', (k, k,)= V, (k, q, k,)+ dk' [g,(k') V ( (k, O', D, (k') + ko)Mk(k') +g, (k') V', (k, O', D,(k') + ko)M2(k') ]

dk dkQ G4 k pk()pE V)

krak

yk()+kp + G2 k
y k()y& V)

krak

/DE k +kp pg k ykQ, 6 6
0 n (k')

Thus the relatiori will be of the form

where

B!(k, k„k') = Y'(k, k„k', D;(k'))

and

" u)+ (k'~ ky )+kp

dt, o, (k', k„ t, —k', ) [G,(k„t„E)Y'(k, k„k„t, )l (k, k„k, k', )=V'(k, k', k, , k„)+ f dk,
0 "~„(k',k~)+kp

T', (k, k, ) = B',(k, k» q) + dk'[g, (k')B', (k, k„k')M, (k') +g,(k')B', (k, k„k')M', (k') ],
0

(6 7)

+ G-,(k„ t„E)Y'(k, k„k„D,(k,))].
(6.8)

Equations (6.4) and (6.7) lead finally to the new three-dimensional equations

M, (k) = V„(k, q) + dk'[g, (k') V„(k, k')M, (k') +g, (k') Vk2(k, k')M', (k) ],
kp

M', (k) = V„(k,g) + J dk [g(k') V„(k, k')M, (k') g', (k')'V„(k, k')M', (k') j,
0

where

(6.9)
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and

V„(k,k') =Aq(k, D,(k), k')

V„.(k, k') = B',(k, D,(k), k') .
The last version of the reduction relations is simply

T, (k, ko) = C(k, ko, q) + dk'g, (k') C(k, k„k')M, (k'),
0

where

C(k, ko, k') = W(k, k„k', D,(k' )),

(6.10)

W(k, ko, k ', ko) = V;(k, k', k', + ko) + V;(k, k', k', —ko)

OO u+(0', k )+ kp
+ dk, dt, g, (k', k„ t, —k', )[G,(k„t„&)W(k, ko, kg, tg)

ao„(k', k~) + 0p

+ G,(k„t„Z)W(k, k„k„D,(k,))]. (6.11)

This relation can be obtained by using (5.2) to
eliminate M'(k') in Eq. (6.2) and then carrying out
the same procedure as that demonstrated in the
former cases.

A relation quite similar to the reduction relation
(6.10) was assumed by early workers (see Ref. 52
and references quoted therein) in the field of three-
dimensional equations, to hold for the BS wave
function in coordinate space. It does indeed lead
to the most accepted form of three-dimensional
equation (one-channel equation) which is a relativ-
istic analog of the LS equation. In the present
treatment the one-channel equation has the form of
Eq. (4.7). The potential here is determined by
taking k, = D, (k) in Eq. (6.10) and Eq. (6.11), and is
given by

V, (k, k') = C(k, D, (k), k').

In practice, to calculate the potential V, (k, k') of
the one-channel equation, one has to solve Eq.
(6.11) for each k with the appropriate value gf k,
[i.e. , k, =D,(k)]. The solution should be obtained
over the whole domain of the momentum k' and
over an interval of kp' which includes the point kp
= D, (k'). A convenient choice for the k', interval is
[D,(k'), ~), because by this choice the equation is
kept nonsingular.

Equation (6.11) poses a special numerical prob-
lem, because the limits of integration in the
right-hand side of the equation depend on the point
in which the function W, in the left-hand side is
calculated. This difficulty can be overcome by em-
ploying an interpolation scheme for the calculation
of the unknown function in the region of integration.
A detailed description of this method for the treat-
ment of similar equations is given in Ref. 45.

The 8-wave phase shifts for m = p, = 1 have been

I

calculated by the one-channel equation in the elas-
tic energy region for several values of the coupling
constant and the results agree quite accurately with
those of Schwartz and Zemach and of others. "'"

Equivalent results were obtained by the use of the
two-channel equation and Eqs. (6.5) and (6.8) which'

can be treated in the same way as Eq. (6.11).
The results are summarized in Table I (see Refs.

27, 45, 54), to which we have added the results of
two approximate calculations which were carried
out by using the two types of equations, Eq. (4.7)
and Eq. (6.9). The potentials inserted in these
equations are the [1/1] Pade approximants con-
structed from the leading two iterations of the cor-
responding equations for the potentials with the ap-
propriate arguments.

The numerical integrations were performed by
Gaussian integration, after transforming all inter-
vals to the interval [-1,1]. The transformation
used for the k' integral was k'= 0.5(1+ f)/(1- f),
and twelve integration points were used. The num-
ber of kp points was eight and the finite intervals
were transformed by linear transformations. The
kp integration employed polynomial interpolatio~
with eight fixed points.

VII. SUMMARY AND DISCUSSION

We have presented here a set of three-dimension-
al equations which are equivalent to the four-di-
mensional BS equation. In the derivation of the
various equations we tried to remain as general as
possible, expressing in this way our opinion that
no specific type of equation should be preferred
from a theoretical point of view as long as exact
potentials are used.
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TABLE I. Computed values of S-wave phase shifts for m = p, = 1 (the listed values are those
for 60/x). The results in the first row were obtained by use of the one-channel equation (4.7)
and those in the second row by use of the two-channel equations (6.9). In both cases the po-
tentials were approximated by [1/1) Pade approximants. The results in the last row are those
of Schwartz and Zemach. ' '5 The coupling constant g is related to X by A, =g /(4m) .

Potentials
and equations

A, = 1

k =0.1

a=i A. =3 a=i
k = 0.4 k = 0.3 k = 0.2

X=3 A, =i X=3
k' =0.2 k' =P.8 k' =0.8

[1/1] Pade approximant
one-channel equation 0 ~ 5008

[1/1] Pade approximant
two-channel equation 0.5045

Exact 0.4982
Schwartz and Zemach 0.49865

0.3473 0.7412
0.3436 0.7292
0.34354 0.72906

0.4251
0.4200
0.42004

0.7911
0.7785
0.77787

0.2732
0.2708
0.27081

0.5914
0.5853
0.58470

0.3464 ' 0.7505 0.4229 0.8015 0.2731 0.5974

The possibility of generating approximation
schemes based on the three. -dimensional reduction
procedure and the possible relationship between
the present approach and existing ones has only
been touched upon in this paper. This question be-
comes relevant when treating models which are
more spohisticated and more complicated than the
one-meson-exchange model, and will be dealt with
in future works.

The numerical results given at the end of Sec. VI
demonstrate the degree of accuracy which can be

obtained from our equations despite the lack of ri-
gorous justification for some of the steps taken at
different stages of the work. The most obvious of
these being the extensive use of change in the or-
der of integrations during the derivation of the
equations. The problem of the convergence of the
series expansions of the potentials was bypassed
by using exact numerical solutions. It should be
pointed out, however, that the existence of the so-
lutions in the general case remains an open prob-
lem.

APPENDIX A

By decomposing the potential of the BS equation in the ladder approximation

(k —k}' —(k —k')'+u. '
w(k —k') e(k —k')+k —k', (o(k —k') —k, +k', )

where v(k) = (k'+ p, ')'~', the partial-wave potential can be written

V, (k, k„k', k', ) = Vg(k, k', k, —k',)+ V', (k, k', k', —k,),
where

V', (k, k', k', —k,) = — dX P, (X)
g' ' kk' 1

v (k —k') ar(k —k') + ko —k,
and

(Al)

The integral in (A1) as a function of k', can be analytically continued to the complex k', plane, and it rep-
resents an analytic function in the cut plane, the cut extending from k, —~,(k, k') to k, —&u (k, k').

By changing the integration variable to z = ur(k —k ), we obtain

~+(n, n')
V', (k, k', k', —k,) = dz o', (k, k', z)

(a a) ~ — 0+ 0

where

(A2)

v, (k, k', z) = ~z g'P,

By (A2) the discontinuity of V', across the cut is easily seen to be 2z'io, (k, k', k, —ko).
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Expanding o, (k, k', z) around z = k, k'„(A2) can be written as

where

1 d
u, (k, k', t) = Q —, „(r,(k, k', y)n! dy"

n~l

"a) (k, 0')
dz(z t)"'.

y=g "~„(k,k' )

u, (k, k', k, —k', ) is obviously a polynomial in k', so that the real part of V', (with k, real and k', along the cut)
is simply

U(k, k', k, —k', )=ReV', (k, k', k, —k')=o, (k, k', k, —k', )ln ', ' „,' ' +u, (k, k', k, -k',).

dk'g, (k') V~(k, k', D)(k') +ko)l)(k'), (Bl)

where i = 1 or i = 2.
The singularity of g, (k') at k'= q does not depend

on k, and is treated in the usual way (see the end
of Sec. IV). The integrand is regular at k'=0 and
k' = 00 so that there are no end-point singularities. "
The pinch singularities are located by solving the
two equations

S,.(k, k', k,) = 0,

, S,(k, k', ko) = 0,
9

(B2)

APPENDIX B

Analysis of the singularities in the relative ener-
gy variable of T, (k, k,} is needed both for proving
the consistency of the EAR and for the construc-
tion of the equations for the spectral functions
[Eqs. (5.5) and (6.3)]. The analysis will be based
on the right-hand side of Eq. (5.4). The inhomo-
genous term was considered in Appendix A, and
here we first consider those parts of the homo-
genous term involving only one integration. These
consist of terms of the form

S,= (o,(k, k') + E(k') —E+ ko,

S,= v, (k, k')+E(k') —E —k, ,

S,= &u, (k, k') + E(k') + E+ k, ,

S,= e,(k, k') + E(k') + E —k, ,

S,=(u (k, k')+E(k') —E+k, ,

S,=(u (k, k')+E(k') —E —ko,

S, = ~ (k, k')+E(k')+E+k, ,

S,= (u (k, k') + E(k'} + E —k, .

The four singularities of the integrand determined
by S„S„S„and$4 do not cause singularities in
the integral as Eq. (B3) does not have solutions
when i = 1,2, 3, 4. When S - = S„S„S„orS„Eq.
(B3) implies k'= km/(m+ p, ) or &u (k, k')+E(k')
= [k'+(I+ p, )']' '. This result together with (Bl}
determines the singularities generated by each of
integrand singularities (see Table II). The parts
of the homogenous term which involve two integra-
tions can be written as

where S, = 0 are the singularities of the integrand.
The singularities in this case are determined by J

OO 2

dk' Q C;(k, k', k,),
f=l

(B4)

TABLE II. Singularities of the scattering amplitude in the complex relative energy plane.
Singularities in the lower half plane are listed in the first column and those in the upper half
plane are listed in the left column.

Singularities of
the integral

Singularities of the scattering amplitude
Lower half plane Upper half plane

Sg
S,
Sp
Ss

k =-E+[k + (m+p) ]'

k =E+ [k2+ (m + p) ]'/

k p
= —E + [k2 + (~ + 2p)2] 1/2

kp = E —' [k2 + (~ + p)2]1/2

kp = —E —[k2 + ( ~ + p)2]1/2

k =E —[k + (m+2@,) ]'
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where

C, (k, k', k, ) =
(k')

dk', G, (k', kkG, E)

x V', (k, kk, k', +k,)p, (k', k'), (B5)

C,(k, k', k)= f kk'G, (k', k, k) .

0.(k')

x«V, (k, k', k', —k,)p, (k', k', ) . (B6)

As G3 is nonsingular in the int eg ration domain,
the singularities of C, and C, are end-point singu-
larities which are generated by the four singulari-
ties of the integrand

S,= (d, (k, k') + n(k') + k, ,

S, = (o,(k, k')+ o'(k') —k, ,

S„=(d (k, k')+ &(k')+k, ,

S„=~ (k, k')+ ~(k') —k, .

Again, the singularities of C, and C2 which corre-
spond to S, and Syo do not cause singularities of
the integral, but Eq. (B3) when applied to S„and
S» determines the relation (d (k, k') + o.(k') = -E
+ tk'+(m+2&)']' ' which, in turn, determines to-
gether with (B2), the two corresponding singula-
rities in k, which are summarized in Table II.

The list of Table II confirms the consistency
achieved by taking n(k) as the lowest limit of in-

, tegration in the EAR, Eq. (5.1), but it does not ex-
haust all the singularities of T, (k, k, ) (for a, com-
plete list see Ref. 42). By considering the lowest
limit of the k', integration in (B5) arid (B6) only the
lowest (and highest) singularities in k, can be
found, as the other singularities are caused by the
discontinuity of p, (k', k', ) at points higher than
o.(k').

APPENDIX C

In this appendix we prove Eq. (5.9). To this purpose we begin by defining the functions F'"'(k, k,):

and

F'"'(k, k,) = dk, dt, o, (k, k„k, —t', )G~(k„ t„,'E)R(k, k„k„t, )F' "(k„t,)
(k, )

(Cl)

k'"'(k, k„)= f kk,
0 "0.(kg)

dt, o,(k, k„k, —t, )G4(k„ t„E)R(k,k„k„t, )p, (k„t,), (C2)

and note that the right-hand side of Eq. (5.9) is just F'"'(k, k,). This is true for n= 1 simply by the defini-
tion of F"'(k, kG). For n&1, assume that F' "(k,k, ) has the correct form, i.e. ,

OO roc OO Stl-1 S+
F' "(k,k, ) = dk„' ' ' dk, dt„dt, ' ' ' dt, G~(k„, t„,E)o,(k „k„,t, t„)—

0 0 n(k„) s„y "s."

x ~ ~ G~(k„ t„E)o, (k, k„k, —t,)R(k, k» k, , t,)p, (k„, t„),

then by using (C1), changing the order of integration, and relabeling the variables of integration we see
that F'"'(k, kG) has also the right form.

It remains to show that F'"'(k, k, ) is indeed equal to the left-hand side of Eq. (5.9). The proof is estab-
lished by induction. By Eq. (5.5) and the definitions of pI') and F"' we can write

F"'(k, k, ) = p, (k, k,) —p,")(k,k,),
k

which justifies Eq. (5.9) for n= 1. For n&1, assume Eq. (5.9) to hold true for n —1, which implies

(C3)

pI" "(k,k,) = p, (k, k,) —F'" "(k, k,) —Q )oI'(k, k,).
j=l

Using the definition (5.8) of pi")(k, k, ) we obtain from (C4)

(C4)

n-1
pI"'(k, k, ) = F"'(k, k,) —F'"'(k, k, ) —Q pI')(k, k, ) .

g=2

By substituting in the last identity the value of F"'(k, k,) as given by (C3), and rearranging the terms we
establish the proof for general n.
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