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The differential cross sections for. the elastic scattering of m+,'- m, K+, K ., p, and p on protons have been
measured in the t interval —0.04 to —0.75 GeV' at five momenta: 50, 70, 100, 140, and 175'GeV/c. The t
distributions have been parametrized by the quadratic exponential form der/dt = A exp(B(t~+C~t( ) and
the energy dependence has been described in terms of a single-pole Regge model. The pp and K+@diffraction
peaks are found to shrink with a' —0.20 and -0.15 GeV, respectiveIy. The pp diffraction peak is
antishrinking while vr p and K p are relatively energy-independent. Total elastic cross sections are calculated '

by integrating the differential cross sections. The rapid decline in cr„observed at low energies has stopped and
all six reactions approach relatively constant values of cr„. The ratio. of cr„/cr„, approaches a constant value for
all six reactions bg 100 GeV, consistent with the predictions of the geometric-scaling hypothesis. This ratio is
-0.18 for pp and pp, and -0.12-0.14 for m p and K p. A crossover is observed between K+@ and K p
scattering at )t)-0.19 GeV', and between pp and Pp at [t(-0.11 GeV'. Inversion of the cross sections
into impact-parameter space shows that protons are quite transparent to mesons even in head-on collisions.
The probability for a meson to pass through a proton head-on without interaction inelastically is -20% while
it is only -6% for an incident proton or antiproton. Finally, the results are compared with various quark-
model predictions.

I. INTRODUCTION

An experiment has been performed at Fermilab
to measure the forward scattering of w', K', and
P
'

by protons using a single-arm spectrometer.
This experiment required the design, layout, and
commissioning of both the medium intensity high-
resolution M6E beam in the Meson Laboratory
area, and the Single Arm Spectrometer Facility,

To test and calibrate the focusing spectrometer
and to make an initial physics contribution, the
first experiment was designed to measure elastic
and inelastic scattering for the six stable hadrons

on both hydrogen and deuterium targets. The inci-
dent momenta studied were 50, VO, 100, 140, and
175 GeV/c. The range in invariant four-momentum
transfer t covered -0.04 to -0.75 GeV' and the
range in the Feynman x variable spanned 1.0~ x
-0.70. A number of short papers' ' have been
published reporting on aspects of this work and
additional papers are in preparation concerning an
impact-parameter analysis of the elastic results
and inelastic channels in the triple-Regge region
and the resonance region. En this paper, a de-
scription of the apparatus and experimental pro-
cedures (Secs, II and HI) and discussions of the
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FIG. 1. Diagram of the first stage of the M6E beam showing the horizontal plane-optics configuration. The momen-
tum and f stops are variable collimators.

data analysis (Sec. IV) and systematic errors
(Sec. V) are presented together with the final re-
sults for elastic scattering on hydrogen (Sec. VI).
In Sec. VII, the results are compared with other
measurements of elastic scattering in this energy
region. A general discussion of elastic scattering
is given (Sec. VIII) in terms of Regge-pole, opti-
cal-model, and quark-model concepts.

II. APPARATUS

The experimental technique was (I) to measure
the momentum and angle of the incident particle
with hodoscopes in the beam and to tag it as a

V'

pion, kaon, or nucleon with the beam-line Ceren-
kov counters, and (2) to measure the momentum
and angle of the forward scattered particle and tag
it as a pion, kaon, or nucleon using the multiwire

'V

proportional chambers and Cerenkov counters of
the spectrometer. From this information the total
invariant mass squared of all unobserved final-
state particles was calculated and used to distin-
guish elastic from inelastic events. A functional
description of the beam and spectrometer systems
pertinent to the elastic scattering measurements is
given below. A detailed technical description of the
facility will be published separately.

A. Beam optics

M6 is one of six secondary beams derived from
the Meson Laboratory production target. The beam
momentum can be varied from 20 to 200 GeV/c,
and the production angle with respect to the ex-
tracted proton beam from the accelerator is 2.65
mrad in the laboratory system. The beryllium
production target had a square cross section 1.5
mm on the side and was 20.3 cm long.

There are three independent stages of the M6E
beam with two intermediate foci before the final
focus at the experimental target: a collection
stage, in which the solid angle and momentum bite
are established, a "filtering" stage which sup-
presses beam halo from the first-stage collimators
and production target, and a recombination stage
which produces the final achromatic image. Each

150-m-long stage is configured as a point-to-
parallel-to-point imaging system with the main
bend magnets located in the parallel region to
maximize the momentum dispersion. The lens sys-
tems are quadrupole doublets configured to maxi-
mize the transmission through the 10-cm-wide by
5-cm-high aperture of the bend magnets. A field
lens at each intermediate focus serves to maintain
the momentum band transmission from stage to
stage.

The momentum acceptance is adjustable by means
of a collimator up to a maximum of K.6%. The
angular acceptance can be varied over a range of
%.56 mrad in horizontal angle and %.76 mrad in
vertical angle. Figure 1 presents a diagram of the
first stage of the beam line and except for the ini-
tial septum magnets serves to illustrate the optics
of any stage.

Figure 2 shows several ray traces through the
beam line to further illustrate the optics. In Fig.
2(a), the two basic rays in the vertical plane are
shown, one starting at the origin with maximal
divergence and one starting at the extremum object
position with zero divergence. Next, in Fig. 2(b),
the same two rays are shown in the horizontal
plane along with'the momentum ray which starts
with zero divergence at the origin but with the
maximum momentum deviation passed by the beam
apertures. Finally, in Fig. 2(c), the beam envel-
ope is shown in both planes using generalized ellip-
tical phase space for the combination of the pro-
duction target emittance and the beam transmis-
sion.

The relative numbers of pions, kaons, and nu-
cleons observed at the hydrogen target are given
in Table I. The particle mix is seen to vary
strongly as a function of the energy and polarity of
the M6 beam. Yields were typically 10 for 2&&10"
300-GeV/c protons incident on the Meson Labora-
tory production target for positive beam and were
as low as a few times 10' for the negative polarities.

B. Beam instrumentation

The third (recombination) beam stage is fully
instrumented to provide trajectory, particle type,
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get for 300-GeV/c incident protons.

Particle
type 50

M6E momentum (GeV/c)
70 100 140

-2-

2
E.

t i t ~

I ' I
0.760 0.650
0.025 0.032
0.215 0.318

0.939 0.938
0.026 0.032
0.035 0.030

0.401 0.210
0.031 0.026
0.568 0.764

0.938 0.950
0.041 0.041
0.021 0.009

0.106
0.016
0.878
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0.034
0.004
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FIG. 2. Ray-trace diagrams for the M6E beam line.
The vertical trace (a) shows the ray starting at the ori-
gin with maximal divergence and the ray starting at the
extreme object displacement with zero divergence. In
the horizontal trace (b) the same two rays are shown
along with a ray starting on the optical axis but with the
maximum deviation. The beam-envelope diagrams (c)
are- computed using elliptical phase space and a sche-
matic representation of the magnetic components for the
horizontal plane is included.

and momentum information for each incident par-
ticle. Figure 3 shows a layout of the third stage
and indicates the position and nature of the detec-
tors. At the second focus, the beam is angle re-
combined but still highly momentum dispersed.
With respect to the production target, the design

parameters at this focus are: vertical magnifica-
tion = 2.15, horizontal magnification =1.58, and
dispersion =4.4 cm/% (horizontal). Therefore,
with a. 1.5-mm production target, the 2.4-mm bin
size of the momentum hodoscope at the second
focus provides an rms resolution 'in momentum of
%.02%.

Downstream of the final beam-line quadrupole
magnets, in the drift space before the experimental
target, two sets of horizontal and vertical (&-g)
hodoscopes located 16.9 m apart determine the
incident particle trajectory. The design rms re-
solution of this system in terms of the beam coor-
dinates at the third focus is +0.4 mm arid %.06
mrad in both planes.

Three gas Cerenkov counters, also situated in
the third beam stage, were used for particle iden-
tification. An extended parallel region provides a
suitable location for the operation of the differen-
tial counter, 4 which was normally pressurized to
respond to nucleons. The DISC counter, ' which
was usually pressurized to respond .to kaons, is
located at the end of the parallel region, after the
recombination dipoles, where the beam is also
achromatic. A threshold counter~ was used to
identify pions. At 100 GeV/c, for example, the
three counters provided particle identification
signals which were &S8% efficient with rejections
exceeding one part in 10'.

nd Recombination
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FIG. 3. Diagram of the third stage of the M6E beam, including the particle-identification, trajectory, 'and momentum-
tagging instrumentation.
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triplet lens systems and instrumented for full de-
termination of particle type, trajectory, and mo-
mentum. Five "main-ring" bend magnets disperse
the scattered flux in the horizontal plane according
to momentum. The total momentum acceptance of
the spectrometer is +3% and the total angular
acceptance is 7 p, sr. The acceptance was uniform
over +2.5% in momentum and 4.5 y, sr in solid
angle.

Figure 4 shows several ray traces through the
spectrometer analogous to the beam information in
Fig. 2. However, the beam envelope is derived
from a rectangular initial phase-space distribution
instead of the elliptical case appropriate to the
beam. At 25 m from the object point (hydrogen
target), the vertical magnification ray passes
through zero so that the displacement is propor-
tional to the initial divergence (scattering angle)
only, with a coefficient of 1 cm per mrad. Further
back at 115 m, the horizontal focus has a magnifi-
cation of 1.8 and a dispersion of 3.7 cm/% so that
a 1-mm bin size here along with a 1-mm deter-
mination of the incident beam position at the third
focus provides a design rms momentum resolution
of %.03%.

I

20
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FIG. 4. Ray-trace diagrams for the Single Arm
Spectrometer. The vertical trace (a) shows the ray
starting at the origin with maximum divergence and the
ray starting at the extreme object position with zero
divergence. In the horizontal trace (b), the same two
rays are shown along with a ray starting on the optical
axis but with the maximum momentum deviation. The
beam envelope diagrams (c) are computed without phase-
space constraints and a schematic representation of the
magnetic components for the horizontal plane is included.

C. Spectrometer optics

Since the spectrometer is situated at 0' to the
M6E beam line and cannot pivot to vary the scat-
tering angle, it can be considered essentially as
the fourth stage of the beam line. From this per-
spective, the spectrometer is a point-to-parallel-
to-point beam transport stage using quadrupole-

Information about the trajectory and momentum
of scattered particles is provided by ten multiwire
proportional chambers (MWPC's) located at four
places along the spectrometer as indicated in Fig.
5. In addition, there is a scintillator hodoscope
situated in the focal plane of the front lens system
providing redundant information on the vertical-
divergence angle. Four remotely adjustable jaw
counters at. this position can be used to establish
the horizontal and vertical angular acceptances of
the spectrometer separately.

Three threshold Cerenkov counters' and a differ-
ential Cerenkov counter' serve to identify scat-
tered particles as pions, kaons, or nucleons. The
differential counter was normally pressurized to
respond to nucleons, and it was equipped with an
anticoincidence mirror which gave a signal for
pions and kaons with an efficiency which depended
on the momentum. For momenta less. than 150

Beam

Targe

Angte Saw
Hodoscope Counters

(Ital (:I~~
udder & I

— j
Dif ferential
Cerenkov

Trigger
Counter

Multiwire
Proportional

Threshold
0erenkove

Muon
Chambers Counter

Trip ger
Counter

FIG. 5. Diagram of the Single Arm Spectrometer instrumentation and horizontal-plane optics configuration.
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FIG. 6. Variation of the scattering angle by magnetic
deflection of the incident beam for the +Q case in which
the beam is deflected down (a) and the -Q case in which
the beam is deflected up (b). A comparison of the results
for the two configurations was used to detect a relative
angle offset, b, as indicated in (c).

GeV/c, the longest threshold counter was set for
pions and the two shorter counters were set to
respond to both kaons and pions. A kaon event
triggered two of the counters while a pion event
triggered all three, providing the signature. At
higher momenta, where the efficiency of the long
threshold counter for pions is significantly less
than 100/q at kaon threshold, the kaon efficiency
of the differential counter antisignal becomes very
high, so that all three threshold counters were set
for pions to regain the requisite high-detection
efficiency. Good rejection ratios (&10 ) were real-
ized for the kaon signal at all energies using these
techniques.

The arrays of Cerenkov counters in both the
beam line and the spectrometer provided complete
tagging of particle type on an event-by-event basis
for the incident and outgoing particles separately.
In principle, data on nine different reactions could
be taken simultaneously. For elastic scattering,
data on the three elastic processes were taken
simultaneously.

E. Scattering-angle magnet system

The angle between the incident beam and the
spectrometer was varied by magnetic deflection of
the incident beam. A system of three main-ring
bending magnets' located just upstream of the
hydrogen target was used to pitch the incident

beam in the vertical plane as shown in Fig. 6. The
magnet spacing is arranged so the beam always
crosses the 0' axis at the center of the hydrogen
target. Since the incident beam is pitched in the
vertical plane and the momentum analysis of the
scattered particles is in the horizontal plane, there
is no coupling between scattering angle and momen-
tum resoluti. on. The last two magnets are support-
ed by remotely adjustable jack stands, which keep
them centered on the beam axis as the angle is
varied. The vertical position of the trigger counter
and the x-g hodoscope located between the last
two pitching magnets is also remotely adjustable,
while the liquid hydrogen target simply pivots about
its center to track beam-angle variations.

Each of the three magnets in the system was
measured with a long flip coil and with an NMR
probe so that the magnetic lengths and excitation
curves are known to an accuracy of %.1/o. The
pitching magnets are connected in, series along
with a 3-ft-long monitor magnet of similar con-
struction. Stability and repeatability of the angle
settings were continuously monitored with mag-
netic-field probes located in this monitor magnet.
Similar 3-ft magnets were placed in series with
the main bend chains in the beam and the spec-
trometer to'monitor the momentum settings. Scat-
tering measurements at an angle Q were made
symmetrica1. ly using the pitching magnets to de-
flect the beam both up (-Q) and down (+Q) in order
to eliminate the systematic effect of any small
offset between the beam and the spectrometer
(see Fig. 6). Therefore, the f scale is determined
only by the fields in the pitching magnets and is
independent of the alignment of the beam relative
to the spectrometer.

For a scattering event, the angle change is de-
termined by combining the pitching angle of the
beam with the incident and outgoing divergence
angles as measured by the beam-line hodoscopes
and the spectrometer wire chambers. Neglecting
the small divergence angles, -t is proportional
to the square of the integrated field strength of the
pitching magnets times the ratio of the outgoing
to the incident momentum for elastic kinematics.
The estimated total uncertainty in the magnetic
lengths of 0.25% thus leads to a fixed fractional
systematic uncertainty in t of 0.5'%%up.

F. Calibrations

The fact that the incident beam can be directed
down the spectrometer at 0' greatly facilitated
calibration of the spectrometer. By varying the
appropriate beam or spectrometer parameters,
the optical properties were measured directly.
For example, the momentum dispersion coeffi-
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TABLE II. Missing mass and momentum-transfer
resolution of the Single Arm Spectrometer-M6E beam-
line installation for elastic scattering at a momentum
transfer squared of 0.1 GeV .

Incident
momentum

(GeV/c)
fJ(t)

(GeV2)

0.(M+2)

(GeV2)

50
70

100
140
175

0.0048
0.0056
0.0069
0.0091
0.0112

0.131
0.133
0.139
0.150
0.162

cient at the spectrometer focus was determined by
varying the current in the spectrometer magnets
with a small 0.05% momentum spread in the inci-
dent beam. Absolute momentum calibration of
+0.1Vo was provided by the index-of-refraction
change between pion and proton Cerenkov light at
a fixed angle in the DISC counter. A laser inter-
ferometer in the counter provided a continuous
determination of the index of refraction as the
pressure was changed. The total momentum reso-
lution was given directly by the difference between
the beam and spectrometer momentum measure-
ment at O'. The total angular resolution was mea-
sured at the same time. The resolutions of the
M6E-spectrometer system in t and missing mass
squared are shown in Table II. The resolution
actually realized is poorer than the design resolu-
tion because of the effect of multiple scattering,
power-supply ripple, and magnetic field irregu-
larities.

Measurements of the solid angle could also be
made directly by using the scattering-angle pitch-
ing magnet system. For the vertical-angle hodo-
scope in the focal plane of the front lens system,
varying the incident angle at the hydrogen target
causes the beam image to move across the count-
ers, giving a direct measurement of the angle dis-
persion there. In actual practice, the transmis-
sion through the jaw counters at the same location
proved a more efficient diagnostic. If the final
beam-line lens system is turned off, the beam
incident to the spectrometer is parallel and is
brought to a sharp focus on the plane of the jaw
counters. Varying the incident angle with the pitch-
ing magnets causes the image to sweep across the
jaw counters; the full width at half maximum
(FWHM) of such a transmission curve in terms of
incident angle gave a direct determination of the
angular dispersion. An example of this procedure
is given in Fig. 7.

By operating the spectrometer at 0' at the same

momentum as the beam, it was possible to mea-
sure the performance of the Cerenkov counters,
without the need to repeat the pressure curves.
By making use of the particle-identification redun-
dancy present when the two sets of counters, beam
and spectrometer, were illuminated with the same
particle flux, the efficiency and rejection ratio for
each counter were determined. Such 0' calibration
runs were frequently taken during the course of
the elastic measurements, not only to check the

'V

Cerenkov-counter performance, but to monitor
the spectrometer optics and efficiency and to veri-
fy the system momentum resolution. A model of
the spectrometer was set up using the measured
properties of the magnets and then codified accord-
ing to the beam-optics computer program TRANS-
PORT, Since the direct measurements of various
optics coefficients agreed with the values from
this model to better than 2%, all cross-section
results have been obtained using parameters of the
model. All calculations were carried out to second
order. The horizontal and vertical planes were
not coupled except through momentum. The ray-
trace and beam-envelope graphs shown in Figs. 2
and 4 are first-order calculations based on TRANS-
PORT models for the optics.
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FIG. 7. Curves of the 0 spectrometer transmission
through the aperture-defining jaw counters for three
settings of the jaws as a function of the incident beam
angle measured in field strength of the scattering angle
magnet system. The ratio of the FWHM for curves 1
and 2, 0.306, compared with the ratio of the jaw open-
ings, 0.305, is a check on the measurement. Curve 3
shows the physical aperture of the spectrometer as de-
fined by magnet steel when the jaws are fully open.

G. The on-line system

A PDP11/45 computer with the spEX multitasking
system' was used for the data collection. The as-
sociated hardware included storage-type cathode-
ray-tube (CRT) display, two disk memories, mag-
netic tape, and DEC tape units, an electrostatic
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printer/plotter, and 28 000 words of corememory.
SPEX loaded the programs from the disk in re-
sponse to internal and external conditions. Several
"tasks" could be run at once with SPEX handling
their communication and synchronization.

The on-line system was used to record events
and running conditions, perform a simple data
analysis including a cross-section calculation,
and monitor the equipment. It also aided in setting
high voltages and timing delays for the hodoscopes
and MWPC's, checking beam optics and steering,
and doing other setup and checkout chores. Condi-
tions set up at the beginning of each run included
the target (hydrogen, deuterium, or empty) and
central values for the spectrometer angle, spec-
trometer momentum, and beam momentum. At
the start of each run the magnetic field strength in
the beam, spectrometer, and angle-varying bend
magnets, the Cerenkov pressures and tempera-
tures, and the position of most movables such as
the -target, some counters, and the pitching mag-
nets, were read into the computer. These and the
on-line system parameters were printed and writ-
ten on magnetic tape. Following a system reset of
the electronics, the computer was switched to the
event acquisition mode. An event consisted of 50
to 70 16-bit words read via CAMAC and the wire-
chamber interface. Typical runs included 5000 to
65 000 events. Tape speed and buffer size limited
the data taking to about 200 events or 14 000 words
per accelerator spill.

The computer decoded both beam and spectro-
meter event data (see Sec. III) and created tables
of hodos cope and MW PC efficiencies, counts of
events passing various cuts, counts of particle and
reaction types, beam profiles at each detector,
pulse-height spectra, and other diagnostic aids.
Simultaneously, the events, exactly as read, were
written to a magnetic tape for the off-line analysis.
For selected spectrometer events, particle tra-
jectories were reconstructed using first- and sec-
ond-order TgA&&SpoHT matrices. Events were then
binned by scattering angle and momentum loss for
the cross-section calculation done at the end of the
run. Various phase-space projection histograms
were also created. It was possible to display any
histogram on a CRT or make a permanent copy at
any time during the run. At the end of a run the
diagnostic and summary tables with the final scalar
readings, various counting-rate ratios of interest,
beam-spot size and focus location, the kinematic
running conditions, and plots of all the histograms
were printed out. During the run a scanning digital
voltmeter was used periodically to read the counter
high voltages, and the on-line system compared
these readings to a table of standards, signaling
any errors.

H. Target system

Six targets were available for this experiment:
25-cm and 50-cm-long liquid-hydrogen targets,
25-cm and 50-cm liquid-deuterium targets, and
25-cm and 50-cm dummy (evacuated) cells. All
targets were 1-in. diameter Mylar tubes with
hemispherical Mylar endcaps. The wall thickness
was 5 mils, and the endcap thickness was 3 mils.
All six cells were housed in a single aluminum
,scattering chamber which was under vacuum, with
7.5-mil Mylar entrance and exit windows. Super-
insulation was wrapped around each cell. The
liquid hydrogen was produced and maintained by a
closed-loop refrigeration system which used cold
helium gas as the refrigerant. In normal opera-
tion, the liquid hydrogen was at atmospheric pres-
sure. A vapor -pressure gauge monitored the tar-
get density. During the experiment, target oper-
ation was stable and no boiling or icing was ob-
served. The pipes between the hydrogen reservoir
and the target cell were inclined at 5' to the hori-
zontal so that the cells would stay full as they were
tilted to track the scattering angle.

The target assembly could be moved remotely to
position the desired target on the beam line. Tar-
get scans verified the alignment of the cells with
the beam. Since the cells were much larger than
the beam spot, the alignment was not critical.

I. Recoil particle detection

Two hodoscopes" located below the target were
used to measure the z coordinate (position along
the target length) and azimuthal angle of the recoil-
ing proton. These hodoscopes only intercepted the
recoil proton from elastic scatters when the in-
cident beam was pitched down. Their use in the
elastic experiment on hydrogen is discussed in Sec.
IV. The -hodoscopes play a central role in the an-
alysis of data taken on the deuterium target.

III. RUN PLAN AND DATA TAKING

The spectrometer vertical angular acceptance
of +1.5 mrad necessitated several incident angle
settings to cover the t interval from -0.04 to -0.75
GeV'. The spectrometer momentum acceptance of
+2.5% contained the elastic peak and the inelastic
spectrum out past the resonance region. Only the
excitation of the angle pitching magnets had to be
altered to vary the scattering angle, with the spec-
trometer-magnet currents and Cerenkov-counter
pressures being held constant.

Central angle settings of 3.5 to 17.0 mrad were
required to cover the t interval of interest at 50
GeV/c. At 1'I5 GeV/c, settings of 2.5 to 4.0 mrad
were required. Central settings were spaced by
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FIG. 8. Setup for small-angle scattering. The un-
scattered beam (solid line) passes through the jaw
counter and into the iron dump block. The acceptance
for scattered flux is determined by the edge of the
scintillator jaw counter.

1.5 mrad —one half of the spectrometer accept-
ance —to provide a consistency check in adjacent
runs. Cerenkov-counter deployment varied slightly
with incident energy to exploit the strengths of the
various counters.

The basic data-acquisition cycle was:
(1) Empty target: + P,
(2) Full target: + P,
(3) Full target: -P,
(4) Empty target: -P.
Data taking was influenced by the total flux and

composition (particle mix) of the beam at each
energy. When -2x10" 300-GeV/c protons were in-
cident on the meson production target, several
million secondaries scattered into the M6 beam.
A rate of approximately 2.2x10' particles/pulse
was found to be optimal from the point of view of
pileup effects, and typically the collimatprs were
adjusted to reduce the flux to this level. At low-t
values, where the event rate was so high that data
acquisition was computer-dead-time limited, elec-
tronic suppression (countdown) circuits were used
in thebeam'trigger to reduce the number of trig-
gers on abundant particles (w', P, or v ) so as to
enrich the number of minority particle (K', &,P)
initiated events.

At 140 and 175 GeV/c, it was necessary to go to
very small angles (1.5 to 2.5 mrad) to achieve low-
t values. Special procedures were necessary to
reduce backgrounds from the unscattered beam
which was then just at the edge of the spectro-
meter acceptance. Most of the beam was vetoed
by four scintillation "jaw" counters which were
positioned to form a precise rectangular accept-
ance at the spectrometer angle focus. Finally, to
protect the wire chambers from the high rates of
the unscattered beam, a steel scraper block was
placed downstream of the jaw counters. The rel-
ative placement of the scraper and the jaw count-
ers, shown in Fig. 8, was such that the aperture

was always defined by scintillator and never by
steel.

In addition to triggering on scattered events
("spectrometer events"), the system was also
triggered on a sample of the incident-particle flux
unbiased by the requirement of scattering into
the spectrometer. This sample of "beam events"
was used to- compute corrections to the scaled in-
cident flux for the effect of any selection require-
ments which were applied to the incident particle
of a scattering event. It also al'lowed a determina-

'V

tion of beam hodoscope and Cerenkov efficiencies,
and a measurement of the position, size, and ang-
ular divergence of the beam.

IV. DATA ANALYSIS

A. Multiple analyses

Many preliminary studies, both on-line and off-
line, were necessary to understand fully the prop-
erties of the apparatus. From these studies the
best algorithms for geometric reconstruction of the
events and for particle identification were chosen.
Finally, three different and independent cross-sec-
tion calculations were undertaken by three differ-
ent subgroups of the collaboration. The main dif-
ferences among the calculations related to the cri-
teria for selecting events for inclusion in the cross
sections and to the details of the accepta'nce calcu-
lations. The comparison of the results provided a
valuable measure of the possible biases and errors
associated with the various cuts and selection cri-
teria. The averaging procedure by which the re-
sults were combined is discussed below.

B. Event reconstruction

'V

The three beam-line Cerenkov counters were
used to classify the incident particle as a pion,

'V

kaon, or nucleon. The four spectrometer Ceren-
kov counters were used to classify the scattered
particle type. The momentum angles, and position
of the incident particle at the hydrogen target were
calculated from the beam-line hodoscope data.
The trajectory of the scattered particle at the back
of the spectrometer was determined from the
MWPC information. This trajectory was traced
backward through the magnets of the spectrome-
ter, using the known transfer matrix to obtain the
momentum, angles, and position of the scattered
particle at the hydrogen target. The measurement
of the scattered momentum was improved by con-
straining the scattered trajectory to agree with the
horizontal coordinate of the incident particle at the
hydrogen target.

A good track in aq MWPC was defined as a single
cluster of adjacent struck wires (no missing wires



n
'- p, K'-p, pp, AND pp ELASTIC SCATTERING FROM 50. . .

within the cluster) with fewer than some maximum
number of wires (typically -3). Individual chamber
efficiencies ranged from (95 to 98)%. Although
only 75% of all events had good tracks in all 10
M%PC's, it mas not necessary for every chamber
to have a good track in order to completely recon-
struct the trajectory. Extensive studies were
carried out to determine the configurations of
chambers with good tracks which allow complete
reconstruction without degrading the overall mo-
mentum or angular resolution. The resulting re-
construction efficiency was -97% and was uniform
over the aperture of the spectrometer.

A good track in a beam hodoscope was defined as
a single hit or two adjacent hits. Although, strict-
ly speaking, a good track in each of the five hodo-
scopes was necessary to completely determine the
incident particle trajectory, only the momentum
hodoscope and the target g hodoscope mere abso-
lutely essential to the measurement of the missing
mass mith high resolution. The. other three hodo-
scopes were involved in angle measurements and
provide very small corrections to the t scale.
These corrections could be included on an event-
by-event basis or in an average may for the whole
run. The event-by-event approach was used in
two analyses and the average-correction approach,
which accepted about 20% more events, was used
in the third.

Because of the rf structure of the beam, roughly
10% of the time two particles came down the M6
beam line essentially simultaneously and produced
two tracks in the beam hodoscopes. All such
events were considered to fail beain reconstruction
and the calculated cross sections were corrected
accordingly.

C. Calculation of uncorrected cross sections

From the coordinates of the incident and scat-
tered particles, the missing mass squared and
scattering angle were calculated for each event.
Events were then subjected to various selection
requirements and entered into histograms which
formed the basis of the cross-section calculation.
The selection criteria mere as folloms:

(i) Successful reconstruction of the incident and
scattered trajectory.

(ii) Identifica. tion of the event as an elastic scat-
ter. The incident particle had to be unambiguously
identified as a pion, kaon, or nucleon; the missing
mass squared had to satisfy a cut for elastic scat-
tering. Once an event had satisfied this missing-
mass cut, the identity of the incident particle alone
was sufficient to classify the type of elastic scat-
tering (m, K, p) because other processes which could
produce a signal in the elastic peak are heavily

suppressed by dynamics. The identification of the
scattered particle provided by the spectrometer
Cerenkov counters was available as a redundant
check on the elastic nature of the events.

(iii) Satisfaction of geometric-acceptance cuts.
Geometric-acceptance cuts were placed on the
horizontal and vertical scattering angles. For m',
m, and p, these cuts restricted the events to the
uniform-acceptance region of the spectrometer.
More generous cuts were applied to ~, K, and
p, and the acceptance mas calculated by a proce-
dure described below.

For a given reaction the yield Y(P;, AQ) into the
ith histogram bin of solid angle 4Q centered on
angle P; was related to the cross section do/
dQ($;) at the center of the bin as

'bs~~ & a«c «~+Q

(1)
where

p = density oi liquid hydrogen target at atmo-
spheric pressure,

/= length of hydrogen target,
N„=Avogardro's number,
8 = total flux for this incident particle type,
e~ = fraction of flux surviving incident-particle

selection requirements, determined from the
beam-event sample,

C,„,=spectrometer "transmission" for this par-
ticle type. This was reduced from 1 owing to ab-
sorption of the incident and scattered flux by the
material of the target, absorption of scattered flux
by the material of the spectrometer, and decays.

6g = spectrometer reconstruction efficiency,
V'

e~ = spectrometer Cerenkov efficiency for identi-
fying this particie type,
i„,=average acceptance correction (defined be-

low),

C„, = corrections for bin-size and angular-reso-
lution effects and for the finite size and divergence
of the incident beam,

hQ = total nominal solid angle of bin.
The cross section was converted to its invariant

form do/dt at the point -f = (p,„,p)'/(I +p. , p'/
2M~) by multiplying do/dQ by the Jacobian m/

[p. ,(p,.„,-( f ( /2M~ )] (M~ is the proton rest mass).
The correction factor C „, was of the order of

10% and was accurate to at least 5% of its value.
Its calculation is described elsewhere. " For abun-
dant particles, z+, x, and P, only events falling
within the uniform-acceptance region of the spec-
trometer were accepted, so that & „,=1.0. For
minority particles, &+, K, and p, an extended
acceptance region was used. The average accept-
ance for minority particles was determined by
comparing the ratio of a majority particle (w' or
w ) yield, Y„, within the uniform-acceptance re-
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gion to the yield Y,„, for the same particle in the
extended acceptance region:

1'„EQ(uniform)
Y',„, hn(extended) (2)

In this manner, pions were used to measure the
edges of the acceptance.

D. Run combination

The empty-target and full-target cross sections
were calculated separately and then subtracted.
The + g and -P runs nearly always had comparable
statistical accuracy and were averaged with equal
weights to remove the effects of small angle off-
sets between the beam and spectrometer to first
order. More sophisticated averaging procedures
which eliminated higher-order effects of offsets
did not significantly change the results.

F. Final corrections to cross sections

Several corrections had to be applied to the raw
yields and fluxes to convert them to absolutely
normalized hadronic cross sections. The data for
these corrections were measured on-line by taking
special runs. The measurements were greatly
facilitated by the fact that with the angle-pitching
magnets turned off, the beam passed directly into
the spectrometer. The beam could be swept across
the spectrometer in the vertical plane by varying
the pitching-magnet excitation, and its position at
the entrance of the spectrometer could be varied
using the beam-line vernier magnets.

1. Detector efficiencies

a. Spectrometer reconstruction effi ciency. The'
tracking algorithms successfully reconstructed
(97+ 1)% of the scattered events. The efficiency
was constant over the uniform acceptance part of
the aperture.

b. Particle identification. The complete tagging
of both the incident and scattered particle type
with a total of seven Cerenkov counters reduced to
a negligible level errors in the elastic yields owing
to misidentification of particles. The efficiency of

E. Combination of results from different analyses

Detailed comparisons of the results of the three
different analyses showed them to be reasonably
consistent. The typical level of agreement was 1%
on slope parameters and 2% on absolute normal-
ization. The results were averaged together with
equal weights. Care was taken to include in the
error calcul. ation the fact that the results were
drawn from the same data and did not represent
independent measurements.

particle identification for the scattered particle
was always. greater than 97% and was known to a
few tenths of a percent from 0' runs.

Particle misidentification was measured by com-
paring the beam and spectrometer identifications
on 0' runs, and was negligible except at 100 GeV/c.
For the 100-GeV/c running, the beam differential
Cerenkov counter had not yet been installed. The
beam identification for protons was by default-
all beam particles not labeled as pions or kaons
were considered protons. Under these circum-
stances, -0.5% of the pions were labeled as pro-
tons. Again, the proton identification in the spec-
trometer was sufficiently powerful to eliminate
mislabeling of scattered events, and the only prob-
lem was associated with counting the incident flux.
For the worst case, the error in the p flux at 100
GeV/c was -15/0. Data from frequent 0' runs
were used to correct p or p fluxes, resulting in
final errors in the flux of less than 1%

2. Oead time, uccidentuls, und rute corrections

A fast gating system ensured that all the elec-
tronics, including the flux scalars, were gated
synchronously to avoid any dead-time corrections.
The rates in the spectrometer were always low
(&20 000 events/pulse) compared to the capabilities
of the detectors. The primary accidental effects
were associated with the counting of the beam flux.

The rf structure of the beam eliminated conven-
tional dead-time losses, leaving pileup effects as
the only rate-dependent problem. The time reso-
lution of the trigger counters was insufficient to
resolve individual particles within a single rf
bucket and this produced an error in counting the
incident particle flux. Although the particles with-
in a bucket could not be separated in time, they
could be detected by the appearance of two tracks
in the beam-line hodoscopes. The efficiency for
detecting two particles in a bucket was -97%. At
rates of 1.5 to 2.6x10' particles/pulse, typically
10% of the rf buckets contained more than one
particle. The residual error in counting the beam
flux was less than 0.3/o.

Checks were made for additional rate and dead-
time effects by taking a series of runs at rates of
1, 2, and Sx10' particles/pulse. Cross sections
calculated from these runs were consistent at the
1% level of statistical accuracy.

3'. Absorption und decuf corrections

Yields were reduced by absorption of the incident
flux in the material of the final beam trigger count-
er and the hydrogen target, and of the scattered
flux in the target and in the material of the spec-
trometer. For pions and kaons, there was also a
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loss of events due to decays. The survival rate
between the final beam trigger counter and the end
of the spectrometer for each particle type was
measured directly-by passing the beam into the
spectrometer in 0 runs. These runs were taken
with the hydrogen target cell in place, with the
dummy target cell in place, and with no cell at
all in the beam. The transmission numbers ob-
tained were consistent with calculations based on
the material present, using the known absorption
cross sections, " and the lifetimes of the particles.
The spectrometer transmission without the target
in place was typically (90—95)'%%up and varied with
the particle type and the momentum.

what additional contamination was introduced by
the poorer MM' resolution at the higher energy.

(3) For part of the running, a hodoscope which
measured the azimuthal angle of the recoiling
proton was located beneath the target. The ad-
ditional requirement of coplanarity between the
fast (spectrometer) particle and the recoiling pro-
ton eliminated most of the remaining inelastic
events in the vicinity of the elastic peak.

All three procedures indicated an inelastic con-
tamination of less than 1% at low t (f- -0.1 GeV')
and a (3-4)% contamination at t- -0.'I GeV'. The
percent contamination did not seem to be a strong
function of particle type.

4. Contamination ofincident pion flux by leptons

Incident pions were tagged with a threshold
counter which was also sensitive to electrons (po-
sitrons) and muons. The muon flux near the target
was determined in special runs by measuring the
transmission of tagged "pions" through 10 ft of
steel. The electron flux was measured with a
shower counter during 0 runs. Typically, the
beam contained (1+0.25)%%ua muons and (1+0.25)%%ua

electrons.

6. Corrections for electromagnetic effects

Corrections were made for Coulomb scattering
and radiative effects.

a. Coulomb scattering. The low-t points were
just at the edge of the Coulomb interference re-
gion. The correction was calculated from the
formula due to Bethe, "with the phase of the Coul-
omb amplitude as calculated by West and Yennie. '
The dipole form factor

5. Contamination ofelastic yields by inelastic events

The missing-mass-squared (MM') resolutions
are given in Table II. These should be compared
with the gap of 0.28 GeV' in MM' between the elas-
tic peak and inelastic threshold. The prominent
diffractively produced resonances near 1650 MeV/
c' and the nondiffractively produced A(1236) are
separated by several standard deviations from the
elastic peak and therefore do not contaminate the
elastic signal. Only final states produced very
near inelastic threshold have any possibility of
producing background under the elastic peak.

Several approaches were used to determine the
inelastic contamination:

(1) The resolution function of the apparatus in
MM' was determined from 0' runs. This resolu-
tion function was normalized to the low-missing-
mass side of the peak from a large-statistics scat-
tered run. A small excess on the high-missing-
mass side was observed and was interpreted as in-
elastic background (see Fig. 9). This procedure
was carried out at several angles to extract the
t dependence.

(2) An attempt was made to extrapolate the ob-
served low-mass inelastic spectrum down below
the elastic peak. This procedure was satisfactory
because the background was negligible at 50 GeV/c
owing to the relatively good missing-mass-squared
resolution. The 175-GeV/c resolution function was
folded into the 50-GeV/c inelastic spectrum to see
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FIG. 9. Missing-mass-squared spectrum at +70 GeV/c
for elastic and near-elastic pion-proton scattering in the
t range indicated. A Gaussian distribution has been
drawn through the elastic yield to indicate the amount of
inelastic background under the elastic peak.
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TABLE III. Typical contributions of t-dependent corrections to differential cross sections:
(do/dt) = (da/dt) (,~C„C~C~Cg

p
(GeV/c) Particle (GeV')

Radiative
correction

C„

Coulomb
correction

C

Double-
scattering
correction

C~

Inelastic
background

Cr

70

175

0.025
0.400
0.660
0.026
0.400
0.630
0.030
0.400
0.650

0.060
0.370
0.730
0.060
0.370
0.730
0.060
0.370
0.670

1.01
1.05
1.07
1.00
1.00
1.00
1.00
1.01
1.02

1.02
. 1.06
1.08
1.00
1.00
1.00
1.00
1.01
1.02

0.98
1.00
1.00
0.98
1.00
1.00
0.99
1.00
1.00

1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

1.00
0.99
0.98
1.00
0.98
0.94
1.00
1.00
0.99

1.00
0.99
0.98
1.00
0.98
0.92
1.00
1.00
0.99

0.99
0.98
0.96
0.99
0.98
0.96
0.99
0.98
0.96

0.99
0.98
0.94
0.99
0.98
0.94
0.99
0.98
0.95

was used to describe the charge distributions for
all particles. The three pieces of information re-
quired for the computation are the total cross sec-
tions, the ratio of the real to imaginary parts of
the forward elastic amplitudes, and the elastic
slope. The total cross sections were taken from
the measurements of Carroll et al."; the real-to-
imaginary-part ratios were taken from Refs. 18 to
20, and the forward slopes from the uncorrected
results of this experiment. These corrections
were never more than 3% so that errors of -10%
in any of the input quantities are insignificant.

b. Aadiatiue corrections. The calculation for
loss of events from the elastic peak due to radia-
tion of photons has been performed by Sogard. "
In this experiment, the correction is significant
only for pions: It increases from zero at t =0 to
-7% at t = -0.8 GeV' for the missing-mass-squared
cuts used in the analysis.

7. Double-scattering corrections

A particle which has scattered once may scatter
a second time before it leaves the hydrogen target.
The angular distribution of double scatters is dif-
ferent from the distribution of single scatters. In
particular, two small-angle scatters may stimulate
a large-angle scatter, thereby artifically in-
creasing the cross section at large g. Corrections
for this effect were made by analytic calculation
and by Monte Carlo simulation. The effect is ap-
preciable for reactions with very steep forward

slopes, such as proton and antiproton scattering
and was -10% for protons at f - -. 0.7 GeV'.

Table III shows the size of the Coulomb, radia-
tive, double-scattering, and inelastic background
corrections at two selected energies —70 and 175
GeV/c —and at three t values.

V. DISCUSSION OF SYSTEMATIC UNCERTAINTIES

Systematic uncertainties in the absolute normal-
ization were mainly due to imprecise knowledge
of the spectrometer solid angle (+2%) and uncer-
tainties in the spectrometer transmission and re-
construction efficiency (+1%). Uncertainties in the
electron and muon contamination, the absolute mo-
mentum calibration, the horizontal-angle align-
ment of the beam and spectrometer, and accidental
corrections contributed all together less than 1%.
An overall normalization uncertainty of +3% has
been assigned to the results to account for these
effects.

Systematic errors in the f scale arose from un-
certainties in the magnetic length of the angle
pitching magnet system and residual misalignments
of the beam and spectrometer axes. An overall
uncertainty of -1.5% was assigned to the t scale.
The implications of this 1.5% uncertainty are as
follows:

(i) Linear slope parameters of the differential
cross sections have a 1.5% systematic uncertainty.

(ii) Individual cross-section points have fraction-
al errors of B(t )bt, where 4t is the absolute un-
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certainty in t and B(t ) is the local logarithmic
derivative. At -t = 0.'I GeV' for B(-0.'I) "8 to 8
GeV ', the error is (8 to 8)%.

Point-to-point systematic errors were negligible
due to the excellent uniformity of the geometric-
reconstruction efficiency. Measurements of the
same f, values in different parts of the aperture
generally agreed within statistical accuracy.

An error in setting the field of the angle pitching
magnets could shift the t scale and cause errors
in the cross section. Adjacent kinematic settings
overlapped by -1.5 mrad (-,') the spectrometer ac-
ceptance), providing a very sensitive check against
such errors.

Systematic errors arising from uncertainties in

the corrections to the data discussed above are
less than 2% even at large-t values.

VJ. RESULTS

The results consist of angular distributions for
m', m, K', E, P, and p elastic scattering on
protons at 5 momenta: 50, VO, 100, 140, and 1V5
GeV/c. Fully corrected data points for the 30
angular distributions are listed in Table IV and are
displayed in Fig. 10. Only statistical uncertainties
are given. In order to produce tabulations of rea-
sonable size, the cross sections have been binned
on a I; grid which is coarser than the t resolution
of the apparatus. (Detailed studies of the cross
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FIG. 10. Plots of fully corrected cross sections. (a)-(f) show n+p, E+p, pp, 7I p, E p, and pp, respectively, at all
five momenta. In order to provide separation between the results for 50, 70, 100, 140, and 175 GeV/c, the cross
sections have been scaled by 10000, 1000, 100, 10, and 1, respectively. Only statistical errors are plotted. The
smooth curves are plots of the parametrizations of Table V. The point at t =0 is the optical-theorem prediction given
in Table V.
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TABLE IV. Tabulation of differential cross sections. Only statistical uncertainties are in-
cluded.

r'p-r'p
der/dt

(Gev ) (mb/GeV )

a. 50 GeV/c

K'p x+p
do-/dt

(GeV ) (mb/Gev )

pp pp
do/dt

(GeV ) (mb/GeV }

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.650
0,700
0.750
0.800

20.71+0.52
14.27 + 0,.19
10.43 + 0.25
9.00+ 0.19
7.66+ 0.24
6.67+ 0.25
5.00+ 0.13
3.41+0.07
2.37+ 0.07
1.59+ 0.04
1.13+0.05
0.77+ 0.03

, 0.61+0.03
0.41+ 0.02
0,27 + 0.02
0.21+ 0.02
0.22 + 0.03
0.10+ 0.01
0.07 + 0.01

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.700

11.84+ 0.59
9.70 + 0.39
7.45 + 0.47
6.10+ 0.56
5.38 + 0.45
4.63+ 0.44
4.35 + 0.34
2.78 a 0.20
1.99+0.20
1.22 + 0.11
0.94+ 0.11
0.73+ 0.11
0.44+ 0.07
0.30 + 0.06
0.21+ 0.07
0.18+ 0.03

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.650
0.750

51.48 + 0.74
35.54+ 0.32
25.03+ 0.46
20.26 + 0.44
16.69+ 0.36
13.61+0.45
10.50 + 0.23
6.39+ 0.16
4.01+ 0.12
2.48 + 0.08
1.62 s 0.09
1.04 + 0.05
0.59+ 0.05
0.42 + 0.05
0.17+ 0.01
0.09 + 0.01

7rp rp
do/dt

(GeV ) (mb/GeV )

K p K"p
-t do/dt

(Gev ) (mb/GeV ) (GeV')
do/dt

(mb/GeV')

0.0375
0.075
0,110
0.130
0.150
0.170
0,200
0.250
0,300
0,350
0,400
0.450
0,500

. 0.550
0.600
0.650
0,700
0.750

22.62+ 0.43
15.40 + 0.20
11.15+ 0.24
9.31+ 0.16
7.81+0.15
6.72 a 0.17
5.34 + 0.15
3.31+ 0.08
2.16a 0.06
1.51+ 0.05
1.14+ 0.05
0.76 + 0.04
0.62 + 0.04
0.38 + 0.02
0.29 + 0.02
0.20 + 0.02
0.17+ 0.01
0.12+ 0.01

0.0750
0.110
0.130
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.600
0.650
0.750

12.07 + 1.18
8.77 + 1.42
7.07 + 0.45
4.89+ 0.67
4.28 + 0.32
2.48 + 0.22
1.93+ 0.21
1.18+ 0.16
0,63+ 0.12
0.42+ 0.19
0.52+ 0.06
0,26+ 0.05
0.19+0.04
0.10+ 0.02

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.650
0.750

60.34+ 1.03
40.34+ 0.67
26.37 a 0.91
20.17+ 1.09
17.31+ 0.87
13.06 + 0.57
8.28+ 0.50
4.95 + 0.25
2.79a 0.18
1.75 + 0.18
0.96+ 0.09
0.98 + 0.25
0.42 a 0.06
0.25 + 0.04
0.21+ 0.04
0.13+ 0.03
0.05 + 0.01

r'p-~'p
do/dt

(GeV ) (mb/GeV ) (GeV')

b. 70 GeV/c
X+p x+p

do-/dt
(mb/GeV') (GeV2)

do/dt
(mb/GeV2)

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300

20.57 + 0.57
14.66+ 0.24
10.59+ 0.23
9.06+ 0.22
7.61K 0.19
6.58 + 0.20
5.29+ 0.15
3.58 + 0.12
2.45 + 0.06

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300

13.20 + 0.53
9.27 + 0.31
7.34+ 0.30
6.45 + 0.45
5.37 + 0.28
4.69+ 0.51
3.75+ 0.20
2.79+ 0.21
1.96+ 0.14

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300

52.04 + 1.08
34.42 + 0.42
24.00 + 0.49
19.58 + 0.43
15.96+ 0.36
13.24+ 0.44
10.26 + 0.31
6.13+ 0.21
3.06+ 0.10
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TABLE g/'. (Continued)

r'p- g'p
—t do/dt

(GeV ) (mb/GeV )

-t
(Gev')

b. 70 Gev/c
Kp —Kp

do/dt
(mb/GeV )

—t
(GeV2)

pp pp
do./dt

(mb/Gev )

0.350
0.400
0.450
0.500
0.550
0.600
0.650
0.700

1.70+ 0.04
1.23 + 0.03
0.81+ 0.02
0.60+ 0.02
0.41+ 0.02
0.29+ 0.02
0.24+ 0.03
0.16+0.01

0.350
0.400
0.450
0.500
0.550
0.600
0.650

1.27 + 0.10
1.02 + 0.08
0.57 + 0.07
0.58 + 0.05
0.32 + 0.07
0.38+ 0.08
0.28 + 0.07

0.350
0.400
0.450
0.500 .

0.550
0.600
0.650
0.700

2.27 ~ 0.06
1.49 + 0.04
0.95~ 0.04
0.60 + 0.03
0.44 + 0.03
0.25 + 0.04
0.16+ 0.02
0.11+ 0.01

mp-rp
do-/dt

(GeV') (mb/QeV')

K-p-K-p
do/dt

(GeV ) (mb/GeV2) (GeV2)
do./dt

(mb/GeV')

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500

20.69+ 0.34
14.67+ 0.23
10.91a 0.24
9.32 + 0.17
7.67 + 0.17
6.65+ 0.16
5.14+ 0.12
3.41~ 0.08
2.35+ 0.07
1.66+ 0.05
1.15+ 0.04
0.75 + 0.04
0.52 + 0.04

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450

15.27+ 0.44
10.66 + 0.31
8.19+ 0.41
6.31+0.51
6.52 + 0.33
4.10~ 0.39
4.05+ 0.22
2.73 + 0.22
2.07 + 0.17
1.23 + 0.13
0.67 + 0.17
0.61+ 0.08

0.0375
0.075@
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500

54.84+ 0.88
34,40+ 0.68
22.82+ 0.68
18.02 + 0.84
14.27+ 0.57
11.11+ 0.61
8.49 + 0.43
4.60+ 0.28
2.68 + 0.19
1.38 + 0.14
0.792 0.12
0.69+ 0.23
0.36+ 0.07

g p~'ll p
—t der/dt

(GeV ) (mb/QeV ) (GeV2)

c. 100 GeV/c
K+p K'p

do/dt
(mb/GeV2) (Qev )

der/dt
(mb/GeV')

0.110
0,130
0.150'
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0,500
0.550
0.600
0.650
0.700
0.750
0,800

10.35+ 0.53
9.31+0.38
7.80 + 0.20
6.43 + 0.21
4.89+ 0.16
3.43+ 0.11
2.42+ 0.10
1.66+ 0.07
1.11+0.05
0.75+ 0.05
0.60 + 0.04
0.44 + 0.04
0.29+ 0.02
0.19+0.01
0.19+0.02
0.10+0.01
0.08 + 0.01

0.075
0.110
0.130
0.170
0.200
0.250
0.300
0.350
0.400
0.500
0.550
0.650
0.750

9.40 + 1.50
8.93+ 0.98
6.25 +0.53
4.37 + 0.70
3.78 + 0.42
3.06+ 0.20
2.08 + 0.25

. 1.74 + 0.26
1.05+ 0.09
0.68+ 0.08
0.49 + 0.08
0.23 + 0.02
0.17+ 0.03

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.650
0.700
0.750

48.07 + 5.10
28.92 + 1.61
22.94+ 0.68
18.95+ 0.46
15.42 ~ 0.24
12.38 + 0.24
9.30+ 0.19
5.60+ 0.12
3.40 + 0.10
2.01+0.06
1.31+0.05
0.89+ 0.04
0.51+0.04
0.31+0.04
0.21+ 0.01
0.14+0.01
0.07 + 0.02
0.05+ 0.01
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TABLE IV. (Continued)

rp rp
-t do/dt

(GeV ) (mb/GeV ) (GeV')

c. 100 GeV/c
K"P E P

do/dt
(mb/GeV )

-t
(GeV')

do/dt
(mb/GeV )

0.0375
0.075
0.110
0.130
0.150
0;170
0.200
0.250
0.300
0.350
0,400
0,450
0.500
0.550
0,600
0,650
0,700
0.750
0,800

21.62+ 0.44
14.04+ 0.21
10.40+ 0.21
8.88 + 0.24
7.05+ 0.23
6.22+ 0.21
5.12+ 0.14
3.32 + 0.09
2.25 + 0.09
1.53+ 0.06
1.12+ 0.04
0.73+ 0.03
0.54+ 0.02
0.38+ 0.03
0.23+ 0.02
0.20+ 0.02
0.14+0.01
0.11+0.01
0.08 + 0.01

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
Q.350
0.400
0.450
0.500
0.600
0.650
0.750

13.37 + 1.23
10.Q7 + 0.62
9.83 + 0.82
7.69+ 0.92
4.89+ 0.56
4.84+ 0.57
3.95+ 0.32
2.80 + 0.41
1.94+ 0.18
0.92+ 0.23
0.90 + 0.11
0.61+0.07
0.51+0.08
0.18 + 0.10
0.20 + 0.02
0.08 + 0.06

d. 140 GeV/c

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.650
0.750

62.21~ 3.80
36.91+1.85
24.01+ 1.89
18.94+ 1.94
15.56 + 1.10
11.58 + 1.38
10.38+ 0.98
4.85 + 0.82
2.93+ 0.29
1.57 + 0.39
0.92+ 0.17
0.59+ 0.12
0.30+ 0.10
0.11+0.09
0.14+ 0.17

g'p-~'p
-t do/dt

(Gev } (mb/Gev )

X+P K'P
do./dt

(Gev ) (mb/Gev ) (GeV~)
do/dt

(mb/GeV~)

0.0375
0.0750
0.1100
0.1300
0.1500
0.1700
0.2000
0.2500
0.3000
0.3500
0.4000
0.4500
0.5000
0.5500
0.6000
0.6500
0.7QQQ

0.7500
0.8000

21.37 + 0.54
14.84+ 0.29
10.53+ 0.40
9.11+ 0.23
8.03+ 0.37
6.75 + 0.19
5.19+0.13
3.49+ 0.16
2.35+ 0.08
1.67 + 0.06
1.11+ 0.03
0.78 + 0.03
0.55+ 0.02
0.43+ 0.03
0.27 + 0.02
0.19+ 0.02
0.18+ 0.02
0.13+ 0.02
0.09+ 0.01

0.0750
0.1100
0.1300
0.1500
0.1700
0.2000
0.2500
0.3000
0.3500
0.4000
0.4500
0.5000
0.5500
0.6000
0.6500
0.7000

10.58 + 0.47
8.01+ 0.40
6.35+0.22
5.81+0.42
4.55 + 0.47
4.07 + 0.16
2.60+ 0.22
1.88 + 0.06
1.27 + 0.06
0.96+ 0.06
0.75 + 0.06
0.52+ 0.04
0.35+ 0.05
0.29 + 0.03
0.24+ 0.05
0.15+ 0.02

0.0375
0.0750
0.1100
0.1300
0.1500
0.1700
0.2000
0.2500
0.3000
0.3500
0.4000
0.4500
0.5000
0.5500
0.6000
0.6500
0.7000
0.7500
0.8000

51.30+ 1.39
32,93+ 0.62
23,17+ 0.87
17.22 + 0.45
14.74+ 0.69
11.63+ 0.34
8.86+ 0.24
5.51+0.26
3.21+ 0.10
2.00 + 0.07
1.28 + 0.03
0.79a 0.03
0.54+ 0.02
0.35+ 0.02
0.21+ 0.01
0.13+ 0.01
0.09+ 0.01
0.06+ 0.01
0.06+ 0.01

7r p-r p
do/dt

(Gey' ) (mb/Gev )

KP EP
do/dt

(GeV ) (mb/GeV ) (GeV')
do/dt

(mb/GeV~)

0.0375
0.0750
0.1100
0.1300
0,1500
0.1700
0,2000
0,2500
0.3000
0.3500

20.98 + 0.55
14.88 + 0.23
10.41+ 0.23
9.24+ 0.25
7.44+ 0.20
6.68 + 0.18
5.17+ 0.13
3.42+ 0.14
2.34+ 0.08
1.41+ 0.07

0.0750
0.1100
0.1300
0.1500
0.1700
0.2000
0.2500
0.3000
0.3500
0.4000

11.03 + 0.45
7.32 e 0.56
6.73 + 0.26
5.66+ 0.28
4.91+ 0.55
4.04+ 0.20
2.81+0.21
1.89+ 0.14
1.08 + 0.24
0.84+ 0.05

0.0750
0.1100
0.1300
0.1500
0.1700
0.2000
.0.2500
0.3500
0.4000
0.5000

36.06 + 1.42
24,12a 2.02
17.54+ 1.15
14.50 + 0.84
13,48 + 1.58
8.52 x 1.04
5.03+ 0.54
1,61+0.60
1,26+ 0.17
0,35+ 0.13
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TABLZ P7. (Continued)

7r p-r p
-t do/ce

(GeV ) (mb/GeV ) (CeV')

d. 140 GeV/c
X"P X P

do/C
(mb/GeV )

-t
{GeV )

do'/dt

(mb/GeV )

0.4000
0,4500
0,5000
0,5500
0,6000
0,6500
0.7000
0,7500

1.15+0.06
0.76+ 0.06
0.48 2 0.04
0.39+0.02
0.27 + 0.03
0.16+Q.02
0.15+0.01
0.12+ 0.01

0.4500
0.5000
0.6000

0.26+ 0.17
0.43 + 0.05
0.23 + 0.05

0.6000 0.22+ 0.10

r'p-r'p
do/dt

(GeV ) (mb/GeV )

e. 175 GeV/c

X'p~ K+p
do/dt

{GeV ) (mb/GeV )

-t
(GeV')

do jdt
(mb/GeV )

0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.650
0.700
0.750
0.800

14.96 + 0.16
10.84 + 0.17
9.18a 0.12
7.73+ 0.14
6.30+ 0.19
5.07 + 0.07
3.50+ 0.04
2.31+0.04
1.57 + 0.04
1.09a 0.03
0.78 + 0.03
0.60 + 0.03
0.39+0.02
0.30+ 0.02
0.20+ 0.01
0.16+ 0.01
0.11+0.01
0.08 + 0.01

0.0375
0.075
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.650
0.750

14.54+ 0.33
10.65+ 0.22
8.19+0.31
6.68+ 0.24
5.81+0.26
4.58 + 0.38
3.98 + 0.19
2.69+ 0.06
2.06+ 0.09
1.32+ 0.05
0.95+ 0.06
0.65+ 0.06
0.56+ 0.05
0.41+ 0.03
0.30+ 0.03
0.19+ 0.03
0.10+0.01

0.075
Q.110
0.150
0.170
0.200
0,250
0.300
0,350
0,400
0,450
0,500
0,550
0,600
0.650
0.750

33.12+ 0.46
24.22+ 0.64
15.06+ 0.47
11.30+ 0.42
8.54+ 0.38
5.27 + 0.05
3.22 + 0.06,
2.07 + 0.04
1.24+ 0.03
0.75 + 0.03
0.48 + 0.03
0.28+ 0.02
0.23 + 0.02
0,13+ 0.01
0.06+ 0.01

7rp harp-t do./dt
{GeV ) (m.b/GeV )

K"P Z p
do/dt

(GeV ) (mb/GeV )

-t
(Gev2)

do-/dt
(mb/GeV2)

0.0375
Q.Q75
0.110
0.130
0.150
0.170
0.200
0.250
0.300
0.350
0.400
0.450
0.500
0.550
0.600
0.650
0.700
0.750
0.800

24.30a 1.08
15.60+ 0.29
11.28 + 0.38
8.83+ 0.23
7.37 + 0.11
6.17+ 0.15
4.98+ 0.12
3.29K 0.08
2.19+ 0.03
1.52+ 0.05
1.03+ 0.03
0.73+ 0.03
0.53 + 0.02
0.38+ 0.01
0.25+ 0.01
0.19+0.01
0.16+0.01
0.09+ 0.01
0.08 + 0.01

0.075
0.110
0.130
0.150
0.170
0,200
0.250
0.300
0.350
0.400
0.450
0.500
0.600
0.650
0.750

11.42 + 0.31
7.65 + 0.59
6.12+ 0.54
6.14+0.17
4.80 + 0.34
3.88+ 0.12
2.67 + 0.13
2.09+ 0.24
1.21+ 0.06
0.83+ 0.10
0.60 a 0.06
0.40 + 0.10
0.26 ~ 0.03
0.09+ 0.09
0.09+ 0.09

0,0375
0.075
0.110
0.130 .

0.150
0.170
0.200
0.250
0.350
0.400
0.450
0.500
0.600

46.60 + 5.68
32,95+ 1.22
25,06+ 2.39
16.07 + 2.12
13.99+ 0.49
9.85 ~ 1.19
7.66+ 0.33
4.03 + 0.63
1.65 + 0.11
1.01+0.31
0.52 + 0.33
0.39+0.36
0.16+0.07



3122 D. S. AYRES et gl.

TABLE V. Quadratic-exponential fits: Fits of cross sections from Table IV to do/dt
=Ae "' ' . The optical-theorem prediction (OTP) is included as a data point with a 3% un-
certainty. P(X ) is the probability of getting a X greater than the value observed. "degf" is
the number of degrees of freedom.

p OTP A
(GeV/c) (mb/GeV2) (mb/GeV2)

B
(GeV 2)

C
(Gev-')

B(-0.2)
(GeV ) P(X2) degf

50
70

100
140
175

29.5
29.4
29.3
29.6
29.9

31.3 + 0.4
28.9+ 0.5
28.5+ 0.4
29.2+ 0.5
30.2+ 0.5

-9.7 + 0.1
-9.1+0.2
-9.2+ 0.1
-9.2+ 0.2
-9.6+ O.l

3.1%0.2
2.4+ 0.4
2.4+ 0.2
2.4a 0.3
2.8 + 0.2

-8.45~ 0.06
-8.14+0.06
-8.27 + 0.06
-8.28 + 0.07
—8.46 + 0.06

0.09 16
0.90 11
0.01 17
0.22 16
0.00 17

K p 50
70

100
140
175

21.0
21.0
21.3
21.6
21.9

21.2+ 0.6
20.9+ 0.5
21.0+ 0.6
21.4+ 0.6
22.2+ 0.6

-8.8 + 0.4
-9.0+ 0.4
-9.1+0.3
-9.2 + 0.3

2.2+ 1.1
2.8 + 0.7
2.4 + 0.7
2.8 + 0.5

-8.9+ 0.3 2.5+ 0.6
-7.92 + 0.17
-7.93 + 0.14
-8.07 + 0.13
—8.11+0.10

0.10 10
0.28 14
0.53 ll
0.68 13

-7.95 + 0.14 0.51 12

50
70

100
140
175

98.3
94.0
90.3
88.9
88.4

99.2+ 1.7
89.5+ 1.8
91.3+ 2.5
89.3+ 2.6
87.4+ 2.4

-12.6+ 0.2
—12.8 + 0.3
-11.9+ 0.5
-12.6 2 0.4
—13.1+0.4

3.3 + 0.5
3.4+ 1.0
1.4+ 1.3
4.0 + 1.2
4.7 + 1.1

-11.34+ 0.10
—11.46+ 0.15
-11.38 + 0.22
-10.97 + 0.24
-11.20+ 0.19

0.26
0.61
0.86
0.93
0.90

15
11
13
10
12

50
70

100
140
175

50
70

100
140
175

27.4
27.4
27.7
28.0
28.5

16.6
17.2
18.2
18.9
19.7

27.3 + 0.4
27.3+ 0.5
27.5 + 0.7
28.8 + 0.5
28.8 + 0.4

16.6+ 0.4
17.3 + 0.4
18.0 + 0.5
18.7 + 0.5
19.7 + 0.3

-8.7 +
-8.6+
-8.8 +
-9.0 +
-9.1+

-7.6 +
-8.1+
-7.8+
-8.3+
-8.4+

O.l
0.1
0.2
O.l
0.1

0.3
0.3
0.3
0.2
0.2

1.8 + 0.2
1.9+0.3
2.0+ 0.3
2.2+ 0.2
2.3+0.2

1.1+0.6
2.2+ 0.6
1.9+ 0.5
2.2+ 0.4
2.1+0.3

-8.01+0.06
-7.86+ 0.06
-8.00 + 0.09
—8.11+0.06
—8.15+0.05

-7.13+ 0.12
-7.20 + O.ll
-7.03 + 0.13
—7.44+ 0.09
-7.56 + 0.07

0.25
0.79
0.60
0.80
0.49

0.66
0.61
0.62
0.34
0.56

17
15
15
17
16

14
14
11
15
15

50
70

100
140
175

76.2
75.8
75.9
76.3
76.8

75.9 + 0.9
75.6+ 1.1
73.6+ 1.7
75.7+ 1.3
76.5+ 1.3

-10.3 + 0.1
-10.6+ 0.2
-10.7 + 0.2
-11.3 + 0.1
-11.3 + 0.1

1.5+ 0.3
1.8 + 0.3
1.5+ 0.3
2.5+ 0.2
2.3+0.2

-9.67 + 0.06
-9.81+0.06

-10.09 + 0.08
—10.25+ 0.06
-10.32 + 0.05

0.99
0.85
0.47
0.53
0.09

14
15
16
17
13

sections on a finer grid indicate that no structure
is lost because of this binning. ) The smooth curves
in Fig. 10 were obtained from the fits described
below.

A. Parametrization of the data

Fits of the form do/dt =Ae~~'~'c~'~ (quadratic
exponential) were found to give a good representa-
tion of the data over the whole t range. This form
was proposed on theoretical grounds by Vari Hove."
Parameters obtained from the fits are presented
in Table V. Only statistical uncertainties on the
data points have been included in the fits.

The "slope parameter" or logarithmic deriva-
tive, B(t ), is defined as

B(t ) = did ) t ( iud& Idt = B+ 2C ) t ( . ' (4)

The value of B(-0.2), as calculated from the fit,

is also shown.
The fits presented have the optical-theorem

prediction included as a data point with +3% un-
certainty. This is done to help reduce the strong
correlation between the A. , B, and C parameters.
The results do not change appreciably if the un-
certainty is reduced to 2% or 1%, or if the optical
point is entirely excluded from the fit.

The optical-theorem prediction (OTP) is listed
for each reaction in Table V. These values have
been computed using recent Fermilab total-cross-
section measurements, "with the small effect of
the real part included. The ratio of the real to im-
aginary part for proton-proton scattering has been
measured by the U.S.A.-U.S.S.R. collaboration at
Fermilab. " For other reactions, theoretical calcu-
lations" based on dispersion relations have been
used. All these values agree well with the prelim-
inary results of Fermilab experiment 69.'



m'-p, K'-p, pp, AND pp ELASTIC SCATTERING FROM 50. . .

The X' probability and the number of degrees
of freedom are given in the last two columns of
Table V. Table VI gives the full error matrix for
each fit.

The possibility of other paremetrizations, such
as piecewise fits with simple exponential is dis-
cussed below.

The systematic uncertainties, discussed above,
frequently dominate the statistical uncertainties
given in Table V, especially for protons and pions.
The systematic errors are +3% on the absolute
normalization, +1.5% on B and B(-0.2), and +3%
on C. To check that the slope parameters are not
influenced by the systematic errors which come
in at large t, fits were also done using only the
data at ) t )

~ 0.4 GeV'. The slope parameters ob-
tained are consistent with the ones from the fits
to the full t range.

B. Total elastic cross sections

.Table-VII presents the total elastic cross sec-
tions o„, as calculated for each reaction from the
fits of Table V according to the formula

f 0,8

00
(5)

Contributions from ) t ) & 0.8 GeV' are less than
0.5$ since the elastic cross section has fallen by
more than two orders of magnitude from its value

Figure 11 shows the ratio of the A parameters
(obtained from fits which did not include the optical
points) to the optical point for all 30 fits. These
plots show that the absolute normalization is con-
sistent with the optical-theorem predictions within
the stated systematic and statistical errors.

TABLE VI. Error matrices for fits of Table V. 0~, 0&z, and Occ are the mean-squared
uncertainties of the best-fit values A, B, and C, respectively. 0&z, 0&c, and 0&c are the
average values of the quantities AB, AC, and BC, respectiveIy. They reflect the correIations
between the parameters introduced by the fitting procedure.

p
(6eV/c)

+AA
2

(mb2/GeV4)
+BB

2

(Gev 4)
~cc2

(GeV 8) (mb/Gev4)
+Ac

(mb/GeV')
~ac

(1/6eV6)

X p

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

0.17
0.22
0.18
0.25
0.26

0.37
0.26
0.34
0.36
0.32

2.83
3.06
6.31
6.51
5.92

0.16
0.20
0.50
0.24

. 0.15

0.17
0.18
0.28
0.22
0.12

0.87
1.29
2.78
1.72
1.74

0,01
0.04
0.02
0.03
0.01

0.11
0.15
0.12
0.11
0.06

0.05
0.11
0.22
0.19
0.14

0.02
0.02
0.03
0.02
0.01

0.09
0.09
0.10
0.05
0.03

0.02
0.02
0.03
0.02
0.02

0.02
0.19
0.05
0.07
0.03

0.36
1.15
0.43
0.53
0.27

0.24
0.94
1.73
1.50
1.21

0.04
0.07
0.07
0.06
0.03

0.36
0.41
0.27
0.16
0.08

0.07
0.09
0.09
0.06
0.06

-0.04
-0.08
-0.05
-0.07
-0.05

—0.11
-0.15
—0.12
-0.15
-0.12

-0.31
-0.48
—0.75
-0.75
-0.66

-0.04
-0.06
-0.11
-0.06
-0.04

-0.09
—0.10
-0.09
-0.08
-0.04

-0.11
-0.15
-0.27
-0.16
-0.15

0.05
0.15
0.07
0.10
0.06

0.14
0.33
0.17
0.25
0.18

0.52
1.15
1.46
1.38
1.29

0.05
0.08
0.14
0.08
0.05

0.13
0.16
0.11
0.11
0.06

0.18
0.25
0.38
0.22
0.23

-0.02
-0.08
-0.03
-0.04
-0.02

-0.18
-0.38
-0.21
-0.22
-0.12

-0.10
-0.29
-0.56
—0.46
-0.38

-0.02
-0.04
—0.05
-0.03
-0.02

-0.17
—0.18
—0.15
-0.08
-0.04

-0.03
-0.04
-0.05
-0.03
-0.03
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I.20-

I.IO -)

I.pp- -)
0,90

0.80

7T P 7TP

Kp Kp

7T p 7T p

K'p —K+p

extrapolation to t = 0, and the effect of contributions
from large-t values.

Table VII also includes values of the total cross
sections, o„„obtained from Ref. 15, the total in-
elastic cross section o- „=o„,-a„, and the ratio
of the total elastic to the total cross section. For
the purposes of the uncertainty calculation, errors
of 0.5% have been assigned to the total cross sec-
tions.

C:
l.20-

CL

I.IO'.

O
I.pp

0.90-

O.8O

I.20-

I.IO .

pp pp pp pp

1.00 -)- ————"
0.90

Q80.
~0 Ipp I6P 22Q 40 I QQ I60 220

p bin GeV/c
lab

FIG. 11. Comparison of the A parameters from the
quadratic exponential fits without the optical-point con-
straint to the optical-theorem predictions.

at t =0. The result is, however, sensitive to the
extrapolation of the measured cross section to
t=0. Typically, (15-20)% of o., comes from this
extrapolation at the low energies (50 and 70 GeV)
and (35-45)% comes from this extrapolation at the
higher energies. The use of the optical-theorem
point as a constraint in the fitting procedure helps
to reduce errors from this source. Systematic
uncertainties of +2% were added in quadrature
with the statistical errors to account for uncertain-
ties in the overall normalization, errors in the

VII. COMPARISON OF RESULTS WlTH OTHER,
EXPERIMENTS

In this section, the results are compared with
the results from experiments at nearby energies.
The relation between these results and data at
lower energies ((40 GeV/c) and higher energies,
including CERN ISR energies (290-1480 GeV equiv-
alent laboratory energy), is discussed later in the
context of the energy dependence of elastic scat-
tering.

Figure 12 shows the ratio of these results on
w p, g p, and pp scattering to the fits of Antipov
et al. ,

"at 40 GeV/c. Figure 13 compares w P at
50 GeV/c to the measurement of Derevchekov
et a/." The only significant disagreement seems
to be with Derevchekov at -t2 0.3 GeV'. The
agreement with Antipov in )his region is good.

Figure 14 compares proton data with the small
-t (-ts 0.15 GeV') measurements of the Fermilab
U.S.A. -U.S.S.R.}collaboration. " In general, our
slopes at small tare typ-ically (2 to 3}% lower
than the USA-USSR slopes and 5% lower at 50
GeV/c. This may reflect the 1.5% systematic er-
rors in our data, the 0.15-GeV ' energy-indepen-
dent systematic error of their experiment, or it
may reflect the different t ranges covered by the
two experiments. Finally, Fig. 15 shows data
from Fermilab experiment 7,"plotted relative to
the fits of this experiment.

15 )

(g) 7T

I-
h. 1.3-
X0
O
UJ
CO

M
CO

O
u 07-CL

- tiara g~I, I I'

0,9—

~

I
~

I I

(b) K- (c) p

I I i I ~

05 ~ & i . I

0.0 0.3 0.6
a I I ~ I I s I

0.90.0 03 0.6 0.0 0,5 ' 0.6
(GeVa}

FIG. 12. Comparison of the results from this experiment with the results of Antipov et al . (Ref. 21) at 40 GeV/c.
Plotted are the data points of this experiment divided by the quadratic exponential fits of Ref. 21.
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TABLE VII. Total elastic cross sections calculated from fit of Tables V and VI.

p
(GeV/c)

Oej,

(mb)
Otot
(mb)

gimel

(mb)
Oei

+tot

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

50
70

100
140
175

3.29 + 0.11
3.35+ 0.12
3.30 + 0.15
3.39+0.12
3.37 + 0.10

2.27 + 0.09
2.30 + 0.10
2.47 + 0.11
2.40 + 0.10
2.50+ 0,08

7.61+ 0.29
7.41+0.31
7.07 + 0.35
7.00 + 0.28
7.06+ 0.28

3.48+ 0.11
3.39+ 0.14
3.28 + 0.11
3.36+0.12
3.38 + 0.11

2.54+ 0.11
2.53 +0.12
2.51+ 0.12
2.52+ 0.12
2.59+0.12

8.20 + 0.40
7.30 + 0.47
7.80 + 0.60
7.52+ 0.60
7.12+ 0.52

23.07 a 0.12
23.16+0.12
23.29 + 0.12
23.43 + 0.12
23.60 + 0.12

18.03 + 0.09
18.36+ 0.09
18.85 + 0.09
19.23+ 0.1.0
19.59 +0.10

38.14+ 0.19
38.24+ 0.19
38.39s 0.19
38.57 +0.19
38.76 + 0.19

24.01+ 0.12
24.00 + 0.12
23.96 + 0.12
24.00 + 0.12
24.17 + 0.12

20.25 + 0.10
20.30 + 0.10
20.41+ 0.10
20.50 + 0.10
20.70~ 0.10

43.86 + 0.22
43.00 + 0.22
42.04+ 0.21
41.80 + 0.21
,41.60 + 0.21

19.78 + 0.16
19.81+ 0.17
19.99+0.19
20.04 +0.17
20.23 + 0.16

15.76 + 0.13
16.06+ 0.14
16.38 + 0.15
16.83 +0.14
17.09 + 0.13

30.53+ 0.35
30.83 + 0.37
31.32 + 0.40
31.57 + 0.34
31.70+ 0.34

20.53 + 0.16
20.61+0.19
20.68 + 0.16
20.64+ 0.17
20.79+ 0.17

17.71+ 0.15
17.77 + 0.16
17.90+ 0.16
17.98 + 0.16
18.11+ 0.16

35.66+ 0.45
35.70 + 0.52
34.24+ 0.63
34.28 + 0.63
3.4.48 + 0.56

0.142+ 0.005
0.145+ 0.005
0.142+ 0.007
0.145+ 0.005
0.143+ 0.004

0.126+ 0.005
0.125+ 0.005
0.131+0.006
0.125+ 0.005
0.128+ 0.004

0.199+ 0.008
0.194+0.008
0.184+0.009
0.182+ 0.007
0.182+ 0.007

0.145+ 0.005
0.141+ 0.006
0.137+ 0.005
0.140+ 0.005
0.3.40 + 0.005

0.125+ 0.006
0.125% 0.006
0.123+ 0.006
0.123+0.006
0.125+ 0.006

0.187+ 0.009
0.170+0.011
0.185+ 0.014
0.180+0.014
0.171+ 0.013

VIII. DISCUSSION

A. t dependence

The cross sections are quite well described by
the quadratic-exponential form over the whole t
range from -0.04 to -0.80 GeV'. No dips are ob-
served within the limits of the t resolution. The
C parameters of -2 GeV~ imply a linear change
in slope of 2C4t or about 1.6 GeV ' from -t=0.1
to -t =0.5. Experiments on p-p elastic scattering
at ISR" suggest that this change in slope does not
occur linearly but occurs abruptly in the neighbor-
hood of -t =0.15 GeV'. The existence of such a
"break" had been proposed prior to this by Carri-
gan." Table VIII shows the results of simple ex-
ponential fits to data in the two intervals 0.03'7& -t
& 0.13 GeV' and 0.16& -t& 0.50 GeV' for PP and
m+P. These fits are consistent with the break hy-
pothesis. The success of the two parametrizations
indicates that the data lack the statistical precision

UJ

CQ

I-

OJ

IJJ
K

z
O
I-
O
LU
V)

I

l.2—

I.O—

0.8-

iPIt It

I& Ii II II

IP
II Ii

0.6—

O.I 0.2 '

- t (Gev')

II
I X/1/4/--)/

FIG. 13. Comparison of the results of this experiment
to the results of Derevchekov et al. (Ref. 22) at 50 GeV/c
for n p m p. The ratio of their data points to the fitted
values from Table V are plotted.
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FIG. 14. Comparison of PP elastic scattering results
from this experiment to the results of the U.S.A-U, S.S.R.
collaboration at Fermilab (Ref. 23). The slope parameter
B from Ref. 23 has been used to calculate cross-section
values according to the formula do/dt =Ae, where A
is the optical-theorem prediction. The ratios of the
measured cross section from this experiment to the
cross sections calculated as described are plotted.

I. IO—

(h(4(I „

I
j

IL 0.90-

0.70

0,50
ILJ

g) I.30—
(d) m

to distinguish between them. It is estimated that
at least one million events in a t interval from
-0.04 to -0.25 GeV' would be required to resolve
this matter. A recent, high-statistics experi-
ment" in the 10- to 14-GeV/c range has also ob-
served structure in the low-t cross sections for
the other channels. More precise experiments are
clearly requir ed.

0.70—

0.50

1.10—

0.70-

(e) K

B. Energy dependence of the 8 and C parameters 0.50

(&),p

Figure 16 shows the energy dependence of the
gg and Q parameters ' from 10 GeV to the highest
energies available. Detailed comparisons are dif-
ficult because the various experiments cover dif-
ferent t ranges, use different fitting procedures,
and treat systematic errors in different ways. The
B and Q parameters are also highly correlated by
the fits. In spite of these problems, the following
conclusions emerge:

(i) pp and K+p elastic scatterings show pronounced
"shrinkage" of the jp parameter.

(ii) The B parameters for m p, z+p, and If' p show
little energy dependence above 10 GeV.

(iii) Above 10 GeV, a C parameter of approxi- .

mately 2 GeV 4 is required by the fit in'all reac-
tions. A Q parameter of 2 implies a strongly
curved lndo/dt. If one extrapolated the low-t cross
section

I
t I &0.1 to I t I

=0.8, one would be incorrect
by a factor of -4.

The fact that the logarithmic derivative varies
in t (because C g0) as well as in s means that one
must use data taken in the same t range to study

l.30—

i. io-

0.70—

Q.5Q . . I» I i i i i t, . i

0.00 0.30 060 0.90 030 0.60 090
-t (Gev*)

FIG. 15. Ratio of cross sections from Akerlof et al.
(Ref. 24) to fits of Table V. Absolute normalization dif-
ferences have been removed before computing these
ratios.

the s dependence.
The slope parameters at -t =0.2 GeV2 are plotted

in Fig. 17 against s. These parameters are less
sensitive to the fitting interval than & or Q indivi-
dually and the effect, of the correlation between &
and C is reduced. There is less energy dependence
at -t =0.2 GeV' than at t =0 and the protons seem
to achieve by 175 GeV/c a value which is close to
that observed across the whole ISH range. B(—0.2)
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TABLE VIII. Piece@rise exponential parametrization of ~'p and pp elastic scattering: do/dt
=Re ~ . P{x~) is probability of getting a X greater than the value observed.

p
(GeV/c)

O.O» I t I O.13 GeV'
A B

{mb/GeV ) (GeV ) P(y )

o.te —[ t I o.5o Gev'
A. B

(Inb/Gey ) {Gey ) P(X )

g'p
g'p
x'P

pp
pp
pp

50
70

140

50
70

140

28.2+ 0.8
28.7 + 1.0
30.0 + 1.0
75.3 + 1.5
76.3 + 2.0
79.3+ 2.7

-8.9+0.3
-9.0 + 0.4
—9.3+ 0.4

-10.0 + 0.2
-10.5+ 0.3
-11.6 + 0.4

0.24
0.77
0.58

0.86
0.68
0.36

22.2+ 0.9
22.5+ 0.8
24.0 + 0.8

67.5+ 2.6
66.4+ 2.5
58.7 + 2.1

-7.4+ 0.1
-7.3+ O.l
-7.6+ O.l
—9.4+ 0.1
-9.5+ 0.1
-9.6+ 0.1

0.18
0.65
0.66

0.87
0.42
0.30

for the antiprotons seems to be converging toward
the value for the protons but may be leveling off at
a slightly larger value.

1

C. Parametrization of the s dependence by a

single-Regge-pole model

If smaQ-t elastic scattering is dominated at high
energies by a single effective Begge pole, then the
cross section has the form

dv/dt =F(t)(s/s, )'"" '
where a(t) is the trajectory of the moving pole and
s p is a scale factor, here taken as 188 GeV', cor-
responding to an incident energy of 100 GeV. F(t)
is taken to have' a quadratic-exponential form:

F(t) ~ &s, I t I +os, I t I'
(7)s

Table IX shows the results of fits to this form for
all five energies. No energy-dependent systematic
errors are included. To see the effects of energy-
dependent systematic errors, a separate fit of the
logarithmic slope at -t = 0.2 GeV' to the form

B(t) =B,(t) +2a, '(t) Ins/s, (8)

is presented in Table X. An estimated energy-
dependent systematic error of 1% is added in quad-
rature to the statistical errors on B(-0.2). The
errors on the slope parameter +' increase by a
factor of 2 owing to systematic errors for m', m,
and p but do not change appreciably for the minority
particles K', K, and p.

These results confirm the qualitative observa-
tions that the pp and K'p continue to shrink at these
energies. The rate of shrinkage o.', which is -0.2
GeV 2 for both reactions, is less than the value
o'=0. 5 GeV ' (see Ref. 24) obtained from similar
fits to the Low-energy data. For pp, it is clear that
the rapid antishrinkage observed at lower energies
is also slowing down.

pp and K"p slopes have similar energy depen-
dences Duality a. rguments suggest that pp and
K'p, which have exotic s-channel quantum num-

bers, will achieve asymptotic behavior —i.e. , be-
come dominated by the Pomeron pole —at lower
energies than the other four reactions. To check
this idea, the proton data at each t value have been
fitted to the single-Regge-pole cross section. The
resulting trajectory is plotted in Fig. 18 and is in-
deed compatible with a straight Line. The best-fit
straight line is

n(t) = (0.98+0.01) —(0.22+0.03)
~
t

~
. (9)

S(SC'p) +S(SC p) ——,
' [S(~'p) +S(-v-p)], (10)

which in the quark model corresponds to the pp
elastic scattering amplitude S(pp). An ideally
mixed f trajectory does not couple to the strange
quarks in the p so that only Pomeron exchange
contributes to this amplitude. By use of the opti-
cal theorem, one has

&t,t 1 (ep) =&totel (& p) +&total (& p)

-2 Lo t.t.i (~'p) +«.t.i (& p)) (11)

This cross section is found to be a linearly rising
function of lns from an incident momentum of 6 to
200 GeV/c. Following their example, Fig. 19

This is quite close to the form usually favored for
the Pomeron. Obviously, the statistical accuracy
is insufficient to rule out other functional forms for
c.(t).

A major obstacle in the study of the Pomeron has
been the difficulty of extracting its exchange amp-
litude from the data. Unlike amplitudes associated
with quantum-number exchange, which can be char-
acterized by a power-law behavior in s, vacuum
exchanges have a very complicated energy depen-
dence. A simple interpretation of the vacuum ex-
change is that it receives contributions from the
Pomeron Regge pole with an intercept of -1 and
the f Regge pole with an intercept of --,'. In an ef-
fort to isolate the Pomeron-exchange amplitude,
Quigg and Rabinovici~ have studied the following
linear combinations of elastic scattering ampli-
tudes S.
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These cross sections have been fitted with quad-
ratic exponentials together with the optical point
calculated from the K'P, r P total cross sections. A
3% uncertainty was assigned to the optical point.
The results of these fits are given in Table XI to-
gether with the logarithmic slope at t = -0.2 QeV'.
This logarithmic slope is plotted in Fig. 20 as a
function of energy and shows clear indications of
shrinkage. The solid line corresponds to a Pomer-
on trajectory with a slope of n' =0.2 GeV ', con-
sistent with that found in pp and K+p scattering.

D. Elastic scattering crossovers~

OJ 5-
0

12-

IO «f

f, (]III'

2-

'0, 0
(c)K'

I

0

Although high-energy elastic scattering is domi-
nated by diffraction, or (in f-channel language) by
Pomeron exchange, amplitudes with quantum-num-
ber exchange can be isolated by careful compari-
son of closely related reactions. In particular, the
particle-antiparticle elastic cross sections differ
from one another because of interference between
C =+1 and C = -1 exchange amplitudes,

do/dt(x'p) =
i
F'+F I',

where the I ' amplitudes correspond to C =~1 ex-
change. Since the diffractive amplitude with C =+1
dominates, the quantity

l2 (14)

IO

6
15.

(e) p
. ~ .. I

0

shows the quark-model prediction for the "p"p
elastic cross section dc/dt ("p"p),

( P P!) = (ff P)+ (K P)

—
2 df

(&'P)+
df (& P),dQ' + do'

constructed from the cross sections of Table IV.

9.
(f) p

7 . .... I . . I . . . . I 0
IO' 10' IO' 10" I Io' 10' IO' 10'

s (GeY )

FIG. 16. Energy dependence of B and C parameters
from a fear GeV to the highest available energies. Cir-
'cles represent values taken from Ref. 28 and crosses
are the values obtained in this experiment. The variable
s is 2m&P

where o' —= do/dt(x'p), isolates to a good approxi-
mation that part of I' with the same phase ayd spin
state as the C =+ 1 amplitude (mainly imaginary
nonf lip). " For KP and PP scattering the C = -1
amplitude is thought to be dominated by nonf lip w

exchange. " At momenta s10 GeV/c, this ampli-
tude changes sign near -t =0.2 QeV', resulting in
the crossover effect where the differential cross,
sections for particle and antiparticle scattering
are equal. '" The momentum transfer t, at which
this occurs can be related to a typical interaction
radius in impact-parameter space for the periph-
eral C = -1 amplitude. '4

The crossovers were calculated from the fits of
Table V. Figure 21 shows the results of the E'p
and p'p fits. In each case a crossover is found
consistent rvith -t, in the range 0.1 to 0.2 GeV',
and the values Of t, obtained from the fits are
plotted in Fig. 22 as a function of-laboratory mo-
mentum. For Kp scattering the crossover points
are consistent with those found at lower ener-
gies, "'"with the average being -t, = 0.19+0.04
GeV', where the error includes both statistical
and systematic uncertainties. The nucleon values
average to -t, = 0.11+0.02 GeV~, definitely lower
than the value 0.162+0.004 GeV' reported' near
5 GeV/c.
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FIG. 17. Slope parameters at -t =0.2 GeV2 as a function of s.

The energy dependence of b, for p'p scattering
has been studied using the form

n(t) =c(t)s "' ', (15)

where e(t) is the effective Regge trajectory. Using
the fits from Table V, together with the 10.4-GeV
results, "both evaluated at t = -0.4 GeV', yields
ci( 0 4) =0.-27+. 0.07. This can be compared with
the value o.(-0.4) =0.14 found" for v p-v'n, for
which only g =-1 exchange is allowed in the t chan-
nel.

The shape of a(t) resembles that of the Bessel
function Jo(R Wt), suggesting that g =-1 ampli-
tude is strongly absorbed with most of the contrib-
ution coming from the periphery of the interaction
region. ~ Equating the crossover point with the
first zero of the Bessel function jo(R v-t) gives a

typical interaction radius for the source of the
g =-1 amplitude in impact-parameter space,

R = 0 475/v'-t, .F, (15)

for t, in GeV~. This is compared in Table XII with
a typical radius for the Q =+1 amplitude derived
from the forward logarithmic slope g of the quan-
tity

dr da
(17)

Using the black disk approximation, B =R,'/4, or
for g in GeV ',

R, =0.395~@ F. (18)

With these definitions R /R, = 1 to within about 10%
for both Kp and pp from 4 to 100 GeV.

TABLE IX. Single-a, egge-pole fit to elastic data: do/dt=As exp(Bs t+ t.s t )(s/so)

As
(~b/GeV )

&s,
(GeV-')

&s,
(GeV 4) (GeV 2) X'/degf

28.09 +0.24

K+p 18.29 + 0.30

74.88 + 0.69 10.77, + 0.08 1.88 + 0.14 0.981+ 0.006 -0.203 + 0.025

K p

29.58 + 0.23

21.13+0.49

9.39+0.06 2.66+ 0.10 0.990+ 0.005 -0.036+ 0.020

8.94+ 0.23 2.48 + 0.41 1.012+ 0.017 -0.059+ 0.079

86.18+ 1.75 12.34+ 0.22 2.96+ 0.50 0.924+ 0.015 0.167+ 0.0'P

8.89k 0.07 2.12k 0.11 1.013k 0.005 -0.057 k 0.021

8.20 +0.14 2.09+ 0.24 1.059 + 0.012 -0.147 + 0.053

93
m'

65
89
95
T8

i57
78
88
8i
95
62
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TABLE X. Slope of effective Regge trajectory at -t
= 0.2 GeV . [1% systematic uncertainty added in quadra-
ture to errors on B(-0.2). This corresponds to the ener-
gy-dependent part of the total systematic uncertainty of
12% ]

5xlQ

Reaction

pp
pp
K+p
E p
~'p
7r P

n'( 0.2)
(GeV 2)

-0.27+ 0.06
+ 0.10+0.09
-0.18 + 0.06
-0.07+ 0.07
-0.09 + 0.05
-0.02 + 0.05

42xlO-

IO

5x IO

2xlO

IO

50 GeV/c

I0 der/dt

E. Total elastic cross section 5xlQ

The energy dependence of the total elastic cross
section, 0„, is shown for the six reactions in Fig.
23. In all cases, g„ falls away rapidly in energy
(consistent with power-law behavior) but then
levels off at high energy and becomes nearly con-
stant. The rapid fall at low energy is consistent
with the crude Hegge-pole estimate g„-s '~ ~"'~,
where (f) is the average value of t. The leveling
off is associated with the fact that both the "Pom-
eron" slope n' and (f) are decreasing. The de-
clining contribution of the elastic channel to the
total cross section contrasts with the rising value
of the total inelastic cross section for all particles
except p. The cancellation of these two effects ln
the low-energy region is responsible for the ap-
parently flat behavior of the total cross section.
Once the total elastic contribution stops declining
the increase in the total cross section due to in-
elastic contributions becomes manifest.

2 xlO

IO

50.0

E

IO.O

2.0

O. I

05

/dt

dt

0.90-

0.60—

0.30—

I I I

REGGE a p p pp

0.2

I

0.5 0.7O.I 0.3

I tl in GeV
FIG. 19. "P"P elastic cross secti'on calculated from

Eq. (12) using cross-section values of Table IV. The
results for 50, 70, 100, 140, and 175 GeV/c are scaled
by 10000, 1000, 100, 10, and 1, respectively, to pro-
vide separation between the curves. The values at t =0
are calculated from the optical points for pion and kaon
scattering according to Eq. (11}.

0 i I I I I I I I l

0 0.30 0,60 090
(6ev*)

FIG. 18. Regge o.' parameter determined from the
proton-proton elastic scattering results of this experi-
ment. The straight line is the best fit to the data, as
given in Eq. (9).

F. Geometric scaling

The hypothesis of geometric scaling (GS) was
introduced"' ' to correlate various results from
pp elastic-scattering and total-cross-section mea-
surements at ISR energies. It may be stated in
terms of the elastic scattering amplitude
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TABLE XI. Quadratic-exponential fits to do(Qp)/dt: Fits of the differential elastic scattering
Ij I t I+ct 2cross section for flap as defined in (12) to the form do/dt=Ae ' '~ . The optical-theorem pre-

diction (OTP) as calculated from {11)is included as a data point with a 3% uncertainty.

p OTP A
(GeV/c) (mb/GeV ) (mb/GeV )

B
(GeV-')

C
{Gev-4)

B( 0.2)
(Gev ') P{x~) degf

50
70

100
140
175

9.26
9.91

10.92
11.62
12.29

9.31+0.23
9.89+ 0.30

10.95+ 0.28
11.57 + 0.28
12.19+0.33

-6.06+ 0.51
-7.19+ 0.52
-6.66 + 0.44
-7.34~ 0.32
-7.92 + 0.32

-1.02 + 1.16
1.55 + 1.12
1.08+ 0.81
1.41+ 0.70
2.47 + 0.69

-6.47 + 0.18
-6.57 + 0.19
-6.22 + 0.16
—6.78 + 0.12
-6.94+ 0.13

0.78
0.27
0.72
0.81
0.56

14
15
13
14
14

( 2ib(b) 1)
A. (s, b) =

9.0—
I

8.0-
C5

S ((= -.2GeV2) in der(ItI p)ldt

in impact-parameter space [where 5(b) is the elas-
tic phase shift):

A(s, b) A(b/R (s)),
where R(s) is a range parameter containing all the
energy dependence. From this property, it follows
that the total cross section, 0„„the total elastic
cross section, a,,„and the forward elastic slope
parameter, p, all depend on energy in the same
way. Specifically o„/o„, and II/o„, are indepen-
dent of energy. Furthermore, the quantity 1/
o„,2'/dt plotted against o„, t is predicted to be
independent of energy.

Table VII lists the ratio of o„/o„, for the reac-
tions measured in this experiment. Figure 24
shows these results plotted together with results
from other experiments above a few GeV. Two
important observations are (i) all hadrons are not
alike. o„/o... is -0.18 for pp and jp scattering but
is only -0.13 for kaons and pions; (ii) each of the
six elastic channels reaches a constant value of
o„/o„, by 100 GeV. Especially impressive is the

50 GeY K p
~ g p

50 GeY
~ PP

(

ye tl I Oi ~

'tt(
li

l.5—

o l.o
LLJ) II

I'5 100

O '~ 0

u 1.5 =
140

i
o~i, OL~ ((, , b

I 40

ht AA

fact that the value 0.18 for pp scattering is ob-
served from 100 GeV to ISR energies (equivalent
to a lab energy of 1480 GeV).

The most convincing test of GS within this exper-
iment comes in K+p scattering where the total
cross section is already increasing (by -6%)
across this energy range. Figure 25 presents a
"differential" test of GS. The smooth curves are
calculated from the fits to the 70-GeV/c results.
The points are the 175-GeV/c cross-section values
scaled by the ratio [o,„,(70)/o„,(175)j' and plotted
against the scaled t value, to„,(175)/o„, (70). The
175- and 70-GeV/c total cross sections are in the
ratio of 1.06 for K'p and 1.01 for pp. Because the

7.0
Q3

6Q-

1.5—
175

to' 2 x10

s in GeV

Ax10
0.5

0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8
-~(Gev &

2

FIG. 20. s dependence of slope parameter for "tIt) "P
elastic scattering at —t =0.2 GeV2. The smooth curve
has a slope of 0.2 GeV 2, the value observed in pp
scattering.

FIG. 21. Elastic scattering cross sections divided by
the quadratic exponential fits of Table V to the positive-
beam data. The line shows the ratio of negative-beam
fits to positive-beam fits.
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FIG. 22. Crossover points as a function of incident
momentum. FIG. 23. Total elastic cross sections for all six

particles vs s. The crosses are from Table VII.

total cross sections change so little, the scaling
does not have a great effect. Nevertheless, the
scaling seems to work reasonably well for K+p

but fails for pp. This is consistent with the ob-
servations based on the ratio o„/o „,that GS is not
satisfied for pp below 100 GeV/c.

Figure 26 compares the results for protons at
175 GeV/c with ISH results~' at lab equivalent en-
ergies of 290 and 1480 GeV. The ISR results are
scaled to 175 GeV/c. The two ISH results scale
between themselves quite well. The scaling with
the 175-GeV/c results of this experiment is good
to -5% at low f and -15% at -f&0.2 GeV'. The
departures from scaling are not significant in view
of the large normalization uncertainties on the ISR
data.

.30-

.15—

.30—

b
15

$4l

'
0

0y

0

(a) 7r+

(b) K+

00

Oi f ( 4

(e) K

00

$t t, bt

TABLE XII. Typical radii R, and R in impact-param-
eter space for C=+ 1 and C=-1 exchange amplitudes, as
defined above. The uncertainties in R~ are typically +2%
except for R at 100 GeV/f." (+10%).

0

. 15

0

tl'e() y as

(&) p

(GeV/c)

4
100

R,
(E)

1.00
1.15

R
(&)

1.09
1.09

R /R,

1.09
0.95

0
I

I

IO'
I

10

I

IO I 10'

I
s (GeV )

I

IO

I

ICP lo

4
100

1.33
1.33

1.18
1.43

0.89
1.08

FIG. 24. Ratio of o,~/ot, t vs s. The circles represent
values taken from Ref. 28. The crosses are from Table
VII.
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2Io-

Io

(K+,p)—(K,p )

G. Impact-parameter representation

The differential elastic scattering cross sections
given in Table IV have been numerically trans-
formed into impact-parameter space~'.

Imp„, ~(s, b) = ~ $ 0. 75 d 1/2

z (bMt)Mid(Mt)
dt

(20)

X

0 ~

b" b

IO

IO

and corrected for Large-t contributions. The error
in this correction is 2% for small impact-param-
eter values and negligible for b &0.2 F. The error
due to the contribution of the real part of the elas-
tic scattering amplitude is not very model depen-
dent and can be shown to be -3%.4' Under the as-
sumption that the elastic scattering amplitude is
mainly imaginary, then its Bessel transform,
Im/l,

~
(s b) satisf ies in impact-parameter space a

unitarity equation of the form

Imb, , (s, b) = —,
'

I b „(s,b) I

' +G,„„,, (s, b)

=—,
'

I Imb„(s, b)I'+G;„„.~(s, b), (21)

where G,„,, (s, b) is defined by its relation to o,„,, ~

as
follows:

IO o,.„,, =m G.
,„,, (s, b) db

lo
0.00 030

cr„, (175)

0.90 I I
I I

I

(p, p )-(p,p)

FIG. 25. Geometric-scaling test for K+P and PP
differential cross sections between 70 and 175 GeV/c.

IO—

4
0

The results of this experiment suggest, but do
not prove, that GS is a general property of hadron
elastic scattering at high energies. Since only a
limited range of energies is covered, it is still
possible that GS predictions are satisfied "acci-
dentally" and will fail at even higher energies. To
establish conclusively this scaling law, it will be
necessary to make measurements at even higher
energies mhere the total cross section has already
increased significantly. Precise measurement of
E."p scattering at the highest energies available in
secondary beams at Fermilab mould be especially
impor tant.

If GS is confirmed, it will provide an important
guideline for model development. For example,
conventional Regge models with poles do not ex-
hibit GS behavior.

a
CD

O
O
V)

IO—

IO
000

I I

0.30 0.60 ' 090
-t (scaled to l75}

FIG. 26. Geometric-scaling test for PP differential
cross sections between 175 GeV/c and 290 and 1480
GeV/c equivalent energy from ISB (Ref. 39). Open cir-
cles are the 175-GeV/c results of this experiment.
Crosses and diamonds are the 290- and 1480-GeV/c
results scaled as follows: t values are multiplied by
o&«(290)/o«, {175)and o«, (1480)/o;„(175), respectively;
cross sections are multiplied by o;pt (175)/(Tempt (290) and
o;„(175)/o„, (1480), respectively.
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2.00-

I.60-

l.20

.80

.40-
X~

I

2.00 .

X.
0,

0
X

0

p, ,„=24-GeV/c experiment. ~' Thus a baryon has a
-6% probability of colliding head-on with a proton
without any absorption, while this pr+ability is
-18% for pions and -25% for kaons. As one can
see, mesons, as seen by protons, are very trans-
parent objects.

Figure 30 shows the rms interaction distance for
the total and inelastic cross sections, defined by

I.60-

I.20-

.80

K p K+p

R = b' d (y db bdb
0

(d g;/db ) bdb

(23)
40.

X
X

'X
X

2.00-
PP

0.0 0.5

I.20-
X ~

.80

40

I.O

X a

X

I

I.5 00 - 0.5

b in fermi

PP

I.O l, 5

where i = total or inelastic, and b„, = 1.6 F. With
the exception of K p and pp, R,. is consistent with
being an increasing function of s for s &140 GeV'.

It has been shown above that even in this energy
range the differential elastic cross sections of
K'p and p'p show the crossover phenomenon,
which is assumed to be due to the interference be-
tween nonf lip & exchange and Pomeron exchange.
The ~-exchange contribution to K p and pp can be
seen in impact-parameter space ' by looking at the
distribution

FIG. 27. Imh, ~(s, b) for the six reactions at 50 GeV/c
(circles) and at 175 GeV/c (crosses). The errors shown
include the statistical errors, the uncertainty due to the
real part and to large-t contributions (0.75~ It ~

~ 1.4
GeV ).

Imh„. , (s, b =0) =const (22)

for all s. Therefore the previous statement that

pp is inconsistent with geometric scaling for p, „. ,
&100 GeV also follows from the decrease of
Imh„.~(s, b = 0), while for s &200 GeV', it stays con-
stant (even through the ISH region). Figure 29 is
a plot of G,„„(s,b =0) as a function of s, that is,
the absorption probability for a head-on collision.
For a comparison, also shown are the results of a
similar calculation done for pp with ISR data and a

The left-hand side can be identified with the total
cross section in b space (d'0, /iidb') and the right-
hand side is the sum of the elastic (d'o,.~/zdb') and
inelastic (do,.„,,~/mdb') cross sections. Therefore
the knowledge of Imh, ~(s b) permits the calculation
of the total and inelastic cross sections in impact-
pararneter space.

Figure 27 shows the Imh„.~(s, b) distribution for
the six reactions at incoming rnomenta of 50 and
175 GeV/c. Figure 28 shows a plot of Imh, , (s b =0)
as a function of p,„,for all the reactions discussed
in this paper. It can be seen that all the reactions
are consistent with having very little change as a
function of energy except for p'p. However, a
straightforward implication of geometric scaling is

6"~(s, b) -=Imh"„'(s, b) —Imh"„"(s, b), (24)

where x =K,p. Those distributions are shown in
Fig. 31 for Kp and pp, respectively, at p„, = 50
GeV/c and p„.„=175 GeV/c. It can be seen that
those distributions are peripheral and that the &-
exchange contribution decreases very fast with
energy, in particular, in pp (this is expected from
the energy dependence of regular Begge trajec-
tories).

l.2-

I.O ~

I.I-0
II

I.O-
V)

0.9-

I

$Kp
4 K'p

I.6-

l.5-

Opp

happ

I

IOO zoo zoo 500

s in GeV'

FIG. 28. Imh, &(s, b =0) as a function of s for n'~p,
E P, and P P. The errors are calculated as for Fig. 27.
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FIG. 29. G~,&(s, b =0) as a function of s for ~~p, X~p, and p'p. The errors are calculated as for Fig. 27. The ISR
and 24-GeV/c points in pp are taken from Ref. 41.

H. Ratio of total elastic of total cross section

The six elastic scattering reactions are char-
acterized by different values of R =o„/o „,. In par-
ticular, the distinction between meson-nucleon
channels with R =0.13 to 0.14 and nucleon-nucleon
(pp, pp) channels with R -0.18 is observed. The pp
values are very close to the so-called Van Hove
ratio":

R„„=l-(4-41n2) '=0.185.

This ratio emerges from a model in which elastic
scattering is obtained as the shadow scattering of
inelastic reactions, crudely described by a very
simple model. The model amounts to assuming a
Gaussian inelastic overlay function G;„„(s,b) with a
value of unity at b =0. From the impact-parameter
inversion of the elastic cross sections, these con-
ditions were seen to be approximately satisfied by
pp and pp, but the meson-nucleon interactions had
G;„„(s,0) much less than 1. For all the channels,
R is much less than —,

' —the black-disk limit.

I. Quark-model predictions

Simple quark counting would imply the following
relations for the elastic amplitudes S [under the

assumption that the exchanged particle is an SU(3)
singlet]:

S(ttp) =S(ZP),

S(fop) =-'. S(pp)

(26a)

(26b)

Relations (26a) and (26b) are plotted in Fig. 32 for
p „„=50 GeV/c and p„» = 175 GeV/c „where S(xp) is
defined by~'

2S(x,p) =[do (x"p)/dt+do (x p)/dt)' (27)

for x =tt, K,P. Relation (26b) is clearly not satis-
fied in all the t range; however, (26a) is consistent
with being satisfied for

~ t
~
~0.4 GeV but it is badly

violated at small g values. This is consistent with
the Chew-Rosen2'weig~ model that claims that the
Pomeron and the f are the same Reggeon and the
SU(3) structure of this yole and its mixing with the
f' pole change as a function of t to make the Kp and
np amplitudes equal at high t.

Lipkin" has suggested that the Pomeron has two
components, one that satisfies relations (26a) and
(26b) and a second component satisfying

S(ttp) =2S(&p) = '.S(PP) . —

Combining the two components, the following re-
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FIG. 30. The rms interaction distances for (a) the
total and (b) the inelastic cross sections as a, function
of s for all six reactions. The errors are calculated as
for Fig. 27. These values are appropriate for comparing
the different reactions even though they may all increase
by as much as 12% if the integration region is extended
to b=2F.

0.0 0.25 0.50 0.75 I.OO 1.25 I.50 I.75
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FIG. 31. Ao f ~t (5) for (a) Ep and (b) pp at p =50 GeV/c
(circles) and at p =175 GeV/c (crosses).

lation should be satisfied

s(~p) =-,' s(Ep) +-,' s(pp) . (29)
2.0-

plab 50 GeV/c

This relation is very well satisfied for the optical
points (t =0); however, as we can see in Fig. 32,
it becomes worse the higher the t va1ue.

I,6-

l.2-

IX. CONCLUSION
0.8- ) g54k& & &

I
The small- and intermediate-t elastic scattering

of m', K', p, and p on protons has peen measured
in the (50 to 175)-GeV energy range. While the
concept of diffraction scattering provides a con-
venient framework for understanding the results,
the idea that the cross sections for all reactions
would be clearly dominated by the Pomeron pole is
apparently not realized even at these high energies.
The similar shrinkage pattern of the K'p and pp
diffraction peaks encourages the belief that the
Pomeron does rule these channels, but the energy
independence of m'p and K p, together with the
slow antishrinkage of pp, indicates that the lower-
lying neutral-meson trajectories are still impor-
tant. The crossover phenomenon between particle
and antiparticle elastic scattering continues to be
observed. The position of the kaon crossover is

0
o 20-

CL

(b)
p lab l75 GeV/c

l.6-

l.2-

0,8-

O. l 02 03 04
in GeV2

0.5 0.6

FIG. 32. @sark-model ratios at (a) p =50 GeV/c and
(b) p =175 GeV/c. The different ratios are (circles)
2S(Kp)/S(pp) (crosses) S(Kp)/S(7'), and (triangles)
S(7rP)/[-,'S VV) +-,'S(PP)) .



n
'-p, EC* p, pp, AND pp ELASTIC SCATTERING FROM 50. . .

relatively energy independent from a few GeV/c
to 175 GeV/c, but the nucleon crossover may be
moving toward smaller t. The predictions of the
geometric-scaling hypothesis seem to be satisfied
by m'p and K'p across the whole energy range but
by pp only above 100 GeV/c. The impact-param-
eter representation demonstrates the differences
between nucleon-nucleon (pp or pp) scattering and
meson-nucleon scattering. The protons seem to
be very opaque. with respect to nucleon projectiles
but surprisingly transparent to mesons. The con-
tribution of the odd Q-parity meson trajectories
is shown to be yeriyheral in b space.
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